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Understanding the stability mechanism of surface micro/nanobubbles adhered to gas-
evolving electrodes is essential for improving the efficiency of water electrolysis, which
is known to be hindered by the bubble coverage on electrodes. Using molecular
simulations, the diffusion-controlled evolution of single electrolytic nanobubbles on
wettability-patterned nanoelectrodes is investigated. These nanoelectrodes feature
hydrophobic islands as preferential nucleation sites and allow the growth of
nanobubbles in the pinning mode. In these simulations, a threshold current density
distinguishing stable nanobubbles from unstable nanobubbles is found. When the
current density remains below the threshold value, nucleated nanobubbles grow to their
equilibrium states, maintaining their nanoscopic size. However, for the current density
above the threshold value, nanobubbles undergo unlimited growth and can eventually
detach due to buoyancy. Increasing the pinning length of nanobubbles increases the
degree of nanobubble instability. By connecting the current density with the local gas
oversaturation, an extension of the stability theory for surface nanobubbles [Lohse
and Zhang, Phys. Rev. E 91, 031003(R) (2015)] accurately predicts the nanobubble
behavior found in molecular simulations, including equilibrium contact angles and
the threshold current density. For larger systems that are not accessible to molecular
simulations, continuum numerical simulations with the finite difference method
combined with the immersed boundary method are performed, again demonstrating
good agreement between numerics and theories.

nanobubble | nanofluidics | electrolysis

The most promising solution toward achieving a zero-carbon society involves electro-
chemical water splitting to produce hydrogen, powered by renewable electricity (1–3).
Hydrogen plays a ubiquitous role in our daily lives, with applications ranging from
refining petroleum, fertilizer production, food processing, and plastics manufacturing
to transportation (4). However, realizing the vision of a sustainable hydrogen economy
necessitates a substantial scale-up of ongoing hydrogen production. Central to this effort
is to increase the current density, a key parameter in electrochemical processes (1–3). The
formation of micro- and nanobubbles on gas-evolving electrodes is believed to block the
active electrode area and thus increase the overpotential and decrease the current density
(5–7). Effectively addressing this issue hinges on our comprehensive understanding of
the life cycle of individual nanobubbles on electrodes, encompassing their nucleation,
growth, and detachment processes. The advancement of our knowledge in hydrogen
bubble evolution will also benefit many other applications where electrochemical gas
evolution exists such as the chlorine evolution reaction in the chloralkaline process
(8), the hydrazine oxidation reaction in fuel cells (9) and the aerosol emitted in an
electrowinning system (10).

Due to the small spatial and temporal scales of nanobubbles, it remains challenging
to produce single nanobubbles and observe them directly as single entities (11).
Atomic force microscopy (AFM) has frequently been used to image the density of
nanobubbles and their sizes (12–15) but this technique usually requires an electrode
size of micrometers where multiple nanobubbles are generated. The group of White
managed to use nanoelectrodes as an innovative method to generate single nanobubbles
(16–19). Single nanobubbles cannot easily be directly observed. Their presence and
equilibrium states are often indicated by a sudden drop of the peak current to a
steady value. More recently, nanobubbles have been imaged using the off-axis dark-field
microscopy (20), although the resolution was still insufficient to determine the exact
dimensions of the nanobubble. Nanopipettes or nanopores are also used to produce
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single nanobubbles (21). However, integrating nanopipettes with
advanced microscopy and spectroscopy techniques is still needed
to image single nanobubbles. Hao et al. (22) used superresolution
microscopy to image transient formation and growth of single
hydrogen nanobubbles based upon a single-molecule labeling
process where fluorescence dye molecules adsorb onto the bubble
interface. Deng et al. (23) utilized scanning electrochemical
cell microscopy techniques to measure the single heterogeneous
bubble nucleation on a nanoparticle. Lemineur et al. (24)
proposed using interference reflection microscopy to analyze
the geometry and growth rate of individual nanobubbles on
nanoparticles.

Complementary to experimental studies, molecular dynamics
(MD) simulations can provide excellent spatial and temporal
resolutions of electrolytic nanobubbles (25–29). Sirkin et al. (25)
used molecular simulations with an algorithm that mimics the
electrochemical formation of gas, to investigate the mechanisms
of nucleation of gas bubbles on nanoelectrodes and characterize
their stationary states. Maheshwari et al. (26) studied the
nucleation and growth of a nanobubble on rough surfaces using
MD simulations. They show that the oversaturation of gas
required for nucleation of a nanobubble depends on the surface
morphology. Using MD simulations, Ma et al. (27) showed
that gas solubility or solute concentration results in various
nanobubble dynamic states at a nanoelectrode such as pinned
bubbles or unpinned bubbles.

Despite these experimental and numerical efforts, the current
theoretical understanding of the dynamics of single electrolytic
nanobubbles is still developing. In terms of the single nanobubble
generated on the nanoelectrode in experiments (16–20), even
the simple question “What is the contact angle of the pinned
bubble given the value of the current?” is still surprisingly difficult
to answer. When surface nanobubbles were first discovered in
the 1990s (30), it was also difficult to explain their features
[long lifetime and small contact angles (31, 32)] as the classic
Epstein–Plesset equation (33) predict they should dissolve in
microseconds. After about two decades of progress [see again
the review (11)], the stability mechanism of surface nanobubbles
is now well explained by the Lohse–Zhang model (34) which
implies that contact line pinning and local oversaturation is
necessary for the stability of surface nanobubbles. Electrolytic
nanobubbles essentially belong to the family of surface nanobub-
bles. Very recently this Lohse–Zhang model has been gener-
alized to electrolytic surface nanobubbles by including the gas
influx produced at the contact line (29), which can be used
to estimate the contact angles of single electrolytic surface
nanobubbles found in experiments (16–20) and molecular
simulations (29).

However, previous studies (16–20, 25–29) mainly focus on
the reaction-controlled evolution of single nanobubbles where
the produced gas on the electrode goes directly into the bubble. In
fact, the power-law growth of bubbles with time R ∼ t� (R is the
bubble radius of curvature) at larger scales (above micrometers) in
water electrolysis is known to have two main modes depending on
the values of the Damköhler number Da = Ae/R2, which is the
ratio of active electrode area to the bubble surface area (typically
the Da number is expressed in reaction rates over diffusion
which in this case reduces to the ratio defined here) (35, 36).
For Da � 1, i.e., relatively small active electrode surfaces, the
bubble growth mode is called as the aforementioned reaction-
controlled growth and � = 1/3. This is the case for a series
of experiments done by the group of White (16, 17, 19) where
the formed bubble blocks almost the entire electrode, leaving
only the places of contact lines to generate gas. The generated

gas goes directly into the bubble following energy minimization.
Conversely, for Da � 1, i.e., relatively large active electrode
surfaces, the bubble growth mode is known as the diffusion-
controlled growth and � = 1/2. The produced gas diffuses
into the bulk liquid and builds up the oversaturation around the
bubble, which leads to the evolution of the nucleated bubble. This
growth mode has been extensively studied in experiments done in
large scales (35, 37, 38). However, the diffusion-controlled mode
for single electrolytic surface nanobubbles at the nanoscale has
been reported far less in experiments or simulations, which may
be significantly different from the growth at the macroscale. In
fact, since electrolytic bubbles are formed by nucleation and they
are very small initially, understanding their early-stage growth is
thus crucial for preventing the appearance of bubble blockage on
electrodes.

Here, we propose using a wettability-patterned nanoelectrode
to generate single nanobubbles where a hydrophobic nano-
island is positioned within a hydrophilic nanoelectrode. This will
promote preferential nucleation of bubbles on the hydropho-
bic island, allowing a well-controlled study of the diffusion-
controlled bubble growth. We perform molecular simulations
to demonstrate this. This setting also captures the scenario of
preferential nucleation and pinning of nanobubbles by cavities
that are inherent on nanoelectrodes (6, 39, 40). Within these
simulations, we systematically vary the current density to observe
its impact on the contact angles of nucleated nanobubbles
and assess their stability. For a larger system not accessible to
molecular simulations, a finite difference (FD) method coupled
to the immersed boundary method is adopted to perform the
simulations. The Lohse–Zhang model is extended to predict the
bubble behaviors found in the MD and the FD simulations.

Results and Discussions

Molecular Simulations of Water Electrolysis. MD simulations
are used as virtual experiments to simulate the generation
of electrolytic nanobubbles on wettability-patterned nanoelec-
trodes. The popular open-source code LAMMPS (41) is adopted.
As shown in Fig. 1A, the minimal molecular system consists
of monatomic water molecules (represented in orange color),
monatomic gas molecules (represented in green color), atoms
of the hydrophobic electrode represented in red color and
hydrophilic electrode represented in blue color, and atoms of the
“piston” plate (denoted in purple color). The system’s condition
is maintained at T = 300 K using the Nosé–Hoover thermostat
and P∞ = 10 atm using the piston in a standard way (27, 42).
The use of P∞ = 10 atm instead of P∞ = 1 atm is done in order
to increase the gas solubility and thus reduce the statistic errors
in such a small molecular system.

The water molecule is modeled by the monatomic mW water
potential (25, 43) for the save of computational costs and the
relatively good accuracy of the water surface tension  = 66
mN/m. The gas is modeled by the standard 12-6 Lennard-Jones
(LJ) potential and has a density �∞ = 11.47 kg/m3 at 10 atm
and 300 K. All used parameters are provided in detail inMaterials
and Methods. The gas-water interaction is tuned to obtain a
gas solubility Cs = 0.54 kg/m3 and a mass diffusivity D =
4.3×10−9 m2/s (see Materials and Methods for how these values
are obtained).

The process of water splitting is modeled in a simple way
as in previous MD studies (25–27). Above the electrode, two
layers of water molecules can turn into gas atoms (by switching
atom types) conducted at a fixed rate, leading to a constant
gas influx J in units of kg/(m2s), i.e., a constant current density
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Fig. 1. (A) A snapshot of the generated electrolytic nanobubble on the nanoelectrode in MD simulations. The simulated domain has been sliced to observe
the bubble. The system’s condition is maintained at T = 300 K, P∞ = 10 atm, and CH = Cs . The square solid plate at the bottom with a length LB = 17.28 nm
is the wettability-patterned nanoelectrode. The disk in the middle has a diameter L = 5.76 nm and is made hydrophobic to water, while the surrounding solid
is hydrophilic to water. The J represents the gas influx produced on the electrode. For small bubbles, H is nearly constant and H = 11.25 nm. (B) Sketch of a
nanobubble with pinning length L, contact angle � (t), radius of curvature R (t), and height h (t).

iin = JnF/Mg in units of A/m2. Here, we assume the production
of each gas atom needs n = 1 electron in our simulations. F
is Faraday constant. Mg = 0.028 kg/mol is the molar mass
of the gas simulated in the current system. Atoms in these
two water layers have the same probability (uniform probability
distribution) to be converted into gas and are randomly selected
for this conversion. Notably as in previous MD simulations
(25–27), we are not trying to simulate a gas which exactly
represents hydrogen. Since hydrogen has a very low solubility
in water, a larger system would be required to reduce statistic
errors but the computational costs are not affordable. Our
simulation closely represents the experiments of water electrolysis
operated at the condition of a constant current (44, 45). If the
experiments are performed with a constant voltage, a dynamic
equilibrium state of stable surface nanobubbles may be achieved
where the current is constant over time (12). Previous works
of surface nanobubbles, whether on nanoelectrodes or not,
refs. 18, 31, and 36 show that the addition of ions or electrostatic
forces on nanobubble surfaces have minor effects on nanobubble
stability, as the Laplace pressure inside the bubble is very high.
Ions and electrostatic forces are thus not considered in the current
simulations.

Stable and Unstable Electrolytic Nanobubbles in MD Simula-
tions. In our simulations, the gas flux is varied, focusing on
possible bubble nucleation at the electrode. For a small value of
gas fluxes, e.g., J = 3.1 kg/(m2s), there is no bubble nucleation
due to the low levels of oversaturation at the electrode. For a
larger gas flux, the bubble starts to nucleate on the hydrophobic
electrode and then grows in the mode of a constant pinning
length. The contact line pinning is the result from the chemical
heterogeneity between the hydrophobic part of the electrode
and the hydrophilic part of the electrode. Preferential nucleation
and pinning of macrobubbles achieved by partially hydrophobic
electrodes have also been explored in previous experiments (46).
Fig. 2 A and B (also see Movies S1 and S2) show transient
snapshots of nucleated bubbles with J = 8.5 kg/(m2s) and
J = 10.2 kg/(m2s) respectively, showing that the nanobubbles
experience growth at first and eventually reach their stationary
states with contact angles depending on the value of gas fluxes.
The evolution of contact angles and the number of gas atoms

inside the bubbles for these two cases is shown in the Right panel
of Fig. 2 A and B, demonstrating that the bubbles eventually
become equilibrated. The methodology for determining the
contact angles and the number of gas atoms inside the bubble is
standard and has been described in our previous work (47, 48);
details are also provided in SI Appendix. The relation between
equilibrium contact angles measured from MD simulations and
the gas influxes [J = 6.8, 8.5, 9.4, 10.2 kg/(m2s)] is shown by
symbols in Fig. 3.

However, for even larger gas fluxes, e.g., J = 12.0 kg/(m2s),
as shown by the snapshots in Fig. 2C (also see Movie S3), the
nucleated nanobubble is unstable and grows beyond the system
size as it interacts with its periodic image and separates the liquid
from the electrode. The number of gas atoms inside the bubble
increases very rapidly as recorded in the Right panel of Fig. 2C,
demonstrating that the bubble cannot be stable. The depletion
of liquid from the electrode by the gas film may be thought of as
a similar process to the transition from nucleate boiling to film
boiling as the result of the coalescence of vapor bubbles (49).
However, the growth of gas bubbles in electrolysis is typically
slower than the growth of vapor bubbles in boiling as the heat
diffusion is about three orders of magnitude faster than mass
diffusion (50).

Such a transition from stable nanobubbles to unstable bubbles
by increasing the current density (gas flux) is very crucial as it
helps to explain when nanobubbles adhere to the electrode and
how they can detach: There exists a threshold current density
it above which nucleated nanobubbles can grow unlimitedly so
that they can detach by buoyancy. For example, by balancing the
buoyancy force with the adhesion force from the electrode (51),
the minimum detachment radius (“Fritz radius”) of the bubble

Rd =
(

3L
4�g

)1/3
(� is the water density and g is the gravity) is

found to be approximately 3 μm. Similar to water electrolysis
where the formation of gas bubbles on the electrode blocks the
electrode and reduces the electrolysis efficiency, the formation of
vapor bubbles on the heating solid during boiling also reduces
the heat transfer efficiency. Thus, a knowledge of self-rewetting
techniques in boiling (52, 53) may be helpful in improving the
detachment of unstable nanobubbles in water electrolysis. In our
MD simulations, the threshold gas flux is found to be between
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Fig. 2. Status of electrolytic nanobubbles under three different gas fluxes. The snapshots show the evolution of nanobubbles at three different times. The
figure in the Right panel shows the evolution of contact angels and the number of gas atoms. The error bar represents the SD of 10 measurements; see
SI Appendix for more details. (A) J = 8.5 kg/(m2s), stable nanobubble; (B) J = 10.2 kg/(m2s), stable nanobubble; (C) J = 12.0 kg/(m2s), unstable bubble, and the
bubble breaks the system as shown by the snapshot at t = 600 ns.

10.2 and 12 kg/(m2s). The specific value of course depends on
the specifics of the system but the existence of a threshold value
holds more generally. The observed features of nanobubbles in
the diffusion-controlled growth are also very different from the
macrobubbles studied before (35) which only consider the power-
law growth of unstable bubbles, without the possibility of stable
bubbles and their transition to unstable bubbles.

Extended Lohse–Zhang Model. In this section, we explain our
MD results in the framework of the generalized Lohse–Zhang
model (29, 34). The growth of macroscopic bubbles on electrodes
in water electrolysis is known to have two main modes, depending
on the values of Damköhler number Da = Ae/R2, which is the
ratio of active electrode area to the bubble surface area (35). Note
that this definition is traditionally used for spherical bubbles
with contact angles � = 180◦. For surface bubbles with a small
contact angle but a very large radius R, this definition is obviously
incorrect. Thus for bubbles with � ≤ 90◦, it may be better to
use R = L/2, where L is the pinning diameter of the bubble.
For hemispherical bubbles in our simulations, we find Da ≈ 36.
As will be seen later, stable nanobubbles in our simulations have
contact angles of at most about 90◦. Therefore, the growth of
nanobubbles in our current simulations is diffusion-controlled.

The change of the bubble’s mass M depends on the rate-
limiting step, which can either be the transfer rate of the gas

across the liquid–gas interface or the rate of gas diffusing around
the bubble. As here, the latter is the case, because the time scale for
the gas transport through the bubble surface is only about 0.1 ns
(54), much smaller than the diffusive time scale L2/D (which is
about 19.3 ns in this work), we can assume a quasi-stationary
diffusion equation and analytically solve it with the boundary
conditions C = CR at the bubble surface and C = C∞ at the far
field. This leads to the change rate of bubble mass (34):

dM
dt

= −
�
2
LD (CR − C∞) f (�) , with [1]

f (�) =
sin �

1 + cos �
+ 4

∫
∞

0

1 + cosh 2��
sinh 2��

tanh [(� − �) �] d�.

[2]
Here, M is the mass of the bubble. C∞ is the gas concentration
at the far field. CR is the gas concentration on the bubble surface
given by Henry’s law:

CR =
(
P∞ +

4 sin �
L

)
Cs

P∞
. [3]

Combining Eqs. 1 and 3 together, one obtains

dM
dt

= −
�
2
LDCs

(
4
LP∞

sin � − �
)
f (�) . [4]
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A B

Fig. 3. (A) The mass change rate as a function of contact angle for four different gas fluxes. (B) The equilibrium contact angles as a function of gas fluxes. A
comparison is made between MD simulations and theories. The error bars of �eq represent the SD of 100 times measurements of contact angles performed in
the last 20 ns of simulations; see SI Appendix for more details.

Here, � = C∞/Cs− 1 is the gas oversaturation. To have a stable
nanobubble, one must have � > 0. During the water splitting,
the gas produced by the electrochemical reaction creates the local
oversaturation so that � > 0. Obviously, one has to connect the
oversaturation � with the gas flux J to make predictions for what
can be observed in the MD simulations.

In our simulations, we implement the constant flux boundary
condition at z = 0 and enforce a constant gas concentration
condition at z = H . A linear concentration profile C(z) =
Cs + J (H − z) /D is expected to emerge at the steady state.

Assuming that the cell height H � h, the produced (linear)
gas concentration profile varies slowly along the bubble height,
so that for the small heights, the local gas concentration around
the bubble is approximately constant at the value of C(z = 0) =
Cs+JH/D. Thus, the oversaturation around the bubble is simply
given by

� = JH/ (DCs) . [5]

The Lohse–Zhang model with Eq. 5 indeed predicts that a
threshold gas flux exists, as shown in Fig. 3A. Below Jt = 9.4
kg/(m2s), the curve [e.g., J = 5 kg/(m2s)] intersects with the line
of dM/dt = 0 with two points where the first point with negative
gradient is stable, denoting the equilibrium contact angle. Above
Jt = 9.4 kg/(m2s), the curve [e.g., J = 11.0 kg/(m2s)] is above
the line of dM/dt = 0 and there are no intersection points so that
the nucleated bubble for this flux is unstable. When dM/dt = 0,
the relation between the equilibrium contact angles and the gas
fluxes is found to simply be

sin �eq =
JLHP∞
4DCs

. [6]

In Fig. 3B, the estimated equilibrium contact angles from MD
simulations (black squares) are then compared to Eq. 6 (the blue
line). It seems that Eq. 6 overpredicts the contact angles of MD
results. The threshold gas flux is expected to be

Jt =
4DCs
LHP∞

max (sin �) =
4DCs
LHP∞

, [7]

which gives Jt = 9.4 kg/(m2s) (evaluated at � = 90◦). This
value is below the threshold found in MD simulations. Such
deviations are expected since the model works for large cells
where H � h. But in our simulations, h = 2.88 nm, which
is not small enough compared to H = 11.25 nm. But we can
correct for this: As the oversaturation profile next to the bubble
is �(z) = J(H − z)/ (DCs), a simple correction to Eq. 6 can

be made by using the averaged oversaturation from z = 0 to the
bubble height z = h

� =

∫ h
0 �(z)dz

h
=

J
Dcs

(
H −

h
2

)
[8]

where h = L(1 − cos �)/(2 sin �) based on the geometric
definition. Then when dM/dt = 0, the implicit equation for
the equilibrium contact angle is

sin �eq =
JLHP∞
4DCs

[
1−

L
(
1− cos �eq

)
4H sin �eq

]
. [9]

The numerical solution to Eq. 9 (see the red line) in Fig. 3 agrees
excellently with MD simulations. The threshold current density
is found to be 11 kg/(m2s), when evaluated at the contact angle
100◦, also in agreement with the MD simulations [between 10.2
and 12 kg/(m2s)]. In the current MD simulations, the simulated
gas has a larger solubility compared to hydrogen. Based on
Eqs. 6 and 7, the contact angle of a hydrogen bubble under
a same current density will be larger and therefore the threshold
current density will be smaller.

Notably, the constant value of H = 11.25 nm is used in
the above calculations. This is indeed true in our simulations for
small bubbles with contact angles up to about 90◦ which happens
to be the threshold contact angle for stable nanobubbles. If the
threshold contact angle is larger, the usage of a constant H will be
problematic since the MD system will adjust H significantly to
maintain the ambient pressure. For real experiments, the condi-
tion of small bubble size in comparison to the cell size is easily sat-
isfied so that there are no concerns about a constant H . Another
issue in the MD simulations is that the initial diffusion-controlled
growth of bubbles will finally enter into the reaction-controlled
regime as the bubble becomes very large compared to the elec-
trode size. However, the transition from stable bubbles to unsta-
ble bubbles takes place when the bubble is still small (contact an-
gles about 90◦) and in the regime of diffusion-controlled growth.

The Effects of the Pinning Length L. For an electrode surface,
chemical and geometrical heterogeneities are usually unavoidable,
which leads to contact line pinning and the variety of the pinning
length. Here, we investigate the effects of the pinning length on
the bubble stability.

The pinning length L was increased from L = 5.76 nm to
L = 7.68 nm. For the gas flux J = 9.4 kg/(m2s), the nucleated
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Fig. 4. (A) The evolution of the number of gas atoms inside bubbles for two cases with different pinning lengths L = 7.68 nm and L = 5.76 nm . The two
snapshots show the bubble status for two cases respectively. For L = 5.76 nm, the bubble is stable while the bubble is unstable for L = 7.68 nm. (B) The phase
diagram for stable and unstable bubbles. The red curve of the threshold gas flux is given by Eq. 9.

nanobubble with the pinning length L = 5.76 nm is stable as
shown by the snapshot in the Lower Right corner of Fig. 4A. The
green line in Fig. 4A proves that the number of gas atoms inside
this bubble reaches equilibrium. For the same gas flux, however,
the nucleated nanobubble becomes unstable when the pinning
length is L = 7.68 nm, which is revealed by the snapshot in the
Top Left corner of Fig. 4A. Also the number of gas atoms inside
this bubble (the pink line in Fig. 4A) confirms that the bubble
undergoes unlimited growth.

Fig. 4B shows the phase diagram for stable and unstable
nanobubbles in the parameter space of gas flux J and pinning
length L. The red curve (Eq. 9) shows that the threshold gas
flux density decreases with the pinning length, which means that
nanobubbles with larger pinning lengths become more unstable.
The red line well predicts the behaviors of bubble stability
observed in our MD simulations; see the denotation of various
symbols in Fig. 4B.

Continuum Numerical Method. The condition H � h is
impractical to achieve in MD simulations due to the intensive
computational costs. For a large system with H � h, we resort

to the computationally more efficient FD method combined
with the immersed boundary method (IBM). This method is
described by Zhu et al. (55). The unsteady diffusion equation is
solved with a constant gas concentration condition C = Cs at
the top boundary and a constant flux condition ∂C/∂z = J/D
at the bottom boundary.

The parameters we choose are the water surface tension
72 mN/m, hydrogen solubility 1.6 × 10−3 kg/m3, and mass
diffusivity 4.5 × 10−9 m2/s (56). The pinning length of the
bubble is 1 μm. The lateral length of the bottom electrode is
3 μm. The height of the system is 12 μm.

By varying the gas flux J (see the caption of Fig. 5),
we obtain different states of bubbles [see Movie S4 for the
case with J = 1.5 × 10−6 kg/(m2s)]. For the cases (a–c)
shown in Fig. 5, bubbles are stable with different equilibrium
contact angles, which are shown by the symbols in Fig. 5E.
The computed equilibrium contact angles by FD agree well
with the theory, i.e., Eq. 6. As the condition H � h is
satisfied, the theoretical description appears sufficient. For case
(d), the bubble is not stable (Movie S5), which makes the
system nonphysical when the bubble becomes so large that it

Fig. 5. The diffusion stability of bubbles simulated in FD under four different gas fluxes. (A) J = 0.85×10−6 kg/(m2s), stable bubble; (B) J = 1.5×10−6 kg/(m2s),
stable bubble; (C) J = 1.7 × 10−6 kg/(m2s), stable bubble; (D) J = 2.6 × 10−6 kg/(m2s), unstable bubble where the bubble will eventually touch the side wall,
which is nonphysical given the periodical boundary condition. Note that in this unstable case, the gas concentration profile C(x, z, t) is not in an equilibrium
state. (E) The relation between equilibrium contact angles and gas fluxes (current densities) for stable bubbles.
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touches the side boundary in conflict with the periodic boundary
condition.

Comparison with Experiments. Currently, there are no exper-
iments specifically addressing the diffusion-controlled stability
of single nanobubbles on electrodes exposed to a current.
Consequently, direct comparisons between experiments and the
findings discussed in this study are not feasible. However, there
are a number of experiments where multiple stable nanobubbles
are produced on electrodes (12, 15, 57, 58). Assuming that these
nanobubbles are isolated from each other (through sufficient dis-
tances between individual nanobubbles) allows for comparisons
between these experiments and the theory presented in this work.

For example, Yang et al. (12) used an electrode of 10 mm ×
10 mm and the cell size H is estimated to be 10 mm. For the
experiment operated under the cell potential of 1 V, the electrode
is covered with multiple stable nanobubbles with a low density.
The steady current is about 8 μA. Thus, the current density is
estimated to be 0.08 A/m2, which translates a hydrogen flux of
8.3× 10−9 kg/(m2s). In the 1 V experiment, the typical pinning
length L of a stable nanobubble is about 200 nm, and the bubble
height is about 5 nm. Using the theory Eq. 6, the calculated con-
tact angle of the stable nanobubble is about 4.6◦, which is actually
in good agreement with experimentally reported angle 5.7◦.

Conclusions

In this work, the diffusion-controlled stability of single surface
nanobubbles generated electrochemically is investigated by both
numerical simulations (both MD and FD+IBM) and analytical
theories. The current density is varied in simulations and it
is found that nucleated nanobubbles can either be stable or
unstable, depending on the value of the current density. This
leads to the conclusion that there exists a threshold current
density for stable nanobubbles in simulations. To theoretically
explain this finding, the Lohse–Zhang model is extended by
linking the current density with the local oversaturation, which
nicely predicts the threshold current density found in the MD
simulations. For stable nanobubbles, the theory also predicts
equilibrium contact angles in agreement with simulations and
experiments. By increasing the pinning length (which may be
induced by coalescence of bubbles in practice), nanobubbles
more easily become unstable since the threshold current density
is reduced. This theory thus explains why some nanobubbles
can adhere to the electrode while others can become visible on
a macroscale and then detach by buoyancy. The simulations
and the theories presented here motivate experiments to study
electrolytic nanobubbles. Besides water splitting, our conclusions
should be applicable to other systems including electrochemical
or catalytic gas evolution.

Materials and Methods
The mW water potential is adopted to model water. The mW water model is a
monatomic water model proposed by Molinero and Moore (43), and it uses the
Stillinger–Weber (SW) potential whose parameters can be found in ref. 43.

Except for water itself, the intermolecular potentials U between i-type atoms
and j-type atoms are simulated with the standard Lennard–Jones (LJ) 12-6
potential:

Table 1. Interaction parameters
Atom type Atom type "ij (kcal/mol) �ij (Angstroms)

G G 0.188 3.75
W G 0.20 3.07
W Eo 0.15 3.32
G Eo 0.26 3.32
W Ei 0.8 3.32
W P 0.5 3.32
G P 0.5 3.32

U(rij) =

4"ij

[(�ij
rij

)12
−

(�ij
rij

)6
]

if rij ≤ rc ,

0 if rij > rc ,
[10]

where rij, "ij, �ij, and rc are the pairwise distance, energy parameter, length
parameter, and cutoff distance, respectively. The cutoff distance is chosen as
rc = 1.65 nm. The complete list of parameters among the water (W), gas (G),
hydrophobic electrodes (Eo), hydrophilic electrodes (Ei), and piston (P) are given
in Table 1.

Gas atoms have the energy parameter " = 0.188 kcal/mol and the distance
parameter � = 0.375 nm and have a density �∞ = 11.47 kg/m3 at 10 atm
and 300 K. The molar mass of the gas is 28 g/mol. The gas solubility cs is
calculated by simulating the coexistence of water and gas and cs = 0.54 kg/m3

for �WG = 0.20 kcal/mol is obtained. The mass diffusivity of gas in water can be
calculated by the Einstein–Stokes relation (59). As the slope for the concentration
distribution is J/D in our simulations of electrolytic bubbles, it is used to obtain
D = 4.3× 10−9 m2/s here.

By adjusting the water–electrode interaction "we, the hydrophobic electrode
has a water contact angle 120◦. Conversely, the hydrophilic electrode has a
contact angle 5◦.

The box has a fixed lateral size with Lx = 17.28 nm and Ly = 17.28 nm. The
height of this box is adjusted to maintain the far-field pressure P∞ = 10 atm
where periodic boundary conditions are applied in the other two directions. The
initial thickness of the water slab is 12.5 nm with 124,416 atoms. The thickness
of the bottom solid is 0.96 nm and has a fcc structure with a number density
0.0332/ Å3. Based on the Butter–Volmer kinetics (60) for electrochemical
reaction, the reaction is not restricted to the first layer of water atoms above
the electrode. Here, the reaction zone above the electrode has a thickness
0.66 nm corresponding to about the thickness of two or three layers of water
atoms.

The far-field gas concentration is maintained at the gas solubility by switching
the identity of gas atoms back into the identity of water atoms. This process is
performed in a box with a thickness of 1.25 nm placed below the piston plate.
This leads to H = 11.25 nm. Note that this process is carried out only when the
gas concentration in the box is larger than the gas solubility.

Data, Materials, and Software Availability. All study data are included in
the article and/or supporting information.
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