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This paper shows that the signal-to-interference-plus-noise ratio (SINR)
at a base station (BS) equipped with an arbitrary physical array antenna
can be expressed as a function of two fundamental, stochastic figure of
merits (FoMs): (I) the instantaneous effective gain (IEG) and (II) the
beamforming-channel correlation (BCC). This result is achieved by ap-
plying a novel channel normalization approach using a reference array
to preserve effects induced by the embedded element patterns of phys-
ical antenna elements. It is shown that both FoMs provide essential in-
sights for quality-of-service (QoS)-based array antenna design by inves-
tigating their statistics for BSs applying full-digital (FD) zero forcing
(ZF) beamforming. Various array designs are evaluated, and it is shown
that arrays with higher IEGs and a reduced probability of low BCCs can
increase the ergodic sum rate and reduce the need for scheduling.

Introduction: Array antennas are a key component of BSs in multi-
user wireless communication systems. Traditionally, they are configured
along a uniform half-wavelength-spaced lattice to prevent grating lobes.
Recently, however, communication-oriented array design [1] has shown
that unconventional layouts can enhance the user equipment (UE) QoS.
Examples of considered QoS-based FoMs are ergodic channel capac-
ity [2], SINR [3, 4], or SINR-dependent metrics like bit error rate [5]
and ergodic sum rate [5–8]. However, understanding the physical phe-
nomena behind array-layout-induced QoS improvements is complicated,
as is illustrated by, for instance, conflicting statements on whether mu-
tual coupling (MC) enhances or deteriorates ergodic channel capacity;
see, for example [9] and references therein. Typically, different assump-
tions are made regarding the number and type of antenna elements, the
number of served UEs, and the propagation channel model. Moreover,
conventional channel normalization may partially hide the impact of the
element type, its element pattern, and impedance matching. This hin-
ders the straightforward comparison of the proposed array designs. Con-
ventional phased array FoMs like sidelobe-level and beamwidth provide
limited insight into how an array will perform in a multi-user system, es-
pecially in channels with a non-line-of-sight (NLoS) component. Hence,
generalized FoMs incorporating the effects of the array, the channel and
signal processing are needed. In this work, we derive such FoMs. Specifi-
cally, we show that the SINR in single-cell systems solely depends on the
transmit powers and two random variables (RVs): (I) the IEG and (II) the
BCC. This result is obtained by normalizing the BS-UE channels based
on a BS reference array. Subsequently, we illustrate how the array design
can affect the statistics of these two RVs and, with that, the QoS-based
array design objectives. To this end, we consider BSs equipped with var-
ious linear arrays applying FD ZF beamforming, both with and without
user scheduling, and we analyse how the statistics of the two RVs affect
the achieved SINR and ergodic sum rate.

Massive MIMO system model: Let us consider a single-cell massive
multiple-input-multiple-output (MIMO) system comprising a BS serv-
ing K UEs. Each UE has a single antenna element, whereas the BS
has an N-element array antenna. The narrowband uplink received sig-
nal yUL ∈ C

N is defined as in, for example [10] and reads

yUL =
K∑

k=1

√
pkhkxk + σULn, (1)

where hk ∈ C
N , pk and xk ∼ NC(0, 1) represent the BS-UE channel vec-

tor, the transmit power, and the data signal for the kth UE, respectively.
Moreover, n ∼ NC(0N , IN ) is the receiver noise vector and σ 2

UL the noise

power. Assuming the BS applies linear receive combining using an ar-
bitrary combining matrix W ∈ C

N×K = [
w1 · · · wk

]
, it follows that

the instantaneous uplink SINR for UE k equals

SINRUL
k = pk |wH

k hk |2
K∑

i=1,i�=k

pi|wH
k hi|2

︸ ︷︷ ︸
Intra-cell interference

+ σ 2
UL‖wk‖2

︸ ︷︷ ︸
Noise

. (2)

SINR-dependent QoS-based array design: In this section, we present
a channel normalization technique adopted for the investigation of the
stochastic performance of physical array antennas. Subsequently, we
show that the SINR depends on two fundamental FoMs. The result ap-
plies to arbitrary linear combining algorithms and is especially useful
with geometry-based stochastic channel models.

Traditionally, power-based channel normalization is applied in (2) to
have control over the total power in the MIMO-system. However, when
using (2) to design array antennas, applying these conventional normal-
ization techniques partially hides essential aspects like angle-of-arrival
(AOA)-dependence, MC, and impedance matching. This follows from
the fact that, when designing physical array antennas based on a QoS-
metric like the SINR, the impact of the antennas is typically embedded
in the channel vectors h1, . . . , hK by means of, for example, embedded
element patterns (EEPs) or a mutual coupling matrix (MCM), see, for
example [2, 5]. In other words, conventional power-based normaliza-
tion hides gain fluctuations induced by a (possibly poor) array design,
as they are implicitly compensated for by the UE transmit powers. To
circumvent this loss of information, we propose normalizing the BS-UE
channels relative to the channel with a reference array rather than in an
absolute sense as it has been customary. The new channel normalization
at the BS due to UE k is defined as

hk =
√

Nref
h̃k

‖h̃ref
k ‖ , (3)

where we use h̃ and h to differentiate between non-normalized channels
and their normalized counterparts as used in (2), respectively. h̃ref

k repre-
sents the BS-UE channel that would be observed if the BS array of inter-
est were replaced by the reference array with the propagation channel,
for example, as defined by parameters like AOAs, complex path gains
and Rice factor, unchanged. Nref is the number of elements in the refer-
ence array. The reference array does not need the same number of ele-
ments as the array of interest. Note that the normalized channel between
a UE and the reference array, by definition satisfies ‖href

k ‖ = √
Nref. Al-

though not required, we consider reference arrays composed of isotropic
elements in this work.

Assuming that p1 = · · · = pK = PUL/Nref and applying (3), it follows
that (2) can be written as

SINRUL
k = PUL Gie

k |ωkk |2

PUL

K∑
i=1,i�=k

Gie
i |ωki|2

︸ ︷︷ ︸
Intra-cell interference

+ 1

︸︷︷︸
Noise

, (4)

where we have assumed without loss of generality that σUL = 1, and
where we’ve introduced the complex-valued BCC coefficient ωki and
the IEG Gie

i . Here, ωki is defined as

ωki = wH
k hi

‖wk‖‖hi‖ , (5)

which satisfies 0 ≤ |ωki|2 ≤ 1 for i ∈ {1, . . . , K}. From (5), it follows
that |wH

k hi|2 = |ωki|2‖wH
k ‖2‖hi‖2. This is substituted in (2), where-

upon we have used that pi‖hi‖2 = PUL
Nref

‖√Nref
h̃i

‖h̃ref
i ‖ ‖2 = PUL

‖h̃i‖2

‖h̃ref
i ‖2 =
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PUL
‖hi‖2

‖href
i ‖2 = PULGie

i , where the last steps follow from (3) and from the

definition of the IEG, that is,

Gie
i = ‖hi‖2

‖href
i ‖2

. (6)

Hence, in the definition of the IEG, the numerator represents the instan-
taneous channel gain observed at the physical BS array under consid-
eration, whereas the denominator represents, for the same UE and the
same propagation channel, the instantaneous channel gain observed at
the reference array. Therefore, the IEG measures the channel gain of an
array of physical elements relative to an isotropic array with no MC. It
is worthwhile to note that an expression similar to (4) is obtained for the
downlink when assuming that the downlink transmit power is defined as
pi‖wi‖2 = PDL/Nref for all i ∈ {1, . . . , K}. In this case, expressions for
uplink and downlink SINR are equivalent if PUL = PDL. For the sake of
conciseness, we only focus on the uplink.

The principle behind SINR-dependent QoS-based array layout de-
sign in single-cell systems can be understood from (4). The stochastic
propagation channel, the deterministic BS array antenna, and the ap-
plied signal processing algorithms (e.g., user scheduling and beamform-
ing) jointly determine the statistics of the coefficients Gie

i and |ωki|2,
i ∈ {1, . . . , K}. Both coefficients are RVs in general, and consequently,
SINRUL

k is an RV as well. Through proper design of the array antenna,
the probability distributions of Gie

i and |ωki|2 can be shaped to optimize
the design objective, which is typically a specific statistic of (a function
of) the SINRUL

k .

Channel model and signal processing: The theory presented in this pa-
per applies to a wide range of geometry-based stochastic channel mod-
els. However, for the sake of conciseness, we specialize our analysis on
pure line-of-sight (LoS) far-field channels. Furthermore, we assume all
antenna elements are purely vertically polarized; the UEs antennas are
isotropic, whereas the BS uses a physical array antenna. Hence, the chan-
nel between UE k and the BS can be represented as [11]

h̃k = a(φk, θk ) (7a)

= g(φk, θk ) � aisotropic(φk, θk ) (7b)

= Coc(φk, θk ) aisotropic(φk, θk ), (7c)

where a(φk, θk ) is the analytic array manifold [11] at (φk, θk ), the az-
imuth and elevation AOAs for UE k. The tilde in h̃k indicates that this
is the channel vector before normalization according to (3). In Equa-
tions (7b) and (7c), aisotropic(φ, θ ) ∈ C

N represents the array’s steering
vector (SV), defined as

aisotropic(φ, θ ) =

⎡
⎢⎣

exp(− j 2π
λ

r1 · u(φ, θ ))
...

exp(− j 2π
λ

rN · u(φ, θ ))

⎤
⎥⎦ , (8)

where λ is the wavelength, rn ∈ R
3 represents the position of

element n in space in Cartesian coordinates, and u(φ, θ ) =[
cos(φ) cos(θ ), sin(φ) cos(θ ), sin(θ )

]T
is a unit vector in the direction

of (φ, θ ). The impact of the physical antenna elements is modelled us-
ing EEPs [12] in (7b) and using a MCM in (7c). Specifically, the vec-

tor g(φ, θ ) ∈ C
N is defined as g(φ, θ ) = [

g1(φ, θ ) · · · gN (φ, θ )
]T

, where
gn(φ, θ ) represents the EEP of element n, whereas Coc(φ, θ ) is the
direction-dependent MCM defined as [11]

Coc(φ, θ ) = ZL(Z + ZL)−1Goc(φ, θ ). (9)

Here, Z ∈ C
N×N is the mutual impedance matrix, ZL ∈ C

N×N is the load
impedance matrix, and Goc(φ, θ ) ∈ C

N×N is a diagonal matrix defined
as

Goc(φ, θ ) = diag
([

goc,1(φ, θ ), . . . , goc,N (φ, θ )
])

, (10)

Table 1. Antenna elements.

Element Manifold Element pattern

1 Isotropic (8) −

2 λ
2 -dipole (7c) goc,n(φ, θ ) ∝ sin( π

2 sin(θ ))

cos(θ )
[15]

3 cosine (7b) gn(φ, θ ) ∝
{

cos(φ) cos(θ ) |φ| ≤ 90◦

0 otherwise.

where goc,n(φ, θ ) is the open-circuit element pattern of element n, that
is, the pattern of element n when embedded in the array with all other
elements open-circuited.

A convenient simplification of (9) exists for BS arrays composed of
thin dipoles with inter-element spacings larger than quarter-wavelength
[13]. For these arrays, dipole elements behave as minimum scattering
antennas, meaning their open-circuit patterns are approximately equiva-
lent to the isolated element patterns, see, for example [14]. Since isolated
dipoles are omni-directional in the plane orthogonal to the dipole axis, it
follows that for an array of identical dipole elements oriented vertically
in a horizontal plane, Giso(φ, θ ) ∝ IN . Hence, the MCM (9) becomes
Ciso ∝ ZL(Z + ZL)−1 and is therefore direction-independent. For a BS
array of isotropic elements, we can set g(φ, θ ) = 1N in (7b) and define

h̃isotropic = h̃(g(φ, θ ) = 1N ) = aisotropic(φ, θ ), (11)

where we have omitted the subscript k for ease of notation.

Numerical simulations and simulation parameters: The antenna ele-
ments considered in this work are presented in Table 1. The reference
array for computing the IEG is a λ/2-spaced uniform linear array (ULA)
composed of isotropic elements. Furthermore, we consider two arrays
composed of vertically oriented half-wave dipoles: a ULA and a non-
uniform linear array (NULA). The Tchebyshev parametrization of [6]
determines the spatial configuration of the latter. For both dipole arrays,
each dipole is terminated in the complex conjugate of its self impedance
Zs such that ZL = Z∗

s IN in (9). The mutual and self impedances are
defined in, for example [15]. Finally, we consider the same NULA but
with synthetic cosine elements; see Table 1. These elements have a
directive element pattern and could thus represent, for instance, patch
antennas. For all arrays, except for the reference array, we consider
two (average) inter-element spacings: davg = λ/2 and davg = 2λ. All
arrays are composed of N = Nref = 32 elements. We scale the element
patterns by a factor γ such that the integrals of their received gain
patterns in the absence of MC are equal. Hence, for the dipoles, we
apply

∫ π

−π

∫ π/2
−π/2 |γ Z∗

s

Zs+Z∗
s

goc,n(φ, θ )|2 cos(θ ) dθdφ = 4π , ultimately

resulting in the well-known 2.15 dBi gain in the horizontal plane [15].
Note that the impedance ratio appearing in the integral can alternatively
be taken into account by introducing a factor Zs+Z∗

s

Z∗
s

in the definition

of the MCM, see, for example [14]. For the cosine elements, we apply∫ π

−π

∫ π/2
−π/2 |γ gn(φ, θ )|2 cos(θ )dθdφ = 4π . We consider a 2-dimensional

horizontal geometry with a BS serving K = 8 UEs, which are uniformly
distributed over a 120◦ sector. The azimuth and elevation AOAs are
defined as φk ∼ U (−60◦, 60◦ ) and θk = 0◦, k = 1, . . . , K, respectively.
We simulate 104 realizations with BS-UE channels modelled as (7) or
as (11) for the isotropic reference array.

We focus on BSs applying FD ZF combining. Assuming perfect
channel state information (CSI) is available at the BS, the ZF com-
bining matrix is computed as W = H(HH H)−1 [10, 16]. By definition,
the ZF combining vector for UE k, wk , is orthogonal to the (intra-
cell) interference subspace Ik , that is, the vector space spanned by the
K − 1 channel vectors hi, i ∈ {1, . . . , K} \ k [17]. Hence, for ZF com-
bining, the beamforming-channel correlation satisfies |ωki|2 = 0 for all
i ∈ {1, . . . , K} \ k, meaning the interference term in the denominator of
(4) vanishes. Moreover, it follows from [18] that

|ωkk |2
∣∣∣
ZF

= 1 − | cos(γ̄kk )|2 = 1 − |ᾱkk |2, (12)

where γ̄kk represents the generalized angle between hk and its projection
on Ik , and where |ᾱkk |2 represents the corresponding generalized spatial
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Fig. 1 Ergodic sum rate-based array design for FD ZF single-cell systems.

Fig. 2 From left to right: CDFs of (I) IEG Gei
k (6); (II) ZF BCC

|ωkk |2|ZF (12); (III) SINRUL
k |ZF/PUL (13); and (IV) UE rate RUL

k = log2(1 +
SINRUL

k |ZF) at PUL = 10 dB.

correlation coefficient (GSCC) which can be computed using, for exam-
ple, the Gram–Schmidt procedure [18]. Hence, for ZF combining, (4)
reduces to

SINRUL
k |ZF = PUL Gie

k (1 − |ᾱkk |2). (13)

Figure 1 visualizes the array design procedure for ergodic sum rate-
based design in the case of BSs applying FD ZF combining. Since ZF
causes low SINRs in the case of highly correlated BS-UE channels [8],
we consider scenarios without and with user scheduling. Specifically,
we apply user dropping according to [19]. A correlation threshold of

|hH
i h j |

‖hi‖‖h j‖ ≤ 0.45 is considered in the scenario with dropping.

Results: Results are presented in Figure 2a,b for the scenarios without
and with user dropping, respectively. They are discussed below.

The first subplots of Figure 2a,b shows, in dB-scale, the cumula-
tive distribution functions (CDFs) of the IEG Gie

k (6). The percentile at
which a graph ends in Figure 2b indicates the probability of a user being
dropped. This probability is the lowest for the NULAs with davg = 2λ.
Looking at the served (i.e., non-dropped) UEs alone, it can be seen that
user dropping has a negligible impact on the statistics of the IEG Gie

k .
Furthermore, it is observed that the isotropic reference array has an IEG
of 0 dB. This is expected, as it represents the gain of the reference array
relative to itself. On the contrary, for the dipole arrays, the IEGs vary.
Variations are larger for λ/2-spaced arrays than for 2λ-spaced arrays.
At large spacings, the MC becomes negligible, and hence the EEPs be-
come approximately equal to isolated dipole patterns, which are omni-
directional with a gain of 2.15 dBi. At small spacings, however, the MC
shapes the EEPs such that the gain towards a certain UE depends on
its AOA. The cosine elements achieve the highest IEGs for both inter-
element spacings. However, they also come with the largest variations
inherent to their directive element patterns.

The second subplots of Figure 2a,b show, in dB-scale, the CDFs of the
ZF BCC |ωkk |2 (13). Contrary to what was observed for GIE

k , user drop-
ping has a significant impact on the statistics of |ωkk |2 of the served UEs:
it reduces the variation drastically. Moreover, it is observed that for the
considered array antennas, |ωkk |2 is determined to a great extent by the
array layout, whereas the element type has only a small effect. Finally,

it is observed that in the scenario without user dropping, the 2λ-spaced
NULAs significantly reduce the probability of having a low BCC. The
same arrays also provide a lower probability of dropping users. In the
case of ZF combining, a high GSCC |ᾱkk |2, and thus a low BCC |ωkk |2
(12), implies that suppressing the intra-cell interference of the kth UE
causes the kth UE itself to be suppressed as well, ultimately resulting in
low SINRs. To reduce the probability of having high GSCCs, one could
apply scheduling (here, user dropping). However, as can be concluded
from Figure 2, one could also exploit the array layout, thereby reducing
the dropping probability.

The third subplot shows the CDFs of SINRUL
k |ZF. As expected, they

show great correspondence with the individual CDFs of the IEG and the
BCC. The resulting UE rates RUL

k are presented in the fourth subplot
for PUL = 10 dB. The dots indicate the average UE rates E{RUL

k } (com-
puted with the UE rate of a dropped UE set to 0), such that the ergodic
sum rate is found through multiplication by K. From the arrays con-
sidered in this work, the 2λ-spaced NULAs achieve the highest ergodic
(sum) rate in the scenario without user dropping. Since the UE rate is a
concave function of the SINR (Figure 1), it intuitively follows that ar-
rays providing a low probability of low SINRUL

k benefit the ergodic sum
rate. Although the latter can also be accomplished by employing sig-
nal processing (here, user dropping), Figure 2b shows that NULAs are
still beneficial since they reduce the probability of a user being dropped.
Since the cosine element arrays provide the largest IEGs, the 2λ-spaced
NULA of cosine elements can be considered the optimal array from the
ones considered here.

Conclusions and future work: It has been shown that SINR-dependent
QoS-based array design in single-cell systems can be tackled by shaping
the probability distributions of two RVs, that is, the IEG and BCC. The
concept is illustrated in detail for a FD ZF system, for which the latter is
a function of the GSCC. It is shown that ergodic sum rate enhancements
reported for unconventional, irregular array layouts mainly result from
a reduced probability of a high GSCC and that such arrays can reduce
the need for scheduling. Future work will focus on developing a design
approach for array layouts based on the presented stochastic FoMs of
array antennas.
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