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A B S T R A C T 

Stellar magnetic activity induces both distortions and Doppler-shifts in the absorption line profiles of Sun-like stars. Those effects 
produce apparent radial velocity (RV) signals which greatly hamper the search for potentially habitable, Earth-like planets. In 

this work, we investigate these distortions in the Sun using cross-correlation functions (CCFs), derived from intensive monitoring 

with the high-precision spectrograph HARPS-N. We show that the RV signal arising from line-shape variations on time-scales 
associated with the Sun’s rotation and activity cycle can be robustly extracted from the data, reducing the RV dispersion by 

half. Once these have been corrected, activity-induced Doppler-shifts remain, that are modulated at the solar rotation period, and 

that are most ef fecti vely modelled in the time domain, using Gaussian processes (GPs). Planet signatures are still best retrieved 

with multidimensonal GPs, when activity is jointly modelled from the raw RVs and indicators of the line width or of the Ca II 
H & K emission. After GP modelling, the residual RVs exhibit a dispersion of 0.6–0.8 m s −1 , likely to be dominated by signals 
induced by supergranulation. Finally, we find that the statistical properties of the RVs evolve significantly over time, and that 
this evolution is primarily driven by sunspots, which control the smoothness of the signal. Such evolution, which reduces the 
sensitivity to long-period planet signatures, is no longer seen in the activity-induced Doppler-shifts, which is promising for long 

term RV monitoring surv e ys such as the Terra Hunting Experiment or the PLATO follow-up campaign. 

Key words: line: profiles – methods: statistical – techniques: radial velocities – Sun: activity – planets and satellites: detection. 

1

D  

f  

t  

p  

o  

c  

a  

t  

r  

s  

w  

�

F  

l  

H  

K  

s  

p  

 

t  

s  

2  

t  

M  

2  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/531/4/4238/7679139 by N
H

S Executive W
est M

idlands user on 02 July 2024
 I N T RO D U C T I O N  

oppler spectroscopy is one of the bedrocks of past, present, and
uture exoplanetary science. As of 2024, it remains the preferred
echnique for confirming transiting planet candidates and the most
rolific method for detecting non-transiting planets. It provides one
f the most fundamental parameters of an exoplanet, its mass,
rucial to constrain its inner composition (Mordasini et al. 2012 )
nd to characterize its atmosphere (Batalha et al. 2019 ). Since
he detection of 51 Pegasi b by Mayor & Queloz ( 1995 ), the
adial v elocity (RV) accurac y of optical high-resolution échelle
pectrographs has dramatically increased, to the point where planets
ith RV semi-amplitudes below 1 m s −1 can be reliably detected (e.g.
 E-mail: baptiste.klein@physics.ox.ac.uk 
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Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
aria et al. 2022 ; John et al. 2023 ). New-generation spectrographs
ike ESPRESSO (Pepe et al. 2021 ), EXPRES (Jurgenson et al. 2016 ),
ARPS-3 (Thompson et al. 2016 ), NEID (Schwab et al. 2018 ), and
PF (Gibson et al. 2016 ) have been designed to provide RVs with

ub 0.3-m s −1 precision, suggesting that a detection of an Earth-like
lanet around a Sun analogue may be possible in the coming decade.
The intrinsic variability of stars is currently the main limitation

o the detection of low-mass and long-period planets with Doppler
pectroscopy (see Fischer et al. 2016 ; Crass et al. 2021 ; Meunier
021 ). Various processes related to photospheric flows (e.g. granula-
ion, supergranulation, meridional circulation; Dumusque et al. 2011 ;

eunier et al. 2015 ; Cegla et al. 2018 ; Meunier & Lagrange 2019 ,
020 ) and magnetic acti vity (e.g. acti v e re gions, flares, magnetic
ycles; Saar & Donahue 1997 ; Desort et al. 2007 ; Meunier, Desort &
agrange 2010 ; Lovis et al. 2011 ; Gomes da Silva et al. 2012 ) distort
tellar line profiles, giving rise to RV signals that hamper the search
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1 One alternative could be to compute C R by averaging just a subset of CCFs, 
around the activity minimum of the star. However, we caution that robustly 
identifying activity minimums can be challenging in some cases, and that stars 
still exhibit signs of activity during the cycle minimum, as shown in Section 
5.2 . In practice, we find that the computation of C R marginally impacts the 
results. 
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or planet signatures. The accurate modelling of these signals has 
ecome an extremely active area of research, with promising state-of- 
he-art methods currently under investigation (see Zhao et al. 2022 , 
or a re vie w). The mathematically tractable and flexible framework 
f Gaussian processes (Aigrain & F oreman-Macke y 2022 ) is now
idely used to model the signals induced by stellar activity on 

he RVs and other activity indicators (e.g. Haywood et al. 2014 ;
ajpaul et al. 2015 ; Delisle et al. 2022 ; Barrag ́an et al. 2022b ).
n the other hand, more and more innov ati ve methods aim to

orrect line distortions directly from the cross-correlation functions 
e.g. Collier Cameron et al. 2021 ; Klein et al. 2022 ; de Beurs
t al. 2022 ) or from the spectra (e.g. Jones et al. 2017 ; Dumusque
018 ; Rajpaul, Aigrain & Buchhave 2020 ; Cretignier, Dumusque & 

epe 2022 ; Lienhard et al. 2022 ). Yet, none of the methods is
urrently able to filter stellar activity RV signals significantly below 

he symbolic barrier of ∼1 m s −1 (after averaging over signals
nduced by P-mode oscillations and granulation), and remain poorly 
ensiti ve to lo w-amplitude ( � 0.5 m s −1 ) long-period ( � 100 d) planet 
ignals. 

The Sun is our best laboratory to better understand stellar activity 
ignals in high-resolution spectra. It is the only star whose surface 
an be resolved at high resolution and for which planet-induced RV 

ariations can be integrally removed. Since 2015, the Sun has been 
ntensively monitored with the High Accurac y Radial-v elocity Planet 
earcher in the Northern hemisphere (HARPS-N; Cosentino et al. 
012 ), making it possible to investigate the full contributions of active
egions on high-resolution spectra (Milbourne et al. 2019 ; Thompson 
t al. 2020 ; Haywood et al. 2022 ; Lienhard et al. 2023 ). These high-
adence high-precision solar spectra are ideally suited to assess the 
bility of a given method to filter stellar variability (Dumusque 
t al. 2021 , Dumusque et al. submitted). Additionally, continuous 
onitoring of the solar surface with, for example, the Helioseismic 

nd Magnetic Imager (HMI) instrument onboard the Solar Dynamics 
bservatory (SDO; Pesnell, Thompson & Chamberlin 2012 ) makes 

t possible to better understand the physical processes driving the 
bserv ed disc-inte grated RVs (e.g. Milbourne et al. 2019 ; Haywood
t al. 2022 , Rescigno et al., submitted). 

In this study, we investigate how the HARPS-N solar activity 
V signals can be modelled using information in both wavelength 
nd time domains. In Section 2 , we present our framework to
eparate a time series of cross-correlation functions (CCFs) into two 
omponents whose temporal variations are caused either by pure 
oppler shifts or by shape-distortions. After describing the HARPS- 
 solar data set in Section 3 , we investigate, in Section 4 , the effects
f filtering the shape-driven distortions on the solar RVs, and assess
he planet detectability in the activity-filtered RVs through a large 
umber of planet injection-reco v ery tests. In Section 5 , we couple
his framework with Gaussian processes and, notably, study the effect 
f combining newly e xtracted shape-driv en activity indicators with 
he HARPS-N solar RVs in a multidimensional Gaussian process 
ramework. Finally, in Section 6 , we discuss the implications of our
esults in terms of activity modelling and planet search in the light
f forthcoming long-term missions. 

 M E T H O D  

ur approach builds on the Doppler-constrained principal compo- 
ent analysis (PCA) framework of Jones et al. ( 2017 ) and on the
CALPELS formalism introduced by Collier Cameron et al. ( 2021 ), 
orrowing elements from both to separate, as simply as possible, the 
omponents of the RV variations that can be explained by a pure
oppler shift from the rest. Using the same designations as Collier
ameron et al. ( 2021 ), we refer to these two components as the shift-
nd shape-driven velocities, respectively. 

.1 Framework 

e start from CCFs produced by, for example, the HARPS-N data
eduction software (see Section 3.1 ). We consider a time series of n
CFs spanning m velocity bins v = ( v 1 ,..., v m ) and the associated
V time-series v obs (typically taken from the reduction pipeline). Our 

ramework requires the computation of a non-noisy and activity-low 

eference CCF, C R , obtained by computing the inverse-variance- 
eighted mean of all the CCFs in the stellar rest frame. 1 We use

he simple analytic framework of Jones et al. ( 2017 ) to decompose
he time series of reference-subtracted CCFs, C , into a pure Doppler
omponent, C D , and residuals, C S , whose v ariations are dri ven by
istortions in the profile shape. Assuming that the Doppler shifts 
re small compared to the line width, we approximate the Doppler
omponent by the first-order term of the Taylor expansion of C
ith respect to the CCF velocity bins, v (see Bouchy, Pepe & Queloz
001 ), matching to the spectrum’s resolution. Therefore, noting D = 

C R 
′ ( v 1 ) , ..., C R 

′ ( v m 

) 
]ᵀ 

, the first deri v ati ve of the reference CCF
ith respect to the velocity bins, we have 

 D = C · D D T

 

D T

 D 

C S = C − C D . (1) 

he time series of residuals, C S , contains all the shape distortions of
he input CCFs, but are, in principle, insensitive to Doppler shifts.
ollowing the method introduced by Collier Cameron et al. ( 2021 ),
e use singular-value decomposition (SVD) to build a set of k

ndependent vectors, { U 1 , ..., U k } , from C S . Each of these vectors
s a time-series of n points associated with a score that scales with its
ontribution to the variance of C S . In what follows, the basis vectors
re sorted by decreasing score value, so that U 1 and U k contribute 
he most and the least to the variance of C S , respectively. 

Finally, we project our reference-subtracted CCFs C onto the basis 
 = ( U 1 , ..., U k ) , where each column i is equal to vector U i . Using

he same notations as Collier Cameron et al. ( 2021 ), we call C � the
rojection of C on U , such that 

 ‖ = U · U T

 · C . (2) 

e extract a RV time-series, v ‖ (called shape-driven RVs), by fitting 
 Gaussian function to each CCF of C � + C R . Finally, we build
 Doppler-driven (hereafter, called shift-driven) RV time-series, v ⊥ 

, 
y subtracting v ‖ from the initial RV time-series v obs . 
The number k of principal components used to build U must be

hosen with caution. Basis vectors marginally contributing to the 
ariance of the input CCF time-series are primarily composed of 
hite noise. Thus, including them in the projection (equation 2 ) will

ncrease the dispersion of the input RVs and interfere with potential
lanetary signals. In practice, we adapted the method described in the
ection 3 of Klein et al. ( 2024 ) to choose the number of components
sed in the projection. We independently generate about 10 matrices, 
atching C S in shape, but containing only white noise, drawn from

he formal uncertainties on the CCF. We then apply SVD to each of
hese matrices and use the highest eigenvalue S max of all matrices as a
MNRAS 531, 4238–4262 (2024) 
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Table 1. Description of the parameters used to generate time series of CCFs 
with SOAP2 . In each case, we give the number of spots (N spot ) and faculae 
(N fac ), as well as their corresponding stellar rotational phase φr and latitudes 
(Lat). The size of the active regions are set to 0.18 % (faculae) and 0.1 % 

(spot) with respect to the area of the visible hemisphere, in order to produce 
an RV signal of about 1 m s −1 . The last column gives the number N pl of pure 
Doppler signals injected in the CCFs. 

Case N spot φr Lat N fac φr Lat N pl 

– – – [deg] – – [deg] –

(1) 1 0.5 0 0 – – 0 
(2) 0 – – 1 0.5 0 0 
(3) 2 0.0, 0.5 30 2 0.25, 0.75 30 0 
(4) 0 – – 0 – – 1 
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Figure 1. Dynamical spectrum of the different time series of CCFs generated 
with SOAP2 using the parameters listed in Table 1 . Each panel depicts the 
relative flux of the synthetic CCFs (after subtraction of a reference line profile, 
computed in absence of activity), in per cent, as a function of the rotational 
phase of the star ( x -axis) and line velocity ( y -axis). 
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roxy for noise-dominated components. When we apply SVD to C S ,
omponents with eigenvalues greater than S max are assumed to en-
lose a significant fraction of correlated noise (e.g. activity-induced
hape distortions) and are used in the basis definition. Conversely,
omponents with eigenvalues smaller than S max are assumed to be
ominated by white noise and discarded. Note that, in practice, the
elected principal components used in the basis are consistent with
he ‘elbow’ heuristic method and account for an explained variance
core typically greater than 95 per cent. Assuming that U is noise
ree, all RV variations induced by distortions of the input CCFs
re enclosed in v ‖ . Therefore, in principle, v ⊥ 

will be composed of
lanet signatures, Doppler shifts of unknown origin (e.g. residual
tellar activity or instrument systematics) and white noise. As a word
f caution, we stress that our theoretical framework is limited to spots
nd faculae, which do affect the shape of the CCFs. Other processes
ike supergranulation or meridional circulation may induce Doppler
hifts without distorting the CCFs (see Meunier 2021 , and references 
herein). 

.2 Application to synthetic data 

efore applying the framework introduced in Section 2.1 to real solar
ata, we conduct some simple tests on synthetic CCFs computed
sing the SOAP2 online tool (Boisse, Bonfils & Santos 2012 ;
umusque, Boisse & Santos 2014 ). This code allows the user to

imulate the effects of spots (i.e. pure brightness inhomogeneities)
nd faculae (via the inhibition of the conv ectiv e blueshift) on the
bsorption line profile. We consider three different configurations of
ctiv e re gions, listed in Table 1 . Cases (1) and (2) correspond to a
ingle spot and a single facula, at the equator of the star. For case (3),
e consider a mix of four active regions, two spots and two faculae, of

qual latitude (30 ◦) and evenly spread in stellar longitude. Following
erdyugina ( 2005 ) and Meunier et al. ( 2010 ), the temperature of

he spots is set to ∼650 K below the Sun’s ef fecti ve temperature.
he size of the spots (resp. faculae) is set to 1 per cent (resp. 0.18
er cent) of the visible stellar hemisphere, so that the semi-amplitude
f the corresponding RV signal is about 1 m s −1 , which is the typical
rder of magnitude of activity-induced RV variations for the Sun
e.g. Meunier et al. 2010 ). 

Finally, in case (4), we consider the case of a pure Doppler signal in
bsence of stellar activity, in order to double check that our method
oes not affect planetary signatures. The CCFs are generated by
nterpolating a non-spotted line profile computed with SOAP2 , and
hifting the entire profile according to the RV signature induced
y a 1-m s −1 sine-wave with a period equal to the stellar rotation
eriod to the data (note that, no stellar activity is considered in
his case). In all cases, we generate a time-series of 200 CCFs
NRAS 531, 4238–4262 (2024) 
venly spanning one stellar rotation cycle, and add a white noise
f 10 −5 with respect to the normalized continuum, which is of
he same order of magnitude as the photon noise in HARPS-N
olar CCFs. Note that, adding white noise significantly larger than
he planet-induced Doppler shift is crucial in case (4). Since the
aylor expansion of equation ( 1 ) is only an approximation of the
rst deri v ati ve of the CCFs with respect to the wavelength, a small
raction of the planet signature will still be present in the residuals of
aylor expansion (i.e. the matrix C S in Section 2.1 ). If the amplitude
f this contribution is significantly weaker than the noise, it will
aturally be discarded during the dimension reduction process (i.e.
he SVD). For example, a 1-m s −1 Doppler signal induces residuals
f about 10 −8 in C S , about 3-to-4 orders of magnitude lower than
he typical white noise in HARPS-N spectra. A way to account for
hese variations, described in Collier Cameron et al. ( 2021 ), Wilson
t al. ( 2022 ), and John, Collier Cameron & Wilson ( 2022 ), is to
erform the dimensional reduction and search for planet-induced
oppler signatures simultaneously, which we apply in Section 4.2 .
ote ho we ver that, the planet signatures considered in this study are

mall enough not to affect significantly the shape-driven components
f the Taylor expansion. 
We then apply the framework of Section 2.1 to the simulated data.
e use the unspotted line profile generated by SOAP2 as reference

 C R in Section 2.1 ). A total of 3, 4, and 4 principal components is
sed to construct the basis U in case (1), (2), and (3), respectively.
s for case (4), eigenvectors are found to be dominated by white
oise and are therefore discarded, which is expected as no shape
istortion was introduced in the data set. In this last case, adding
omponents in the matrix U introduces white noise in both v ‖ 
nd v ⊥ 

, but the amplitude of the planet signature is only affected
tarting from U 20 ( ∼3 per cent of the explained variance in a data set
ominated by white noise). The time-series of noise-free reference-
ubtracted CCFs are shown in Fig. 1 for the cases listed in Table
 . The shape- and shift-driven RVs (i.e. resp. v ‖ and v ⊥ 

in Section
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Figure 2. Time-series of raw RVs (black solid lines), shift-driven RVs ( v ⊥ ; 
blue dashed lines) and shape-driven RVs ( v ‖ ; yellow dotted lines), as a 
function of the rotational phase of the star, for the simulations described 
in Table 1 . 
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.1 ) extracted in each case are shown in Fig. 2 . Unsurprisingly, the
oppler component is well reco v ered in case (4). We also find that RV

ignals induced by active regions are well filtered, with a suppression
f 86, 94, and 78 per cent of the stellar activity signals in cases (1),
2), and (3), respecti vely. Ho we ver, e ven in the ideal case considered
n this section, v ⊥ 

still exhibits activity-induced fluctuations of up 
o 0.1 m s −1 RMS in case (3), significantly larger than the level of
hite noise ( ∼0.01 m s −1 RMS). This is due to the fact that Doppler

hifts and shape distortions are not purely orthogonal in the Taylor 
xpansion and therefore cannot be entirely separated in equation ( 1 ).
his can be understood by the fact that the first deri v ati ve of the CCF
as no reason to be orthogonal to higher-order deri v ati ves (especially
ith odd-order deri v ati ves). By analysing the periodicities in v ‖ and
 ⊥ 

for cases (1) and (2), we find that, in the case of a single spot,
he shift-driven RVs, v ⊥ 

, still exhibits modulations at harmonics of 
he star’s rotation period, whereas, in the case of a single facula,
 ⊥ 

does not exhibit any explicit sign of periodicity . Finally , we
ote that including more SVD components in the basis projection 
ffects only marginally the reco v ered RV signals and that none
f the additional principal components exhibit significant periodic 
odulation. 

 DATA  

.1 Solar obser v ations and data selection 

ince 2015, disc-integrated solar spectra were collected at a 5-min 
adence with the stabilized cross-dispersed échelle spectrograph 
ARPS-N (Cosentino et al. 2012 ; Dumusque et al. 2015 ; Phillips

t al. 2016 ; Collier Cameron et al. 2019 ; Dumusque et al. 2021 ),
ounted at the 3.58-m Telescopio Nazionale Galileo (TNG) at 
oque de Los Muchachos observatory (La Palma, Spain). These 
bserv ations le verage the high-resolving po wer ( R = 115 000) and
he large spectral co v erage in the V band (from 383 to 690 nm) of
he instrument to achieve RV uncertainties lower than 0.5 m s −1 .
ur input data set was collected between 2015 July and 2023
eptember and processed with the ESPRESSO data-reduction soft- 
are (DRS v.2.3.5; Pepe et al. 2021 ), adapted to the HARPS-N

olar telescope in Dumusque et al. ( 2021 ) and Dumusque et al., 
ubmitted. 

Since the Sun’s surface is resolv ed, an y partial obstruction of
he solar disc by, for example, clouds in Earth’s atmosphere, will
ikely induce substantial distortions in the CCFs, and, thus, large 
purious RV deviations. In order to flag cloud-contaminated spectra, 
ollier Cameron et al. ( 2019 ) perform a daily linear fit to the
pparent solar magnitude as a function of airmass (corresponding 
o the expected extinction law in optical observation conditions). 
he magnitude is given, as in Collier Cameron et al. ( 2019 ), by
 = −5 log 10 S / N 60 , where S/N 60 is the signal-to-noise ratio (S/N) 

n the 60th spectral order (corresponding to echelle order 98 which
as a central wavelength of 625 nm). The deviation of each data point
o the best-fitting extinction law is estimated through a Bayesian 

ixture model (Hogg, Bovy & Lang 2010 ), assigning a probability
 that the spectrum is not contaminated by clouds. Following the
ecommendations of Dumusque et al. ( 2021 ) and Collier Cameron
t al. ( 2021 ), we only consider spectra with p > 0.95 in the following
nalysis and airmass observ ations lo wer than 2.25. After rejecting
uch spectra, our initial data set of 147 741 solar spectra is reduced
own to 104 573 (70.8 per cent). The median S/N in the 60th
pectral order is 355 and the median RV uncertainty per spectrum is
.28 m s −1 .The fraction of retained spectra are in agreement with Al
oulla et al. ( 2023 ), where in their fig. A.2 it is shown that for most

ays there are only about 0–2 outliers per day among the dozens
f daily HARPS-N solar spectra. By keeping only the spectra least
ffected by clouds, we are able to compute daily stacked spectra
see the following section) that are minimally affected by differential 
xtinction. 

.2 Spectra post-processing 

he analysis of solar activity with HARPS-N is made complex since
un-as-a-star observations are different from real stellar observa- 

ions. For instance, since the Earth is turning around the Sun and
ince the Earth is not perfectly aligned with the solar equator, a
ubstantial change in the Sun’s projected rotational velocity ( vsin i )
s observed, which introduces 1-year and half-a-year signals in the 
imes-series of the full-width at half maximum (FWHM) of the CCFs
Collier Cameron et al. 2019 ). Furthermore, the HARPS-N cryostat 
as changed on the 2021 October 4th, which also introduced an
f fset in se veral CCF moments since the focus of the instrument
as realigned, slightly improving the resolution. Those instrumental 

nterv entions are e xpected to hav e RV contributions smaller than
.5 m s −1 since no clear offset is observed by eye in either the solar
Vs or standard stars RVs, but likely affected the spectra in some
ay. 
In order to remo v e those signals and better isolate stellar activity

ontributions, we post-processed the S1D spectra time-series with 
ARARA (Cretignier et al. 2021 ). Note that, we did not use any

ime-domain empirical corrections developed for the atmospheric 
xtinction or vsin i (Collier Cameron et al. 2019 ; Dumusque et al.
021 ), since those corrections were developed for the time-domain 
nd their ability to perform in the wavelength domain is unclear.
o we ver, as sho wn belo w, YARARA itself is able to correct for

hem. YARARA is a post-processing methodology that aims to split 
he different contaminations coming from the instruments, such as 
hosts, stitchings, interference patterns, ThAr bleeding, point spread 
MNRAS 531, 4238–4262 (2024) 
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unction (PSF) defocus, from the tellurics and from the stellar activity
irectly in the spectra. 
The main steps of the pipeline are to (i) daily stack the S1D

pectra in the heliocentric rest-frame, (ii) normalize the continuum
f the spectra with RASSINE (Cretignier et al. 2020b ), and (iii)
orrect the continuum-normalized spectra with YARARA (Cretignier
t al. 2021 , 2023 ). The data set after daily stacking the spectra
nd removing anomalous residuals among them. 2 consists of 1880
aily stacked spectra. Note that, we only use the first version of
ARARA (hereafter ‘YV1’), which performs systematics correction

n the wavelength domain as described in Cretignier et al. ( 2021 ).
he pipeline was slightly upgrade on HARPS-N to better correct the
ryostat change (see Appendix A ). 

The final RVs were obtained from CCFs with a line list tailored for
he Sun as described in Cretignier et al. ( 2020a ), formally described as
Custom’ in Bourrier et al. ( 2021 ) and ‘Kit-Cat’ line list in Cretignier
 2022 ). The CCF’s FWHM, bisector velocity span, (V s ; Hatzes 1996 ;
ueloz et al. 2001 ), and equi v alent width (EW; product of FWHM

nd contrast), as well as the Mount Wilson S index (S HK ; Noyes et al.
984 ) are also computed from the processed spectra. The CCF EW
i.e. the area of the CCF) is a known tracer of stellar temperature
nd metallicity (Mala v olta et al. 2017 ). As the Sun’s metallicity is
xpected to remain roughly constant during our observations, the
CF EW is a good tracer of global temperature changes in the solar
hotosphere (e.g. magnetic intensification and/or spot-induced flux
ariations; Collier Cameron et al. 2019 ). On the other hand, V s ,
efined as the RV difference between the centre of a Gaussian fit to
he whole CCF and the centre of a parabola fit on the core of the CCF
i.e. within ±2.3 km s −1 ), is highly sensitiv e to v elocity suppressions
n the solar disc (mostly due to faculae). 
Because YARARA is working with spectra interpolated on a 0.01-
wavelength grid, the CCFs are slightly oversampled to velocity

ins of 530 m s −1 , compared to the 820 m s −1 of the usual DRS
Dumusque et al. 2021 ). This is not critical, but it means that two
onsecutiv e v elocity bins are not fully independent and share some
ovariance. Flux uncertainties on the CCF are artificially boosted by
he square-root of the o v ersampling factor to cancel the o v ersampling
ffect. The natural output of the YARARA post-processing (spectra,
CFs or time-series) is usually already corrected from the stellar
ctivity component. Since the purpose of this work is to study the
olar activity signals, we introduced back the correction related to
ctivity by YARARA to form an ‘YVA’ data set in order to follow
he terminology introduced in Dalal, Rescigno & Cretignier (in
reparation). The time-series obtained with the YVA data set are
hown in Fig. 3 . 

 RESU LTS  

.1 Planet-free case 

e apply the framework defined in Section 2.1 to the time-series of
aily binned solar CCFs. Using the mean line profile as reference
rofile C R , we compute the time series of reference-subtracted CCFs
see the first panel of Fig. 4 ). From equation ( 1 ), we derive a time-
eries of shift-driven (i.e. Doppler component in Section 2.1 ) and
hape-dri ven CCFs, sho wn in the middle and bottom panels of Fig. 4 .
s expected, the Doppler component only contains information on

he first deri v ati ve of the CCFs, as e videnced by the fact that, at
NRAS 531, 4238–4262 (2024) 

 Anomalous residuals spectra can be due to spectra with unperfect corrections 
r lower SNR observations. 

3

R
d

ach epoch, the CCF variations are symmetrical with respect the
entre of the line (i.e. zero-velocity point). On the other hand, shape-
riven residuals exhibit a more complex structure, non symmetrical
ith respect to the line centre, suggesting that it probes higher-order
eri v ati ves of the CCF variations. We also double checked that the
idth and asymmetry of the shift-driven profiles remain constant
 v er time. 
We then apply SVD to the shape-driven CCFs and extract a basis of

rthogonal vectors tracing the main non-Doppler-induced line profile
ariations. Applying the procedure described in Section 2 , we use
he first four principal components in our reconstruction. As shown
n Fig. 5 , the first eigenvector U 1 correlates strongly with v obs and
sual activity indicators. In particular, we obtain a weighted Pearson
orrelation coefficient of 0.90 between U 1 and S HK , which suggests
hat the variations of these two quantities are driven by similar
rocesses (see Section 5 for a more detailed comparison). Higher-
rder SVD components tend to exhibit weaker correlations with
CF indicators, with the exception of U 4 , which exhibits a relatively

trong anticorrelation with the EW of the CCF, indicating that this
ndicator could be a good proxy of the photospheric temperature (see
ollier Cameron et al. 2019 ). 
We project the input CCFs onto the basis defined by components
 1 to U 4 , and derived shape- and shift-driven RVs (resp. v ‖ and
 ⊥ 

) using the method described in Section 2.1 . Both time-series are
hown in Fig. 6 and their root-mean-square (RMS) deviations are
iven in Table 2 . Starting from a dispersion of 2.1 m s −1 in the input
ata, the shape- and shift-driven RVs exhibit RMS dispersions of
.8 and 1.1 m s −1 , respectively. 3 In order to assess the ef fecti veness
f the method for different levels of solar activity, we divide our
nput data set in the three seasons shown in Fig. 3 . From 2015 to
018 (Season 1), the Sun reaches the end of its activity cycle but still
xhibits clear signs of activity. The Sun enters then a long period
f activity minimum (Season 2, 2018–2021.8) which lasts until the
nd of 2021. With the start of Cycle 25 (Season 3, 2021.8–2024),
he Sun exhibits activity signals with significantly larger amplitude
han in Season 1. Note that, this division is motivated by two factors.
irst, the cycle-induced evolution of the solar activity, evidenced, for
xample, by the amplitude of the fluctuations of the disc-integrated
agnetic flux density (lower than 0.5 G in Season 2, according to
DO/HMI data extracted with SOLASTER ; see Ervin et al. 2022 )
llows to to separate three different activity regimes. Secondly,
mportant instrument maintenance operations, namely the change
f Fabry–P ́erot interferometer, between Seasons 1 and 2, and the
efurbishment of the CCD camera, between Seasons 2 and 3, justify
he definition of the three seasons adopted in this study. From Table 2 ,
e note that our activity-filtering framework performs best when the
un is more active, with a 44 per cent reduction in RV RMS in Season
, compared to only 7 per cent in Season 2 (solar minimum). We also
ote that, in Season 1, our results are similar to those obtained with
CALPELS , on a similar data set (Collier Cameron et al. 2021 ). 
As shown in Fig. 6 , the shape-driven RVs seem to enclose most of

he long-term RV variations, primarily driven by the magnetic cycle.
his is further evidenced in the generalized Lomb–Scargle (GLS;
echmeister & K ̈urster 2009 ) periodograms of the RV time-series

see bottom curve on the top panel of Fig. 7 ), which are dominated
y peaks at periods larger than ∼100 d. We note also a significant
ower near the Earth orbital period, also present in the periodogram
 Note that, the quadratic sum of the RMSs of the shift- and shape-driven 
Vs is not strictly equal to the RMS of v obs , which reflects the fact that the 
ecomposition defined in Section 2.1 is not entirely orthogonal. 
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Figure 3. YVA solar data set. From top to bottom: time-series of HARPS-N solar RVs, FWHM, velocity span and equi v alent width of the HARPS-N solar 
CCFs, and S index. The vertical dashed lines delimitate the three seasons defined in Table 2 . 

Figure 4. Time-series of reference-subtracted Solar CCFs (top panel), 
Doppler components computed using equation ( 1 ) ( C D , middle panel), and 
shape-driven residuals ( C S , bottom panel). 

o  

o  

a  

n  

S

d  

d
m
t
a  

C

4

I  

p  

s
s
t  

t  

g

v

w  

t  

r
t
u  

a

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/531/4/4238/7679139 by N
H

S Executive W
est M

idlands user on 02 July 2024
f component U 2 , attributable to residuals of the effects of Earth’s
rbital eccentricity and solar obliquity on the FWHM of the CCF,
s described in Collier Cameron et al. ( 2019 ). These effects will
ot be observed in other stars. We also note that the power at the
un’s rotation period and harmonics remains strong in the shift- 
riven RVs, despite a fraction of it being transferred to the shape-
riven RVs. Surprisingly, components U 3 and U 4 exhibit a significant 
odulation of the Sun’s rotation period and first harmonics and, 

hus, could potentially act as good proxies of quasi-periodic stellar 
ctivity signals (see Section 5 ), although no strong correlation with
CF activity indicators is observed. 

.2 Effects on planet reco v ery 

n order to assess the ability of our activity-filtering procedure to
reserve planet RV signatures, we create 1000 data sets from the
olar HARPS-N observations, each containing a single planetary 
ignal directly injected in the CCF time-series with the same 
emporal sampling. As we assume the planet orbit to be circular,
he corresponding RV signature, v p , as a function of the time, t , is
iven by 

 p ( t) = K inj sin 2 π

[
T 0 − t 

P orb 
+ φp 

]
(3) 

here the reference time, T 0 , is set to BJD = 2457 223.490 54 (i.e.
he time of our first observation), and where K inj , P orb and φp are
espectively the semi-amplitude, orbital period and orbital phase of 
he injected signature. These three parameters are randomly drawn 
sing log-uniform laws (for K inj and P orb ) and uniform laws (for φp ),
s described in Table 3 . 
MNRAS 531, 4238–4262 (2024) 
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Figure 5. First four SVD components ( U 1 to U 4 ) plot against the median-subtracted HARPS-N solar RVs, the FWHM, bisector velocity span and EW of 
the CCFs, and the S HK time series. The individual points are colour-coded by date of observation, bluer (redder) points corresponding to more recent (older) 
observations. In the bottom right of each panel, we indicate the Pearson correlation coefficient of the two time-series (weigthed by the uncertainties on the 
x -axis). Note that, all correlation coefficients are associated with p -values lower than 0.05, and are thus considered to be significant. 

Figure 6. Time series of HARPS-N solar RVs (top curve), shift-driven RVs 
( v ⊥ ; curve in the middle), and shape-driven RVs ( v ‖ ; bottom curve). The 
typical formal error bar on each RV point is about 0.16 m s −1 . The vertical 
dashed lines divide the data into the three periods shown in Fig. 3 . 
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Table 2. RMS of the time series of v obs , v ⊥ (shift-driven RVs) and v ‖ 
(shape-driv en RVs), o v er different periods of time. In each case, the first four 
principal components are used to build the time-series of shape-driven CCFs, 
C � , from which v ‖ is extracted. 

Name Period v obs v ⊥ v ‖ 

Season 1 2015–2018 1.34 m s −1 1.08 m s −1 0.97 m s −1 

Season 2 2018–2021.8 1.07 m s −1 1.00 m s −1 0.50 m s −1 

Season 3 2021.8–2023.7 1.98 m s −1 1.11 m s −1 1.69 m s −1 

Altogether 2015–2023.7 2.05 m s −1 1.06 m s −1 1.76 m s −1 
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To inject the planet signature, we interpolate each CCF in the solar
est frame using a centered square-exponential Gaussian Process
GP; Rasmussen & Williams 2006 ; Aigrain & F oreman-Macke y
022 ) with covariance function k between each pair of velocity bins
 i and v j given by 

( v i , v j ) = A exp 

[
− ( v i − v j ) 2 

2 λ2 
e 

]
+ η2 

i δi,j (4) 
NRAS 531, 4238–4262 (2024) 
here ηi , is the uncertainty on the CCF flux associated with pixel i ,
nd δ stands for the Kronecker delta. The two free hyperparameters
f equation ( 4 ), namely the GP amplitude A and correlation length λe ,
re estimated by maximizing the likelihood of the data, computed
sing the GEORGE PYTHON module (Ambikasaran et al. 2015 ). As
 sanity check, we measured the RV and FWHM of each planet-
njected CCF by fitting a Gaussian profile to it. The resulting
V/FWHM time-series differ by no more than 0.1 σ from their DRS-
rovided counterparts, confirming that this interpolation procedure
nly marginally affects the shape and position of the line profile.
s a word of caution, we note that injecting the planet signature

t the CCF level rather than at the spectrum level assumes that the
oppler shift is inte grally preserv ed in the cross-correlation process.
his assumption is moti v ated by recent studies demonstrating that
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Figure 7. Top panel: GLS periodogram of the HARPS-N solar RVs (top line), 
the shift-driven RVs ( v ⊥ , middle line) and shape-driven RVs ( v ‖ , bottom line). 
Bottom panels: GLS periodogram of the first four principal components, U 1 

to U 4 , of the shape-driven CCFs. From right to left, the vertical orange 
dashed and magenta dotted lines indicate the Solar rotation period (and 
first two harmonics) and the Earth orbital period (and first harmonic). The 
periodograms were computed using the ASTROPY PYTHON module (Astropy 
Collaboration et al. 2013 , 2018 , 2022 ). 

Table 3. Probability laws used to generate the semi-amplitude, orbital period 
and orbital phase of the planet RV signatures injected in the HARPS-N Solar 
CCFs (see Section 4.2 ). U and log U stand respectively for the Uniform and 
log-Uniform probability laws. The last two columns give the minimum and 
maximum values used for each parameter. 

Parameter Notation Probability law Min Max 

Semi-amplitude K inj log U 0.05 m s −1 5.0 m s −1 

Orbital period P orb log U 1.0 d 500 d 
Orbital phase φp U 0.0 1.0 
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Figure 8. T op: Planet R V semi-amplitude, k est , reco v ered from the activity- 
filtered RVs ( v ⊥ , dark blue dots) and from the raw RVs ( v obs , light grey dots), 
as a function of the RV semi-amplitude K inj of the planets injected in Section 
4.2 . The magenta dotted and dashed lines indicate the identity and the best- 
fitting straight line, respecti vely. Bottom: Dif ference between k est and K inj as 
a function of the orbital period P orb of the injected planet. The vertical orange 
dashed and magenta dotted lines indicate the Solar rotation period (and first 
harmonic) and the Earth orbital period (and first harmonic). 
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eliable planet parameters were extracted from the CCF (e.g. John 
t al. 2023 ; de Beurs et al. 2024 ). 

Our procedure to retrieve the injected planet signatures is similar of
hat used in Collier Cameron et al. ( 2021 ) and Wilson et al. ( 2022 ).
or each data set, we jointly apply the dimensional reduction of
ection 2.1 and fit for a planet Doppler motion with equation ( 3 ).
s detailed in the appendix A of Wilson et al. ( 2022 ), projecting the
bserved RVs v obs onto the matrix P = I − U · U T

 , where I is the 
dentity matrix and U the basis defined in Section 2.1 (using four
rincipal components), is equi v alent to subtracting v ‖ from v obs . The 
ikelihood L of the data given the model parameters θ is then given
y 

ln L = − 1 
2 

[
P · ( v obs − v p ( θ)) 

]ᵀ · � 

−1 
[·P · ( v obs − v p ( θ)) 

]
− 1 

2 ln | � | − N 
2 ln 2 π (5) 

here v p is the planet RV model given by equation ( 3 ) and
 is the number of data points. The covariance matrix � is
ssumed diagonal, with 	 kk = σ 2 

k + σ 2 
j , where σ k is the formal 

V uncertainty on the k th data point and σ j is a free parameter
f the model to absorb RV variations that are not captured by
quation ( 3 ) or the formal RV uncertainties (e.g. activity and
ranulation signals, instrumental stability). We assume that the planet 
rbital period and phase are known, leaving the planet RV semi-
mplitude and the jitter term σ j as the only free parameters of the
odel. Their posterior probablity given the data is estimated, in 

he Bayesian framework, using the af fine-inv ariant Markov Chain 
onte Carlo (MCMC) process EMCEE (5000 iterations of 100 

hains; F oreman-Macke y et al. 2013 ). The best-fitting parameters
nd 1 σ -uncertainties are estimated from the median and from the
6th and 84th percentiles of the chain after removing a burn-in
eriod significantly longer than the autocorrelation time of the chain 
about 100 iterations). As a reference, we also fit equation ( 3 ) to
he input RV time-series, v obs , before filtering the shape-induced 
ontributions. 

The distribution of reco v ered RV semi-amplitudes, k est , is shown
s a function of K inj in the top panel of Fig. 8 for K inj < 1 m s −1 . In
ost cases, the reco v ered values of the planet RV semi-amplitude
atch their injected counterpart, with a slope of 1.03 ± 0.1. As

hown in the bottom panel of Fig. 8 , deviations from the identity
re observed when the planet orbital period lies close to the Sun’s
otation period or to the Earth orbital period (and first harmonic),
hich roughly corresponds to the location of the peaks in the
eriodogram of v ⊥ 

(see Fig. 7 ). No particular trend is observed
MNRAS 531, 4238–4262 (2024) 
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M

Figure 9. Mean error K err on the planet RV semi-amplitude estimated from 

the activity-filtered RVs ( v ⊥ , dark blue dots) and from the raw RVs ( v obs , light 
blue open circles) as a function of the number of data points N pts . For each 
case, the dashed line indicates the the best-fitting square-root law (reduced 
χ2 of 1.0 and 1.1 for v obs and v ⊥ , respectively). 
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etween k est and the injected planet RV semi-amplitude or orbital 
hase. 
Let us assume, conserv ati vely, that a planet is detected if (i) k est 

iffers from K inj by less than 1 σ , and (ii) k est differs from 0 by at least
 σ . Using this criterion, about 45 of planets with RV semi-amplitudes
ower than 1.0 m s −1 are detected from the activity-filtered RVs.
his detection rate slowly decreases until K inj ≈ 0.2 m s −1 , where 29
er cent of the injected planets are still reco v ered, and drops near zero
or lo wer v alues of K inj . The planet detection rate decreases roughly
inearly with the planet orbital period, and is about 30 per cent and
resp. 20 per cent) for planet with orbital periods greater than 100 d
resp. 300 d). The fraction of detected planets from v obs and v ⊥ 

is
hown in the (K inj , P orb ) space in Fig. B1 . We find that, on average, our
ensitivity to planet signatures increases by about 20 per cent from
 obs to v ⊥ 

, and that this increase is the most spectacular for Earth-
ass planets with orbital periods larger than 100 d, where the detec-

ion rate skyrockets by ∼50 per cent. Ho we ver, Earth-mass planets
ith orbital periods larger than 300 d remain mostly undetected in
oth time-series, which is in line with the predictions of Meunier et al.
 2023 ). 4 

In order to assess how the sampling strategy affects our activity-
ltering framework, we perform the planet injection-reco v ery for
ifferent numbers of randomly selected data points, between 250
nd 1750. For each sampling, we repeat the injection-reco v ery of the
ame 1000 planet signals (using the same sampling for all planets).
ig. 9 shows the mean error K err on the RV semi-amplitude reco v ered
ith and without activity filtering. On average, K err is reduced by
 factor ∼2 between v obs and v ⊥ 

. In both cases, the evolution of
he detection rate with the number of points is well described by
 square-root law (with reduced χ2 of 1.0 and 1.1 for v obs and
 ⊥ 

; see Fig. 9 ). This suggests that the precision on k est is mostly
riven by the number of data points used in the fit, despite the
resence of supergranulation, activity residuals and instrumental 
ystematics. 
NRAS 531, 4238–4262 (2024) 

 Note also that, the evolution of the planet detection rate from v ⊥ with the 
lanet mass is found roughly similar to that shown, for example, in the fig. 8 
f Meunier et al. ( 2023 ) 
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ur acti vity-filtering frame work provides a ne w time series of RVs,
 ⊥ 

, less dispersed than the input RVs, v obs . In the last section,
e demonstrated that planet signatures in v obs would be largely
reserved in v ⊥ 

. Ho we ver, while the activity-filtering algorithm turns
ut to be efficient at filtering long-term activity effects, it leaves
 significant rotationally modulated component in v ⊥ 

, which also
eeds to be filtered out in order to impro v e the detectability of small
lanet signatures. Gaussian Process regression has become widely
sed to model quasi-periodic signals (Haywood et al. 2014 ; Rajpaul
t al. 2015 ; Aigrain & F oreman-Macke y 2022 ; Nicholson & Aigrain
022 ; Barrag ́an et al. 2022b ). In this section, we investigate how GPs
an be used to model the stellar activity contributions in v obs and
 ⊥ 

. In Section 5.1 , we first investigate how the statistical properties
f v obs and usual stellar activity indicators compare to each other
nd evolv e o v er time. In Section 5.2 , we assess the ability of GPs
o model the quasi-periodic activity signals in v ⊥ 

, and in U 1 to U 4 .
n Section 5.3 , we finally investigate how a joint multidimensional
P-based activity filtering and planet search algorithm will perform

or different indicators and input RV signals. All GP modellings in
his section were performed using the open-source software PYANETI

Barrag ́an, Gandolfi & Antoniciello 2019 ; Barrag ́an et al. 2022a )
ith non-informative priors for all parameters. 

.1 Modelling of usual activity proxies 

e start by independently modelling the HARPS-N RV time-series,
 obs , as well as the time series of usual activity proxies (FWHM,
 s , S HK ), using a one-dimensional (1D) GP with quasi-periodic

ovariance kernel k between each pair of epochs t i and t j given by 

( t i , t j ) = A 

2 exp 

[ 

− sin 2 
(
π
(
t j − t i 

)
/P GP 

)
2 λp 

−
(
t j − t i 

)2 

2 λe 

] 

, (6) 

here P GP is the GP period, which corresponds to the stellar
otation period (Angus et al. 2018 ; Nicholson & Aigrain 2022 ),
p is the inverse harmonic complexity and λe is the GP evolution

ime-scale (already defined in equation 4 ). Each time-series is
odelled by six parameters: three hyper-parameters in the covariance
atrix (equation 6 ), the GP amplitude A , a constant offset, and

ne additional uncorrelated jitter term σ j , added in quadrature to
he diagonal of the covariance matrix, to absorb any variations
ot accounted for by the GP. The parameter space is explored
sing the Bayesian Markov chain Monte Carlo (MCMC) sampler
efined in Barrag ́an et al. ( 2019 ), with uninformative priors for
he parameters. To ensure that the MCMC process has converged,
YANETI iteratively runs 250 independent chains of 5000 steps until
he chains converge, which is assessed using the statistics of Gelman
 Rubin ( 1992 ). As detailed in the section 2.5 of Barrag ́an et al.

 2019 ), the code compares the variances between chains and within
hains and uses the scaling factor ˆ R introduced in Gelman et al.
 2004 ) to assess convergence (typically with ˆ R < 1.02). We then
un a last MCMC process with 5000 steps of 250 independent
hains, corresponding to 125 000 independent samples for each
arameter, from which we estimate the best-fitting value with 1 σ
ncertainties. 
Since the HARPS-N solar data set co v ers more than half of the

un’s activity cycle, it is likely that the statistical properties (i.e.
volution time scale, harmonic complexity, period) of the activity
V signal vary o v er the course of the observations. We therefore

ndependently analyse each of the three seasons defined in Table 2
i.e. 2015–2018, 2018–2021, 2021–2023). The best-fitting GP hyper-
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Table 4. Best-fitting evolution time scale ( λe ), inverse harmonic complexity ( λp ) and period (P GP ) of the one-dimension GP fit to the different time series 
analysed in this study. 

End Cycle 24: 2015–2018 Solar minimum: 2018–2022 Start Cycle 25: 2022–2024 
λe [d] λp P GP [d] λe [d] λp P GP [d] λe [d] λp P GP [d] 

v obs 18.0 ± 1.6 0.22 ± 0.02 26.37 + 0 . 45 
−0 . 44 21.8 ± 1.5 0.32 ± 0.03 27.25 ± 0.35 21.4 + 1 . 3 −1 . 4 0.32 ± 0.02 27.39 ± 0.36 

FWHM 22.2 ± 1.1 0.51 ± 0.03 27.70 + 0 . 43 
−0 . 42 27.7 + 1 . 8 −1 . 7 0.54 ± 0.04 27.58 + 0 . 37 

−0 . 35 22.9 + 1 . 2 −1 . 3 0.56 ± 0.04 27.59 + 0 . 43 
−0 . 44 

V s 19.8 ± 1.1 0.28 ± 0.02 26.43 + 0 . 37 
−0 . 33 22.7 + 1 . 6 −1 . 5 0.33 ± 0.02 27.16 ± 0.35 23.0 + 1 . 2 −1 . 3 0.32 ± 0.02 27.45 + 0 . 28 

−0 . 27 

S HK 21.6 ± 1.2 0.59 ± 0.04 28.01 + 0 . 49 
−0 . 51 23.9 + 1 . 3 −1 . 4 0.55 ± 0.04 27.81 + 0 . 44 

−0 . 45 22.7 + 1 . 3 −1 . 4 0.57 + 0 . 04 
−0 . 03 28.75 + 0 . 46 

−0 . 45 

v ‖ 22.1 ± 1.5 0.52 ± 0.04 28.75 ± 0.62 25.5 + 2 . 5 −2 . 3 0.70 + 0 . 10 
−0 . 08 25.67 + 0 . 66 

−0 . 64 22.3 + 1 . 3 −1 . 4 0.60 + 0 . 05 
−0 . 04 27.63 + 0 . 50 

−0 . 48 

U 1 22.2 ± 1.4 0.55 ± 0.04 28.65 + 0 . 52 
−0 . 53 26.8 + 2 . 4 −2 . 2 0.67 + 0 . 07 

−0 . 06 26.23 + 0 . 56 
−0 . 57 22.2 ± 1.5 0.59 ± 0.04 28.47 + 0 . 51 

−0 . 59 

U 3 22.7 + 4 . 1 −2 . 9 0.21 ± 0.04 26.11 + 0 . 50 
−0 . 40 20.7 ± 3.8 0.49 + 0 . 28 

−0 . 13 26.58 + 1 . 88 
−1 . 21 18.2 ± 2.3 0.21 + 0 . 03 

−0 . 02 27.55 + 0 . 51 
−0 . 49 

U 4 23.0 + 2 . 8 −2 . 4 0.20 ± 0.02 26.75 + 0 . 31 
−0 . 29 23.4 + 5 . 6 −4 . 3 0.32 + 0 . 09 

−0 . 06 26.93 + 1 . 15 
−0 . 83 24.1 + 2 . 6 −2 . 2 0.21 ± 0.02 26.99 + 0 . 24 

−0 . 23 

v ⊥ 18.8 + 3 . 7 −2 . 4 0.18 + 0 . 03 
−0 . 02 26.01 + 0 . 58 

−0 . 54 20.7 + 1 . 9 −1 . 8 0.35 + 0 . 05 
−0 . 04 27.32 + 0 . 62 

−0 . 59 21.9 + 2 . 2 −2 . 3 0.23 ± 0.02 27.36 + 0 . 38 
−0 . 43 
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arameters for each season are given in Table 4 , and their associated
D posterior distributions are shown in Fig. 10 . 
Significant variations are observed from one season to the next. 

he RV GP period increases from ∼26.4 d, in the 2015–2018 season,
o ∼27.4 d after 2022 (i.e. ∼2 σ increase). This is in line with
xpectations as active regions are found at higher latitudes in the 
tart of the activity cycle and migrate near the equator at the end
f the cycle (see Hathaway 2010 , for a re vie w of solar activity
ycle). The difference in rotation periods then simply reflects the 
atitudinal differential rotation of the Sun (e.g. Howard & Harv e y
970 ; Snodgrass & Ulrich 1990 ; Beck 2000 ). For example, the
verage latitudes of sunspots computed from the Solar Optical 
bserving Network of the US Air Force (USAF), with the help of

he US National Oceanic and Atmospheric Administration (NOAA), 
s about 12 ◦ in 2015–2018 and 20 ◦ in 2022–2024 5 , corresponding 
o a difference of about 1d in rotation period (using the latitudinal
ifferential rotation profile of Snodgrass & Ulrich 1990 ), consistent 
ith our estimates in Table 4 . 
We also note that the RV GP evolution time scales ( λe ) are almost

 σ larger (i.e. ∼3 d) past 2018. Disc-resolved solar observations 
ound larger activ e re gions in the 2022–2024 period than in 2015–
018 5 , which is consistent with our observations as the active region
volution time-scale roughly scales with the surface area of the 
eatures (e.g. Leighton 1964 ; Wang, Nash & Sheeley 1989 ; Foukal
998 ). The higher harmonic complexity (i.e. lower λp ) in the 2015–
018 season can be explained by the fact that equatorial active regions 
erturbs the wings of the profile more than higher-latitude regions 
nd thus have an higher impact on the flux deri v ati ve which induce
 sharper RV signature. As expected, λp is about twice as large for
ndicators of the photospheric flux (FWHM, S HK ) than for indicators 
f the first temporal deri v ati ve of the flux, like RV V s (e.g. Aigrain,
ont & Zucker 2012 ; Klein & Donati 2019 ; Nicholson & Aigrain
022 ). The evolution of the GP covariance kernel over time, and its
ffect on the modelling of RV time-series, is discussed in Section 
.1 . 

.2 Modelling activity-filtered RVs with Gaussian Processes 

sing the 1D GP framework described in Section 5.1 , we model the
ime-series of v ⊥ 

, v ‖ , as well as U 1 to U 4 . Except U 2 , for which the
CMC process does not converge, all time-series exhibit a quasi- 

eriodic modulation well captured by the GP. For these time-series, 
 http:// solarcyclescience.com/ index.html 6
he best-fitting GP hyper-parameters are given in Table 4 and the
osterior distributions of the fit parameters are shown for v ‖ and v ⊥ 

n Fig. 11 . 
As already intuited from Fig. 6 , we find that the shape-driven RVs,

 ‖ , are systematically smoother (i.e. with larger values of λp ) than
 obs , which suggests that the activity signal within v ‖ is mostly driven
y variations of the photospheric flux (typically induced by faculae 
nd plages). This is further evidenced by the fact that v ‖ tends, in
eneral, to evolve on longer time-scales than v obs . On the other hand,
he shift-driven RVs v ⊥ 

, exhibit a higher harmonic complexity and 
volve on time-scales similar to v obs , which suggests that the stellar
ctivity signal in v ⊥ 

is sensitive to the variations of the first derivative
f the photospheric flux (e.g. induced by spots). As expected, the best-
tting GP amplitudes are consistent with the RMS of the different

ime-series given in Table 2 . 
In all three seasons, a value of 0.25–0.3 m s −1 is obtained for

itter term in v ‖ , much lower than its counterpart in v obs . This is
xpected as, by definition, v ‖ contains only a small fraction of the
hite noise of HARPS RV and therefore the estimate of σ j reflects
ore what the GP cannot model than the real dispersion of white

oise in v ‖ . On the other hand, jitter terms of 0.5–0.6 m s −1 are
ound for v obs and v ⊥ 

6 In each case, the jitter term is considerably
arger than the photon noise of ∼ 0.1 m s −1 , on the daily binned
Vs, which suggests that a significant fraction of the RV variation
an be explained neither by the GP nor by formal uncertainties. In
ur daily binned data set, both oscillation- and granulation-driven 
V variations are expected to be averaged out due to their short
volution time scales (e.g. Dumusque et al. 2011 ; Chaplin et al.
019 ). In contrast, supergranulation, which evolves on time-scale of 
ays, will be only partially reduced by our binning process. Recently,
l Moulla et al. ( 2023 ) and Lakeland et al. ( 2024 ) measured RV RMS

ontributions of ∼0.7 m s −1 and ∼0.9 m s −1 for supergranulation in
he HARPS-N solar data, consistent with the simulations of Meunier 
t al. ( 2015 ). Therefore, the dispersion budget in the RV residuals is
ikely a mix of supergranulation and long-term stability ( ∼0.4 m s −1 

or HARPS-N). 
The posterior densities of the hyper-parameters of the GP fit to
 1 , U 3 , and U 4 are shown in Fig. C4 , and their best-fitting values are
iven in Table 4 . As U 1 is by far the dominant component of the SVD
o the shape-driven CCFs, it follows a very similar behaviour to v ‖ 
nd to S HK (as expected from Fig. 5 ). On the other hand, U 3 and U 4 

xhibit similar statistical properties as v ⊥ 

, which suggests that they 
MNRAS 531, 4238–4262 (2024) 

 The typical error bar on the jitter term is about 0.04 m s −1 . 

http://solarcyclescience.com/index.html
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M

Figure 10. One-dimensional posterior densities of the hyper-parameters of the GP fit to the HARPS-N solar RVs (filled grey histograms), and to the time series 
of FWHM (thin blue lines), bisector velocity span (gold lines), and S HK (thick red lines), for the three seasons listed in Table 2 . Columns 1, 2 and 3 show the 
posterior densities of the GP evolution time scale ( λe ), inverse harmonic complexity ( λp ) and period (P GP ). 
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ould be good proxies of the stellar activity signal in the latter time
eries. This is investigated in the next section. 

.3 Multidimensional GP analysis 

n the practical case of the search for planet signatures in observed
 Vs, the shape-driven R Vs, v ‖ could potentially be used as planet-

ndependent proxies to mitigate stellar activity signals. The mul-
idimensional GP framework of Rajpaul et al. ( 2015 ) is one of
he most robust ways to simultaneously model RVs and activity
roxies, thereby boosting the number of constraints on the stellar
ctivity parameters. On the other hand, the shift-driven RVs, v ⊥ 

,
re less dispersed than v obs , which could boost the sensitivity to low-
mplitudes planet signatures. Furthermore, we have shown in Section
.2 that the residual quasi-periodic activity signals in v ⊥ 

would be
ell modelled by a GP with quasi-periodic kernel. In this section,
e explore how v obs and v ⊥ 

perform in the search for long-period
ow-amplitude planet signatures. 

.3.1 Method 

n our model, we assume that the activity signal in the RVs and
ndicators follow a FF’-like relation (Aigrain et al. 2012 ; Rajpaul
t al. 2015 ). Each time-series α is expressed as a linear combination
f a latent variable G (typically the square of the photospheric flux)
NRAS 531, 4238–4262 (2024) 
nd its first temporal deri v ati ve Ġ , such that, at time t , 

( t) = A αG ( t) + B αĠ ( t) + C α, (7) 

here the amplitudes A α , B α , and C α are free parameters of the model.
he latent variable G is modelled as a GP with the quasi-periodic
ovariance kernel defined in equation ( 6 ). 

We inject the RV signature of a single planet on a circular orbit
o the HARPS-N solar CCFs. We assume an orbital period of 100 d
nd a RV semi-amplitude of 0.4 m s −1 , which corresponds to a planet
ass of 2.9 M ⊕. In order to limit bias, three different orbital phases

 φp in equation 3 ) of 0.0, 0.3, and 0.7 are considered. We apply the
ramework of Section 2.1 to generate time series of shift- and shape-
riven RVs, from the input RVs. We then use the multidimensional
P framework to model the activity signal within (1) v obs and
WHM, (2) v obs and V s , (3) v obs and S HK , (4) v obs and v ‖ . These

ndicators e xhibit relativ ely similar evolution time-scales and period
o v obs , and are therefore promising candidates for multi-dimensional
P modelling. Differences in λp are naturally accounted for in the

ramework of Barrag ́an et al. ( 2022a ). 
Since we have demonstrated that planet signatures are mostly

reserved in v ⊥ 

, the planet search can as well be performed directly
rom this time series. 7 We therefore consider four additional cases,
amely (5) v ⊥ 

and FWHM, (6) v ⊥ 

and V s , (7) v ⊥ 

and S HK , and (8)
 ⊥ 

and v ‖ . As a reference, we also model the stellar activity RV
ignals in v obs (case R 0 ) and in v ⊥ 

(case R ⊥ 

) using uni-dimensional
Ps with QP and SE kernels, respectively. In all cases, the GP is
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Figure 11. Uni-dimensional posterior densities of the jitter term, GP amplitude and GP hyper-parameters of the fit to the HARPS-N solar RVs (filled grey 
distributions), the shape-driven RVs v ‖ (thin gold lines), and the shift-driven RVs v ⊥ (thick blue lines). 
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ointly modelled with a planet RV signature of fixed orbital period 
nd phase, to simulate the RV monitoring of a transiting planet (e.g.
nveiled by the PLATO space mission). Note also that, in all cases,
he same planetary signal has been injected to the data, but the GP
odel differs from one case to the next. As shown in Section 5.1 ,

he statistical properties of the time series vary significantly from 

ne season to the next. We therefore choose to perform the planet
njection-reco v ery tests independently on each of the three seasons
efined in Table 2 . For each season, our input data sets contain the
ame amount of data points (460), spread ev enly o v er a ∼2-yr period.
he parameter space is sampled using the procedure described in 
ection 5.1 . 

.3.2 Results 

he best estimates of the planet RV semi-amplitude and of the jitter
erm σ j are given in Table 5 and shown in Fig. 12 . The reco v ered
alues of k est are consistent with the injected one in all cases (note
hat, in all cases, the same planetary signal has been injected to
he data), but the precision of the estimate varies significantly from
ne case to the next. Unsurprisingly, the 1D GP modelling of
he HARPS-N RVs performs the least well, especially when the 
un is more active, in which case only a marginal ∼2 σ planet
etection can be claimed. This is due to the fact that the long-
erm acti vity e volution and the planet signature cannot be easily
eparated with a simple 1D GP, which leads to larger error bars on
 est . 
We find that multidimensional GPs give, in most cases, much 

maller error bars on k est . In particular, cases (1) and (3), where the
WHM of the CCF and the S index are used as activity proxies of v obs ,
erform best in all three seasons. These two indicators capture well
he activity signatures sensitive to the photospheric flux, and thereby 
omplement well the RV signals, sensitive to variations of the flux
nd its first deri v ati ve. In these two cases, the multidimensional GP
everages all the constraints available, which results in more precise 
stimates of k est . This also leads to higher values of σ j , since the GP
s now less flexible (due to the increased number of constraints), and
ess likely to absorb non-activity-induced variations. 

We also note that cases (2) and (4), where v obs is combined with
 s and v ‖ , perform well when the Sun is more active but yield

ignificantly larger error bars on k est during solar minimum. During 
his period, there are fewer and smaller activ e re gions than during

ore active epochs. It is therefore more likely that the statistical
roperties of the stellar activity RV signal vary significantly from 

ne solar rotation to the next, and are thereby more difficult to
odel with a quasi-periodic GP (see Section 6.1 ). During solar
inimum, neither V s nor v ‖ bring any additional constraint on the 

uasi-periodic activity RV signal and therefore the multidimensional 
P modelling leads to results similar as the 1D GP modelling
f v obs . 
More precise values of k est are obtained in case R ⊥ 

than in case
 0 , which just reflects the fact that activity has been partly filtered

rom v ⊥ 

. Ho we ver, these v alues are significantly less precise than
hose obtained in the multidimensional GP frame work, e ven when
he computation of v ⊥ 

is bypassed (i.e. cases 1 to 4). Cases where
ultidimensional GPs are used with v ⊥ 

(i.e. cases 5 to 8) tend to
erform similar as their v obs counterpart (cases 1 to 4). In addition, we
ote that none of the SVD components, U 1 , U 3 , and U 4 , outperforms
 ‖ in the multidimensional GP framework. In particular, despite their 
eriodic modulation, U 3 and U 4 do not impro v e the RV modelling
ompared to case R 0 . 
MNRAS 531, 4238–4262 (2024) 
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Table 5. Estimates of the planet RV semi-amplitude (k est ) and RV jitter ( σ j ) for the different cases considered in Section 5.3 . Note that, the semi-amplitude of 
the planet RV signature injected in the data is K inj = 0.4 m s −1 . 

Case Time series 2015–2018 2018–2022 2022–2024 
k est [m s −1 ] σ j [m s −1 ] k est [m s −1 ] σ j [m s −1 ] k est [m s −1 ] σ j [m s −1 ] 

(R 0 ) v obs 0.40 ± 0.13 0.65 + 0 . 03 
−0 . 02 0.39 ± 0.12 0.54 ± 0.02 0.43 + 0 . 22 

−0 . 19 0.49 + 0 . 03 
−0 . 02 

(R ⊥ ) v ⊥ 0.41 ± 0.09 0.71 + 0 . 06 
−0 . 04 0.40 ± 0.12 0.62 ± 0.02 0.40 ± 0.11 0.58 + 0 . 03 

−0 . 02 

(1) v obs + FWHM 0.40 ± 0.06 0.89 + 0 . 05 
−0 . 02 0.39 + 0 . 07 

−0 . 06 0.81 ± 0.02 0.40 + 0 . 07 
−0 . 06 0.94 + 0 . 03 

−0 . 02 

(2) v obs + V s 0.40 ± 0.07 0.90 + 0 . 05 
−0 . 02 0.38 + 0 . 12 

−0 . 11 0.62 ± 0.02 0.41 ± 0.07 0.80 + 0 . 02 
−0 . 03 

(3) v obs + S HK 0.39 ± 0.07 0.95 ± 0.03 0.38 ± 0.06 0.83 ± 0.02 0.40 ± 0.08 1.03 ± 0.02 

(4) v obs + v ⊥ 0.38 ± 0.07 0.93 ± 0.03 0.38 ± 0.11 0.55 ± 0.02 0.40 ± 0.07 0.98 ± 0.03 

(5) v ⊥ + FWHM 0.40 ± 0.07 1.01 + 0 . 03 
−0 . 02 0.39 ± 0.06 0.90 ± 0.02 0.40 + 0 . 08 

−0 . 07 1.06 + 0 . 02 
−0 . 03 

(6) v ⊥ + V s 0.42 ± 0.07 0.97 ± 0.02 0.36 ± 0.09 0.76 ± 0.03 0.40 + 0 . 09 
−0 . 07 1.02 + 0 . 03 

−0 . 04 

(7) v ⊥ + S HK 0.39 ± 0.07 1.01 + 0 . 03 
−0 . 02 0.39 + 0 . 06 

−0 . 07 0.92 ± 0.02 0.40 + 0 . 08 
−0 . 07 1.08 + 0 . 03 

−0 . 02 

(8) v ⊥ + v � 0.41 ± 0.07 1.01 ± 0.02 0.40 ± 0.14 0.67 ± 0.04 0.40 ± 0.07 1.07 ± 0.02 

Figure 12. Best estimates of the planet RV semi-amplitude (k est , top panel) 
and jitter term ( σ j , bottom panel) for the different cases listed in Table 5 . 
The orange dots, light blue filled circles, and red triangles indicate the results 
obtained for the 2015–2018, 2018–2022, and 2022–2024 season, respectively. 
The dashed horizontal line on the top panel indicates the semi-amplitude of 
the planet RV signature injected in the data. 
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 DI SCUSSI ON  A N D  C O N C L U S I O N S  

n this paper, we analysed the activity-induced distortions in the
bsorption lines of the Solar spectrum, intensively monitored with
ARPS-N o v er the last 8 yr. From the DRS-processed systematic-

orrected CCFs, we constructed a dimensionally reduced basis,
hich allowed us to separate the observed RVs ( v obs ) into comple-
entary time-series, namely v ⊥ 

(i.e. shift-driven RVs) and v ‖ (shape-
riven RVs). In the first one, the variations are largely dominated by
oppler shifts of the entire CCF, induced, for example, by planets
r granulation at the solar surface. In the second one, the variations
re only driven by CCF distortions and, thereby, probe the effects of
ctiv e re gions whilst being independent of planet signatures. When
e apply this framework to the HARPS-N solar spectra, the RMS of

he observed RVs goes from 2.05 to 1.06 m s −1 , hence a decrease
f about 50 per cent. We find that planet signatures are mostly
reserved in v ⊥ 

, and that the efficiency of the activity filtering is
ot affected by the temporal sampling. However, as shown in Fig. 7 ,
 ⊥ 

exhibits significant rotation-induced variations, suggesting that
he shift-driven RVs are still affected by stellar activity. 

.1 Evolution of the GP covariance structure 

n order to better understand the nature of the rotational modulation
ithin v obs , v ⊥ 

, and v ‖ , all time-series were modelled using a GP with
uasi-periodic covariance kernel. As shown in Fig. 13 , the structure
f the covariance matrix of the time series evolves significantly over
ime. The RV variations are smoother and more slowly evolving at
he start of Cycle 25 than at the end of Cycle 24, which reflects the
act that the Sun’s active regions are larger and at higher-latitude
n the start of the magnetic cycle. We found that the quasi-periodic
V acti vity signals dri ven by flux v ariations as well as the long

erm cycle evolution are well captured by v ‖ . On the other hand, v ⊥ 

s still plagued by high-complexity quasi-periodic activity signals,
ikely reflecting variations in the first temporal deri v ati ve of the
hotospheric flux. 
To visualize how the temporal evolution of the GP covariance

ernel affects our GP fit, we model the full HARPS-N RV time-
eries with a single 1D GP, using the quasi-periodic covariance
ernel of equation ( 6 ). The best-fitting covariance kernel, shown
n dashed black line in Fig. 13 , differs significantly from the kernels
btained individually for the different seasons. The signal is now
ound smoother ( λp ≈ 0.4) and more slowly evolving ( λe ≈ 26 d).
n the other hand, the uncorrelated jitter term σ j is now ∼1.8 m s −1 ,
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Figure 13. Evolution of the covariance kernel of the stellar activity RV 

signal, computed using equation ( 6 ) with the best-fitting hyperparameters of 
the GP modelling. The thick dashed line is obtained by modelling all RVs 
together and the vertical dotted line indicate the average synodic rotation 
period of the Sun (27.2753 d). 
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Figure 14. GP inverse harmonic complexity extracted from the HARPS- 
N RVs ( v obs , dark blue stars) as a function of the whole sunspot area (in 
millionths of solar hemisphere; left-hand panel), and of the SDO spot filling 
factor (right-hand panel). In each panel, we give the Pearson correlation 
coefficient ρ, and show the best-fitting straight line (orange dashed lines). For 
comparison, we also show the inverse harmonic complexities extracted from 

the shift-driven RVs ( v ⊥ ) in grey dots, with Pearson correlation coefficients 
of 0.55 and 0.39 with the whole spot area and SDO spot filling factor, 
respectively. 

 

c  

o
s  

o  

2  

a
o  

s  

s  

v
m
v  

fi
∼  

s  

t  

(  

b  

fi
(  

s  

i
a  

s
t  

m  

f  

&

7 Note that, as discussed in Section 2 , small-amplitude planet signatures are 
expected to be preserved in the shift-driven RVs, v ⊥ . Coupling a multi- 
dimensional GP framework with the likelihood model of equation ( 5 ) will be 
implemented in a forthcoming work. 
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lmost three times greater than on individual seasons. As explained 
n Section 5.3 , we expect σ j to increase, since we have tripled the
umber of constraints in the fit. On the other hand, the values of
j obtained with the multidimensional GP in Table 5 are about 
.8–1.0 m s −1 , significantly smaller than 1.8 m s −1 . Moreo v er, such
 high value can be explained neither by supergranulation or long- 
erm instrument stability. We therefore conclude that, as things stand, 
uasi-periodic stellar activity RV signals are better modelled by GPs 
n chunks during which c ycle-driv en variations remain small. 
If we now model the full time series of shift-driven RVs, v ⊥ 

, with
 single 1D GP, the best-fitting hyper-parameters are fully consistent 
ith those obtained on individual seasons, despite the variations of 
 GP between 2015 and 2024. The best-fitting evolution time-scale and 
P period lie in between the estimates listed in Table 4 , and a model
ith high harmonic complexity ( λp = 0.23 ± 0.01) is preferred. The 
alue of σ j (0.62 ± 0.02 m s −1 ) lies in between the values obtained on
ndividual seasons (between 0.57 and 0.72 m s −1 ), which indicates 
hat our fit is as good on the whole data set as it is on individual
easons. This can be explained by the fact that most of the long-term
cti vity v ariations (e.g. induced by the magnetic cycle), are well
aptured by v ‖ and, thus, well filtered out from v ⊥ 

. Therefore, we 
 xpect the GP co variance matrix to e xhibit fe wer v ariations in the
ase of v ⊥ 

than in the case of v obs . 
To investigate what drives the evolution of the quasi-periodic 

ovariance kernel in v obs , we divide the HARPS-N RVs into 270- 
 chunks (i.e. 10 rotation periods), using a moving window with a
tep of 100 d. After discarding chunks containing large gaps in the
ata, we model each subset of data using a GP with the quasi-periodic
ernel given in equation ( 6 ). The best-fitting hyper-parameters are 
hown in Fig. C5 . The variation of the GP amplitude, which is well
escribed by a parabola, is unsurprisingly a good tracer of the solar
agnetic cycle. We do not observe significant variations either in 

he time-scale of the evolution of the GP or in the period, due to the
elatively large uncertainties over these two parameters (about 4 d and 
 d for λe and P GP , respectively). On the other hand, inverse harmonic
omplexity, λp , varies significantly from one chunk to the next. When 
iscarding the values obtained during solar minimum, often plagued 
ith large uncertainties due to the weak activity signal, we find 
 positive correlation with the GP amplitude (Pearson correlation 
oefficient of 0.7). 
In order to better understand the origin of this correlation, we
ompare in Fig. 14 the values of λp to the whole sunspot area
bserved by USAF/NOAA 

7 , averaged over each chunk outside the 
olar minimum, and to the spot filling factor derived from SDO HMI
bservations (using the method of Milbourne et al. 2019 ; Ervin et al.
022 ; Haywood et al. 2022 ; Lakeland et al. 2024 ). Both quantities
ppear to strongly correlate with λp (Pearson correlation coefficients 
f 0.94 and 0.82; see Fig. 14 ). When the spot filling factor is large,
unspots are likely to be more evenly distributed in longitude at the
tellar surface, which results in a smoother RV signal (i.e. greater
alues of λp ). Conversely, for small filling factors, sunspots are 
ore likely to be longitudinally isolated and create sharper RV 

ariations. We also find that λp exhibits a weaker correlation with the
lling factor of faculae and plages (Pearson correlation coefficient of 
0.6). This suggests that long-term variations in λp are due more to

unspots than to the magnetic cycle, known to be best described by
he filling factor of faculae/plages o v er the course of our observations
Cretignier, Pietrow & Aigrain 2024 ). The inhibition of conv ectiv e
lueshift in faculae induces an RV contribution that evolves, to the
rst order, as the square of the disc-integrated photospheric flux 
Aigrain et al. 2012 ). Therefore, in absence of spots, the RV activity
ignals should not vary less smoothly than the FWHM or the S
ndex. On the other hand, spot-induced activity signals, which vary 
s the deri v ati ve of the photospheric flux, are characterized by a
ignificantly higher harmonic complexity. Therefore, despite the fact 
hat faculae dominate the stellar activity RV budget, spots remain the

ain driver of the smoothness of the signal, probed by λp . Despite the
act that this result has been intuited in the literature (e.g. Nicholson
 Aigrain 2022 ), it is the first time that it is observed on data. 
MNRAS 531, 4238–4262 (2024) 
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8 Note that, CCFs may not be the most accurate way of estimating line profiles 
(in comparison to e.g. profiles obtained via least-squares deconvolution; see 
Donati & Brown 1997 ; Lienhard et al. 2022 ). 
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In contrast to v obs , no coherent variations in the statistical
roperties of v ⊥ 

are observed. The GP amplitude remains roughly
onstant o v er time, and the correlation between λp and the spot
lling factor (or whole spot area) is now much weaker (Pearson
orrelation coefficients of 0.55 and 0.39; see Fig. 14 ) is observed.
his confirms that, unlike v obs , the quasi-periodic activity signal in
 ⊥ 

can be modelled by a single GP on time scales of several years
potentially o v er the full c ycle). 

.2 Impact of systematics 

he analysis presented in this study was conducted on CCFs com-
uted from spectra processed by YV1, as described in Section 3.2 .
ost of the corrected systematics are expected to impact the shape

f the CCFs and therefore the activity-filtering framework described
n Section 2.1 . To quantify this impact, we repeat the analysis
resented in Section 4.1 with the non-YARARA-processed spectra.
he spectra selected in Section 3.1 are normalized and aligned using

he procedure described in Section 3.2 , and CCFs are computed
sing the ‘Kit-Cat’ line list of Cretignier et al. ( 2022 ). Following the
ethod described in Section 2.1 , we extract the time-series of v ‖ and
 ⊥ 

, using the first 4 components in the basis projection. 
We find that, whereas the RMS of v obs remains pretty similar in

he post-processed counterpart, the shift-driven RVs v ⊥ 

(resp. shape-
riven RVs v ‖ ) are now significantly more (resp. less) dispersed,
ith a dispersion of 1.36 m s −1 RMS (resp. 1.52 m s −1 RMS). When
orking independently on the three seasons defined in Table 2 , we
nly see a noticeable decrease in RV RMS in Season 3. Component
 1 still correlates well with the FWHM of the CCF, but both time-

eries are dominated by 0.5- and 1-yr periodic modulations, induced
y the Earth orbital obliquity and eccentricity (Collier Cameron
t al. 2019 ). In contrast, no more correlation between U 1 and v obs ,
 s and S HK is observed. Moderate correlations (Pearson correlation

oefficients up to ∼0.6) are observed between these quantities and
igher-order components, which reflects the fact that information
as been diffused among the SVD components, due to systematics
ontributing as much, if not more, to the CCF variations. 

When the RV time-series are modelled with a quasi-periodic 1D
P, we find that v ‖ is significantly smoother and slo wly-e volving than

ts YV1-processed counterpart. The fit is now poorer, with a residual
MS twice as large. This is due to the fact that v ‖ is plagued with

ystematics (e.g. due the 0.5-yr and 1-yr variations in FWHM Collier
ameron et al. 2019 ), which affects the GP modelling. On the other
and, whereas no significant changes in the statistical properties of
 ⊥ 

are observed, the values of σ j , the uncorrelated jitter term, have
ncreased to ∼1 m s −1 , which means that the fit is poorer. We conclude
hat our framework to correct for shape-driven RV variations works
est when systematics have been corrected beforehand, through a
edicated post-processing technique. The latter helps to better isolate
tellar activity signals in the spectra, which can therefore be more
ccurately modelled. 

.3 Activity filtering and planet recovery 

y jointly modelling the stellar activity RV signal in v obs with
if ferent acti vity proxies, either extracted from the input spectra (e.g.
CF FWHM, S HK ) or from our framework (i.e. v ‖ ), we demonstrated

hat long-period planets with small RV semi-amplitudes could be
eliably detected with a multidimensional GP framework (see Table
 ). This experiment also confirms that modelling the reduced RVs
ith a one-dimensional GP will likely yield imprecise parameters for

ong-period planets, whereas multidimensional GPs, by increasing
NRAS 531, 4238–4262 (2024) 
he number of constraints on the fitted parameters, will, in most cases,
rovide a more robust treatment of long-term variations. 
Further investigations are also needed to leverage all the informa-

ion available in the wavelength space (CCFs 8 , spectra) to extract
lanet signatures in an optimal way and increase the constraints
n their parameters (following the works of e.g. Dumusque 2018 ;
ajpaul et al. 2020 ; Collier Cameron et al. 2021 ; Al Moulla et al.
022 ; Cretignier et al. 2022 ; de Beurs et al. 2022 ). In particular,
ethods like Doppler Imaging (Kochukhov 2016 ; Luger et al.

021 ; Asensio Ramos, D ́ıaz Baso & Kochukhov 2022 ; Klein et al.
022 ), which model the full absorption line profile (or spectrum),
hereby bypassing the computation of RVs, might become robust
omplements to usual activity modelling techniques. Finally, long-
erm variations of the activity properties o v er the cycle (as evidenced
n Fig. 13 ) are still hard to reproduce by current state-of-the-art
odelling tools like GPs. Defining more physically driven GP kernels

e.g. Hara & Delisle 2023 ) or allowing some hyper-parameters to vary
ith time are potential avenues for solving this problem. 
Yet, even if the best-case scenarios, the RV residuals of the GP

t exhibit RMSs greater than ∼0.5 m s −1 , significantly larger than
he formal RV uncertainties of ∼0.1 m s −1 for the daily binned
ata. This high dispersion is most likely attributable to the long-
erm instrument stability and to the solar supergranulation. This
henomenon, whose origin remains unclear (see Rincon & Rieutord
018 , for a re vie w), is expected to induce RV signals on the same
rder of magnitude as our residuals (Meunier et al. 2015 ; Al Moulla
t al. 2023 ). Moreo v er, as we do not e xpect granulation signals to
av e ob vious effects on the shape of the spectral lines, the activity-
ltering method presented in Section 2.1 would not correct for them.
imilarly, our GP model is not expected to affect supergranulation
ignals, as it is designed to account for rotationally modulated
ctivity signals which evolve on significantly longer time-scales
han supergranulation. Averaging out the RV effect of supergran-
lation using dedicated sampling strategies, as generally done for
scillations- and granulation-induced RV signals (Dumusque et al.
011 ), is not a straightforward option here, as it will require the
tar to be intensively observed on time scales of days. As indicated
n Meunier & Lagrange ( 2019 ), better understanding the origin of
upergranulation, and developing physically or data-driven methods
o model its RV contributions (O’Sulli v an & Aigrain 2024 , see), will
e an important step to detect Earth-mass planets as part, for example,
f PLATO ground-based monitoring or dedicated RV surv e ys like
he Terra Hunting Experiment (Hall et al. 2018 ). As things currently
tand, supergranulation signals have to be treated as white noise,
hich is emphasized by the fact that, in Section 4.2 , the precision of

he reco v ered planet semi-amplitudes impro v es as the squared root of
he number of measurements. If this result is confirmed by dedicated
tudies, it would mean that RV monitoring missions should aim at
aximizing the number of measurements on each target (ensuring

hese are spaced at least 1–2 d apart so that the super-granulation
ignal is uncorrelated), even at the cost of monitoring fewer stars
 v erall. 
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PPENDI X  A :  YA R A R A  U P G R A D E  
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or HARPS-N w as straightforw ard given that both instruments are
ery similar, but peculiarity of the HARPS-N instrument pushed us
o slightly modify one of the post-processing recipe. Indeed, the
V1 pipeline was subsequently impro v ed to better disentangle the

hange of PSF from stellar activity (see appendix C in Stalport
he figure is identical to the fig. C.2 obtained for HD4628 in Stalport et al. 
sented here the ‘blue CCF’ ( λ < 4877 Å) analysis. Left: PCA components 
 the S HK is also shown in black. The vertical dotted line split the symmetric 
 R is shown on the left of the profiles and is in bold for significant symmetric 
ams in days. The time-series coefficient used to correct for the change of the 
ents). 
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Figure A2. Same as Fig. A1 for the green CCF (4877 Å < λ < 5856 Å). The jump corresponding for the warm-up of the detector is not visible around 
BJD = 58 629 on contrary to the blue CCF. This indicates that warm-up signatures are mainly visible in the blue part, coherent with the higher contrast of the 
ghosts. 
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t al. 2023 ). We briefly summarize the method used to measure
he variation of the PSF time-series. We assumed that instrumental 
hanges were mainly dominated by symmetrical variations of the 
ine profile, which is valid since any asymmetric change of the line
rofile would also introduce an RV offset that is not observed. The
ethod therefore consists in (1) deriving CCFs from the spectra, (2)

orrecting the position of their centroid by the RV value obtained 
rom a Gaussian fit, (3) subtracting the median CCF from each 
 V-corrected CCF , (4) linearly detrending the median-subtracted 
CFs from the S HK index 9 , and (5) transforming the residuals CCFs
 CCF( v i , t ) into a merged symmetric versus asymmetric  profiles
 = [  CCF sym 

( v i , t ),  CCF asym 

( v i , t )]. A PCA is then performed
n the transformed residual CCFs and only the components that are 
ignificantly symmetric (with a parameter 10 R > 3) were selected. 
uch a method can be understood as an alternative version of the
CALPELS algorithm (Collier Cameron et al. 2021 ) using ACFs. 
he reason for the usage of the S HK was the almost perfect relation
etween this index and the filling factor of activ e re gions (Cretignier
t al. 2024 ) and the relati ve unsensiti vity of these lines to instrumental
ystematics that mainly affect sharps photospheric lines, but less 
trongly deep and broad chromospheric lines. 

The time-domain scores of those components are then used as 
inear predictors to decorrelate the residual spectra time-series from 
 Where the linear coefficients are determined on the high-pass filter of the 
ignals. 
0 see Stalport et al. ( 2023 ) for the precise definition of R 

e  

s
e  

t
fi  
he instrumental PSF change as explained in Cretignier et al. ( 2021 )
here we already demonstrated that the method was preserving 
lanetary signals. When we upgraded the recipe in Stalport et al.
 2023 ), the change of the cryostat was at this time really recent
nd we did not have enough perspective to understand its effect,
ut the solar data revealed new properties about the instrumental 
ntervention. 

The previous recipe was mainly moti v ated to correct the large
nstrumental PSF defocus visible in 2012 at the beginning of the
nstrument’s lifetime (before the installation of the solar telescope). 
fter the change of the cryostat, we observed that the previous
eveloped recipe was imperfect. Indeed, the change of the PSF was
reviously obtained with a white CCF using the full wavelength 
andpass between 3900 and 6835 Å, since at first order, all the
tellar lines behave in a similar way on the spectrum. Ho we ver,
nvestigations on the Sun show that some instrumental effects are also
ery chromatic. As an example, the warm-up of the detector mainly
ffect the blue part of the spectrum since the contrast of the ghosts
s larger in the blue spectral range. Also, the change of the cryostat
ntroduced a larger signal in the green and blue part of the spectrum
ompared to the red, but the reason for this signature is yet unknown.
e therefore modified the recipe developed in Stalport et al. ( 2023 )

y computing three colours CCFs (blue, green, and red) splitted 
venly in wavelength and used the obtained vector to decorrelate the
pectra residuals time-series as explained in YARARA Cretignier 
t al. ( 2021 ). The reason for three colour is mainly justified by
he usual trade-off sensitivity versus SNR. We displayed the same 
gure as the one obtained for HD4628 in Stalport et al. ( 2023 ) for
MNRAS 531, 4238–4262 (2024) 
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M

Figure A3. Same as Fig. A1 for the red CCF ( λ > 5856 Å). The jump corresponding for the warm-up of the detector is not visible, neither the cryostat change. 
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he solar observations in Figs A1 , A2 and A3 with blue and green
CFs, respectively. 
The first PCA component of blue and green CCFs reveal the clear

ignature of the change of v sin i and of the cyostat change around
JD = 2459 491. The second PCA component in the blue contains
xtra component such as the warm-up at BJD = 2458 629, while
he green CCFs contains a long trend with the cryostat offset. This
ong trend may be correlated with the long decrease in SNR due to
geing of the solar dome. The third PCA component is mainly an
ntisymmetric variation (therefore not used) and clearly show the
tellar activity power at Prot/2. 

PPENDIX  B:  PLANET  DETECTION  MAPS  

ig. B1 shows the detection rates of the planets injected in the
ARPS-N solar CCFs without and with activity filtering (see Section
NRAS 531, 4238–4262 (2024) 
.2 ), as a function of the planet RV semi-amplitude K inj and orbital
eriod P orb . Planets considered to be detected if the reco v ered
V semi-amplitude differs by less than 1 σ from K inj and differs

rom 0 by at least 3 σ . As outlined in Section 4.2 , the activity-
ltering framework increases the sensitivity to planets with low semi-
mplitude (typically lower than 0.4 m s −1 ) and larger orbital period
typically greater than ∼100 d). We note a very light decrease of
he detection rate of short-period higher-amplitude planet signatures
fter activity filtering. This can be understood as uncertainties on the
V semi-amplitude are significantly smaller when estimated from the
ctivity-filtered RVs than from the raw RVs (see Fig. 9 ). Note that,
he best estimates of the RV semi-amplitudes of the planets missed
ithin ths (K inj ,P orb ) space still lie within 2 σ of the injected RV semi-

mplitude. 
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Figure B1. Planet detectability maps, as a function of the RV semi-amplitude and orbital period, reco v ered from the HARPS-N solar RVs without activity 
filtering (left-hand panel) and using the activity-filtering framework of Section 2.1 . In each panel, the colour code depicts the planet detection rate (dark 
blue/yellow indicating detection rates close to 0/100 per cent). The numbers within each cell indicate the detection rate in per cent. 
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PPEN D IX  C :  GAUSSIAN  PROCESS  

O D E L L I N G  

n this appendix, we give additional details of the GP modelling of
pectroscopic activity indicators, namely the HARPS-N solar RVs 
 v obs ), the time-series of v ⊥ 

and v ‖ , computed in Section 4.1 , and
sual activity proxies (i.e. FWHM, V s and S HK ). In Figs C1 , C2 ,
nd C3 , we show the quasi-periodic 1D GP fit to the different time
eries in Season 1 (2015–2018), 2 (2018–2021.8), and 3 (2021.8–
024), respectively. The posterior densities of the hyper-parameters 
f the 1D GP fit to the time-series of eigenvectors U 1 , U 3 , and U 4 ,
xtracted in Section 4.1 , are shown for all three seasons in Fig. C4 .
e visually see the change in the solar activity regime from one

eason to the next. Activity-induced fluctuations are most clearly 
n the start of cycle 25 (Season 3, Fig. C3 ), when the Sun is more
ctiv e. In this re gime, rotationally modulated signals are present in all
ctivity proxies except v ⊥ 

, where they have been filtered out. These
ctivity-induced fluctuations appear significantly faster -ev olving at 
he end of cycle 24 (Season 1, Fig. C1 ), which is consistent with
he lo wer GP e volution time scale and inverse harmonic complexity
f this season (i.e. λe and λp from Table 4 ). The signal is the most
omple x o v er the solar minimum (Season 2, Fig. C2 ). In this case,
he GP fit is controlled by the few activity-induced fluctuations, 
isible notably in the end of the season, which explains why the
est-fitting GP parameters in Table 4 are similar to those obtained
n Season 3. Outside these activity-dominated regions, we note that 
he FWHM and S HK index are mostly flat, whereas the RVs still
xhibit fluctuations of about 1 m s −1 peak-to-peak, most likely due
o an interplay between activity residuals, granulation and instrument 
tability. 
MNRAS 531, 4238–4262 (2024) 
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Figure C1. Best-fitting GP prediction to different time-series of activity indicators extracted from HARPS-N Solar spectra, during Season 1 (i.e. 2015 to 2018, 
see Table 2 ). In each panel, the data points with formal 1 σ error bars are shown in black dots, and the best-fitting GP prediction (resp. 1 σ error bands) is indicated 
by the magenta solid line (resp. shaded bands). 
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Figure C2. Same as Fig. C1 , for the activity indicators observed during Season 2 (i.e. during solar minimum; see Table 2 ). 
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Figure C3. Same as Fig. C1 , for the activity indicators observed during Season 3 (i.e. start of cycle 25; see Table 2 ). 
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Figure C4. Uni-dimensional posterior distributions of the GP evolution time-scale (left-hand column), inv erse-harmonic comple xity (middle column) and 
period (right-hand column) obtained by modelling the HARPS-N solar RVs (filled grey histograms), v ⊥ (filled yellow histograms), and U 1 , U 3 , and U 4 (thin, 
medium thick, and thick grey lines). 
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Figure C5. Distribution of the best-fitting GP hyperprameters obtained by 
modelling 270-d chunks of HARPS-N solar RV. The dotted blue line in the 
top panel shows the best-fitting parabola to the GP amplitudes. The three 
seasons defined in Table 2 (i.e. end of Cycle 24, solar minimum and start of 
Cycle 25) are delimited by the vertical dashed lines. 
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