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ABSTRACT Commercially available quantum computers are expected to reshape the world in the near
future. They are said to break conventional cryptographic security mechanisms that are deeply embedded
in our today’s communication. Symmetric cryptography, such as AES, will withstand quantum attacks as
long as the key sizes are doubled compared to today’s key lengths. Asymmetric cryptographic procedures,
e.g. RSA, however are broken. It is therefore necessary to change the way we assure our privacy by
adopting and moving towards post-quantum cryptography (PQC) principles. In this work, we benchmark
three PQC algorithms, Falcon, Dilithium, and Kyber. Moreover, we present an implementation of a PQC
stack consisting of the algorithms Dilithium/Kyber and Falcon/Kyber which use hardware accelerators for
some key functions and evaluate their performance and resource utilization. Regarding a classic server-client
model, the computational load of the Dilithium/Kyber stack is distributed more equally among server and
client. The stack Falcon/Kyber biases the computational challenges towards the server, hence relieving the
client of performing costly operations. We found that Dilithium’s advantage over Falcon is that Dilithium’s
execution is faster while the workload to be performed is distributed equally among client and server,
whereas Falcon’s advantage over Dilithium lies within the small signature sizes and the unequally distributed
computational tasks. In a client server model with a performance limited client (i.e. Internet-of-Things - IoT
- environments) Falcon could proof useful for it constrains the computational hard tasks to the server and
leaves a minimal workload to the client. Furthermore, Falcon requires smaller bandwidth, making it a strong
candidate for deep-edge or IoT applications.

INDEX TERMS Data processing units, Dilithium, falcon, Kyber, post-quantum cryptography.

I. INTRODUCTION
Since several years now, quantum computing is a subject
of intense research [1]. A commercial quantum computer is
expected to be available within the upcoming years while
prototype systems [2] or digital annealers [3] as well as
quantum annealers [4] that operate on similar terms are
already available. That poses a severe thread to our nowadays

The associate editor coordinating the review of this manuscript and

approving it for publication was Lei Shu .

used communication systems based on classic cryptographic
infrastructure and methodologies. Asymmetric cryptography,
such as for example RSA, is said to be broken by a quantum
processor [5]. Symmetric cryptography, e.g. AES, is expected
to be quantum safe as opposed to asymmetric cryptography
as long as its key size is doubled [6]. The currently used
asymmetric cryptography algorithms need to be replaced
by quantum secure algorithms or so-called post-quantum
cryptography which are developed specifically to be resilient
against quantum computers.
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As a result of this reality, Fig. 1 shows the narrative
on which future communication networks will most likely
evolve: deep-edge [7] verticals that process data employing
confidential computing (CC) [8] techniques locally and
communicate securely to edge nodes using PQC. The
edge nodes employ not only confidential computing, but
software defined perimeters (SDP) [9], [10], [11] to isolate
processes, utilize quantum resilient communications and
smart orchestrators [12] to distribute workloads federatively.
When necessary, they connect to the cloud which also
operates under the same principles.

SDPs and CC are both related to improving the security
of cloud computing environments. SDPs are a security
architecture that creates a secure, isolated network connection
between the user and the application. This connection
is dynamically established using cryptographic techniques.
Access to the application is granted only to authorized users.
SDPs, which may include Trust Zones [13], are fundamental
in some verticals where the infrastructure is massively
shared by different, if not multiple, stakeholders. In cellular
networks, to give an example, SPDs are normally leveraged
to isolate data traffic from signalling traffic and Operation
and Maintenance (OAM) traffic [14], or to support multi-
tenancy [15]. This leads to the core of the issue investigated
in this work: provided that in some verticals PQC encryption
will run from the deep edge (mobile user) to the cloud, how
do we select the most suitable PQC algorithm depending
on the resources available by the owners of each of the
communication channels?

Confidential computing is a set of technologies and
practices that protect data in use, ensuring that sensitive
data is never exposed, not even to the cloud provider [8].
CC technologies use hardware-based encryption to isolate
and protect data in memory and prevent unauthorized
access. The technology therefore uses trusted execution
environments and dedicated hardware [16]. While we envi-
sion a transition from non-confidential computing towards
confidential computing, we include in Fig. 1 an intermediate
state where CC nodes and non-CC nodes coexist. SDPs and
CC can be used together to enhance the security of cloud
computing environments. SDPs can provide an additional
layer of security by ensuring that only authorized users can
access the application [11], while CC can protect the data
that is being processed within the application. Together,
these technologies can help mitigate the risks associated with
data breaches and other cyber-attacks. They need, however,
to integrate PQC systems, and that includes the possibility of
different PQC technologies co-existing on end-to-end links
that span from the deep edge all the way into the cloud data
center.

The overall goal of enabling quantum and cyber resilient
infrastructures offering an edge-cloud continuum [17] sup-
porting heavy AI-based workloads is achieved through
the interconnection of diverse processing building blocks.
A heterogeneous fabric that is dynamic, that changes over
time through upgrades and replacements. Figure 2 shows this

edge-cloud continuum: deep edge nodes are operating under
limited connectivity and low power conditions. Those can be
mobile devices supporting fintech applications, autonomous
robots in factory environments, or connected cars that operate
under similar terms like [18], to name a few examples.
However, this does not preclude local processing power
for AI processes and establishment of quantum resilient
links. These deep edge nodes contain both communication
accelerators as well as processing units upgradeable through
PQC-based processes. Since the processing capabilities of
those deep edge nodes are low, they can access edge
computing platforms. The edge computing platform may be
highly dense edge micro data centers or lite edge nodes;
regardless of the entrance point, processes can be offloaded
through light containers [19]. In addition, cloud fabrics can
be connected to the edge platform. All these links are based
on PQC principles, creating a quantum resilience for data-
in-transfer. At the edge platform, processing blocks operate
under confidential computing principles, in which trust is
secured at both HW/SW level. In addition, SDP can be
created to cluster CC-based processors.

In this work, we investigate experimentally different
PQC algorithms when deployed on high-capacity network
interface cards, including hardware accelerators to offload
some key functions. The herein presented comparison is
done in order to discern the resources needed for the PQC
algorithms Kyber [20], Dilithium [21], and Falcon [22].
Hence, designers can be equipped better for their choice of
system depending on the communication channel segment
they are deploying their application on. This is achieved
by implementing the PQC software stack for key sharing
between a server and a client. This stack consists of two
parts, a PQC signature algorithm for authentication of the
partners and a PQC key exchange mechanism (KEM). The
implemented signature algorithms are Dilithium [21] and
Falcon [22]. Furthermore, the PQC KEM is Kyber [20]
as it is the only KEM left in the NIST competition [23].
Fundamentally, Dilithium’s security is based on the hardness
of lattice problems over module lattices [24]. It builds on
learning-with-errors (LWE) and Short Integer Solution (SIS)
problems. Like Kyber, another algorithm used in this
work, Dilithium is a part of the Cryptographic Suite
for Algebraic Lattices (CRYSTALS). Similarly, Falcon’s
security roots on NTRU-lattices [22]. Kyber relies on the
challenge of solving learning-with-errors problems over
module lattices [20] in order to facilitate the secure digital key
exchange [25].

A. RELATED WORKS
There has been extensive work on different implementations
of PQC algorithms using a variety of different base platforms.
Some of the works focus on using special hardware platforms
such as FPGA [26], [27], GPU [28], RISC-V [29], [30] or
combination of platforms [31] to accelerate computationally
heavy mathematical parts of algorithms. Some parts of the
PQC algorithms, e.g. Number Theoretic Transform (NTT),
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FIGURE 1. Overall vision of the overlay of communication network segments and different emerging key applications. Cloud computing is foreseen to
massively employ confidential computing [8], including trusted execution environments [16], and software-defined perimeters [9], [10], [11] to isolate AI
workloads on shared infrastructure. We anticipate a shift from non-confidential computing to confidential computing, incorporating transitional stages
that encompass both non-confidential and confidential computing nodes. Cloud platforms are interconnected through edge computing platforms with
different degrees of processing power and are able to implement confidential computing too. Both cloud and edge computing platforms rely on a large
and dynamic number of point-to-point connections which will rely on PQC protocols.

can be parallelized and therefore benefit from platforms that
can provide heavy parallelization, such as GPUs or FPGAs.

In [32], the authors implement Falcon on a FPGA.
Deploying Falcon on a FPGA is a challenge because
Falcon uses floating point operations and recursive functions
which require modifications before they can be placed in
hardware. The authors state that their implementation of
Falcon’s key generation shows a high latency compared to
an Intel I7 software-based implementation while having a
high hardware utilization footprint [32]. They therefore state
that implementing Falcon’s key generation on a FPGA is not
attractive. Furthermore, they demonstrate that implementing
the signing process, as well as the verification process, on a
FPGA could be beneficial for the latency can be significantly
reduced compared to a pure software-based solution.

Other works focus on better software implementa-
tions that leverage special features of general purpose
computers [33], [34]. Dilithium and Kyber, for example,
offer implementations [20], [21] that take advantage of the
Advanced Vector Extensions operations (AVX2) [35]. The
optimized versions of Dilithium and Kyber that leverage
AVX2 achieve a significant speedup [20], [21].
This paper focuses on the reference implementations of the

PQC algorithms Falcon, Dilithium, and Kyber on Nvidia’s
data processing unit platform. Compared to mentioned work,
this paper presents the first in-line acceleration using DPUs
at data center linerates.

II. EXPERIMENTAL SETUP
This section describes the experimental setup with that
the herein presented results are obtained. It is similar to
the one presented in [36], but expanding the software
stack to the new PQC algorithms under evaluation. The
schematics of the experimental setup can be seen in Fig. 3.
Two Dell PowerEdge R7501 host each one NVIDIA Blue-
Field 2 MBF2M516A-CEEO2 data processing unit (DPU)
connected point-to-point via copper cable. Each DPU is
capable of transmitting and receiving data at 100 Gb/s
linerate. The DPUs are connected to their respective server
through peripheral component interconnect express (PCIe)
bridges. Eight on-board ARMv8 processor cores clocked
at 2750 MHz are part of each DPU. The goal of the
experiment is to share keys between server A / DPU A
and server B / DPU B shown in Fig. 3. For this purpose
we use Falcon/Kyber and Dilithium/Kyber software stacks.
Once both communicating parties have retrieved the key,
they communicate over symmetric encryption which is said
to be quantum resistant [6]. Both DPUs are equipped with
hardware accelerators for this purpose, and the software
stack employs them throughout the calling of the different
processes. It is worth pointing out that although there are

1https://i.dell.com/sites/csdocuments/Product_Docs/en/poweredge-r750-
spec-sheet.pdf

2https://docs.nvidia.com/networking/display/bluefield2DPUENUG/
specifications
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FIGURE 2. Confidential Computing processing blocks can be clustered
through Software Defined Perimeters while all blocks are securely
exchanging data using PQC protocols. These large cloud computing
platforms are then connected to edge computing platforms of different
sizes which are interconnected through communication channels using
PQC encrypted protocols as well. Depending on communication scenario,
the type of node, the devices used for communication, or other factors,
the ideally employed PQC algorithm can differ.

reports on implementations of hardware accelerators for
Dilithium [29] and Falcon [30], this paper presents the first
in-line acceleration at data center linerates.

A. IMPLEMENTATION
We first start the protocol by establishing a channel between
client and server using openssl [37]. For the initial step
of authentication we use self-signed certificates for both
client and server. In case the protocol was to be used
for real-world use cases, the self-signed certificates would

FIGURE 3. Experimental Setup for establishing a PQC encrypted
handshake based on either Dilithium/Kyber or Falcon/Kyber. Both DPUs,
A and B, are hosted in two separate servers and connected to them over
PCIe. The DPUs are interconnected point-to-point by a copper wire
connection capable of providing up to 100 Gb/s.

need to be replaced by real certificates provided by a
certificate authority [38]. Then, depending on the version of
the software stack, we use the PQC signature schemes Falcon
or Dilithium in order to benchmark them in their various
security levels. Subsequently, we exchange keys using Kyber.
For all three PQC schemes we use their reference imple-
mentation application programming interfaces (APIs) of
Falcon [39], Dilithium [40], and Kyber [41]. Both reference
implementations of Dilithium and Kyber are based on a
library that implements the FIPS-202 algorithms [42] such
as NTT for multiplication of polynomials with coefficients
mod integers and barret and montgomery reductions for
modular operations. We implement the software stack by
using the reference implementation of the algorithms. For
benchmarking purposes the algorithms Falcon, Dilithium,
and Kyber are executed repeatedly for 10.000 times to
gain statistically relevant results. In the real-world scenario,
the algorithms are executed only once. After the signature
scheme and the key exchange, we have the shared key from
the openssl session and the PQC key exchanged using Kyber.
Then we mix the openssl shared key with the PQC keys
by performing an XOR operation. This way we ultimately
retrieve a secure ephemeral 256-bit key that is used for
AES-256 symmetric key encryption [6] as explained in [43].

III. RESULTS
All algorithms consist of multiple processing intensive
parts. In this part we are analysing the main functions of
Falcon’s [22], Dilithium’s [21] and Kyber’s [20] reference
implementations. The main three steps of the signature algo-
rithms Falcon and Dilithium are key generation, verification,
and sign. Key generation and signing are done by the server.
It is the client’s responsibility to ensure the validity of the
server’s signature. This step is called verification.

A. BENCHMARK: FALCON
Figure 4 shows the reference implementation of Falcon
presented in [22], profiled in terms of cpu cycles that are
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required per execution. Falcon is one of three remaining sig-
nature algorithms in the NIST competition [23]. Falcon relies
on the theoretical foundation developed by Gentry, Peikert,
and Vaikuntanathan for lattice-based signature schemes [44].
This framework is applied to NTRU lattices, utilizing a
trapdoor sampler known as ‘‘fast Fourier sampling.’’ The
fundamental challenge addressed is the short integer solution
problem (SIS) over NTRU lattices [22], [45].
As signature algorithm Falcon comprises the three main

subroutines key generation, signing, and verification [22].
Falcon 512 has a public key size of 897 bytes and a signature
size of 666 bytes while achieving NIST security level 1.
Falcon 1024 satisfies NIST level 5 with a public key size
of 1793 bytes and a signature size of 1280 bytes [22].
Falcon 256 is not considered NIST secure. Regardless,
it is included in the reference implementation for research
purposes. Therefore, it is included in Fig. 4 as a reference
but excluded in the detailed comparison.

During the key generation the algorithm employs
AES-generated pseudo-random numbers as seeds to initialize
SHAKE-256 for calculating random polynomials with
a Gaussian distribution. If the squared norm of these
polynomials is beyond bounds, or if the orthogonalized vector
norms deviate, the algorithm discards them and generates
new polynomials. The Fast-Fourier Transform (FFT) is
utilized to compute orthogonalized vector norms. Using
the polynomials, the algorithm generates a public key
polynomial. The key generation component solves the NTRU
equation to compute the key polynomials.

As shown in Fig. 4, the computationally most challenging
part is the key generation. This procedure of Falcon is
by almost two orders of magnitude slower than all other
functions of the algorithm. Upgrading security from Falcon
512/NIST 1 to Falcon 1024/NIST 5 comes with a penalty
of a 93% increase of required cpu clock cycles for the key
generation. Signing takes 69% more clock cycles for Falcon
1024 compared to Falcon 512. The verification of a signature
requires 70% more clock cycles for the NIST 5 version of
Falcon confronted with the NIST 1 version. Moreover, it is
clear to see that the step of the key generation is subject to the
largest standard deviation compared to the other functions.

The functions A, B, C, D, E, and F benchmarked in Fig. 4
are performed by the server while the function G and H are
executed by the client.

B. BENCHMARK: DILITHIUM
Dilithium’s security standards 2, 3 and 5 vary in size of
their corresponding public key and signature size. Dilithium 2
has a public key size of 1312 bytes and a signature size of
2420 bytes. Using Dilithium 3 implies a public key size of
1952 bytes and a signature size of 3293 bytes. The highest
security level of the algorithm, Dilithium 5, has a 2592 bytes
public key and a 4595 bytes signature [21].
The herein tested implementation of Dilithium uses

SHAKE for matrix expansion, vector masking, and sampling
of the secret polynomials. A version of Dilithium’s reference

FIGURE 4. CPU performance of main Falcon functions conducted on DPU.
The functions’ names have been kept as in the reference implementation:
A = keygen, B = expand private key, C = sign without expanded key,
E = sign with expanded key, G = verify. Additionally, the functions D, F,
and H are respectively identical to the functions sign (C), sign with
expanded key (E), and verify (G) with constant-time hash-to-point.

FIGURE 5. Benchmark of Dilithium’s main functions in required cpu cycles
per execution. A = Verify, B = Sign, C = Keypair, D = poly_challenge,
E = poly_pointwise_montgomery, F = poly_ntt, G = poly_uniform_
gamma1, H = poly_uniform_eta, and I = polyvec_matrix_expand.

implementation using AES for the aforementioned steps
exists. However, this version is not considered here since it
requires AVX2 operations and the DPU’s ARM cores do not
support AVX2. Therefore, during the key generation SHAKE
is used. Moreover, NTT is employed during the signature
generation [21], [45].

As with Falcon in the previous section, here we benchmark
Dilithium’s reference implementation [21] in the unit cpu
cycles. The results of this experiment are shown in Fig. 5.
In terms of verification, upgrading the security level from
Dilithium 2 to Dilithium 3 comes with a 45% penalty. From
NIST level 3 to NIST level 5 the costs are increased further
by 47%. Signing rises the required clock cycles for upgrading
Dilithium 2 to Dilithium 3 by 46% and an even further 20%
increase from Dilithium 3 to 5.

Generating a key pair costs a 57% difference in required
clock cycles while increasing the security level from 2 to 3.
An additional 42% are needed if going up from Dilithium 3
to Dilithium 5. Signing is the function that has the largest
standard deviation compared to other functions of Dilithium.
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The functions A, and E benchmarked in Fig. 5 are executed
by the client. B, C and F are performed by the server. D, G,
and I are used by both the server and the client.

C. BENCHMARK: KYBER
Kyber is the only remaining KEM in the NIST compe-
tition [23] and it will most likely be the main algorithm
for the key exchange stage of PQC-based communication.
As such, the reference implementation includes Kyber 512,
768 and 1024 [20] where the user can select this segment’s
security level of the key exchange. The main routines of
Kyber are called key generation, key encapsulation, and
key decapsulation. During the key generation, a key pair
consisting of a public key and a private key is generated.
The public key is sent openly over a network while the
private key is kept privately at all time. The purpose of the
key encapsulation is to encrypt the key to be shared with
the public key. Ultimately, the key decapsulation serves for
retrieving the key that had been encrypted with the public key
in the encapsulation step.

Kyber’s three security levels employ different public key,
private key and cipher text sizes. The lowest security level,
Kyber 512, has a 1632 bytes private key, an 800 bytes public
key, and a 768 ciphertext. Kyber 768 requires a 2400 bytes
private key, a 1184 bytes public key, and a 1088 bytes
ciphertext. Kyber 1024, the highest security level, uses a
3168 bytes private key, a 1568 bytes public key, and a
1568 bytes cyphertext [20]. Like Dilithium, Kyber uses NTT
to achieve its security. The algorithm performs arithmetic
operations on 256 bit polynomials over a polynomial ring.
Regardless of the security level, the polynomials’ size and
modulus remain unchanged. Only the number of polynomials
involved grows with increasing security level [20].

The results of the benchmark test are shown in Fig. 6.
Comparing the three main routines of each Kyber NIST
level in terms of the key pair generation reveals a 47%
penalty when upgrading from Kyber 512 to Kyber 768.
Further enhancing the security to Kyber 1024 comes with
a cost of 41% more required clock cycles compared to
Kyber 768. Confronting the key encapsulation of Kyber
512 with Kyber 768 shows that 26% more cpu cycles are
needed for Kyber 768. Moreover, advancing towards Kyber
1024 requires 37% more clock cycles. A security level
upgrade of Kyber 512 to Kyber 768 costs 41% for the
key decapsulation routine. Choosing the highest NIST level
of Kyber is penalized with an additional 34% during the
decapsulation of a key compared to Kyber 768. The functions
A, C, and D benchmarked in Fig. 6 are executed by the server.
B and E are performed by the client. F, G, and H are used by
both the server and the client.

IV. COMPARISON: FALCON DILITHIUM
In Fig. 7, the main three functions of signature algorithms,
key generation, sign, and verify, have been repeatedly
executed over a given time. Generally speaking, the com-
putational load that needs to be performed for Dilithium

FIGURE 6. CPU performance of main Kyber functions. Using the labeling
of the reference implementation [20], the functions represented here
are: A = kyber_decaps, B = kyber_encaps, C = kyber_keypair,
D = indcpa_dec, E = indcpa_enc, F = polyvec_basemul_acc_montgomery,
G = INVNTT, and H = NTT.

FIGURE 7. Comparison between the main three parts, key generation,
sign, and verify, of Dilithium (blue) and Falcon (red). The step ‘verify’ is
performed by the client machine while the server executes the ‘keygen’
and the ‘sign’ steps. Dilithium has three NIST security levels, 2, 3 and 5
where Falcon has two Nist security levels, 1 and 5. Falcon’s key
generation is slower by several orders of magnitude compared to
Dilithium. Moreover, Falcon’s signing procedure is significantly slower
than Dilithium’s equivalent. The speed of Falcon’s verification procedure
is comparable to Dilithium’s verification.

by client and server is similar for both, server and client.
Regarding Falcon, however, the computational load distribu-
tion is different. Falcon’s server has to perform very intense
computational tasks, especially for the key generation. The
client only computes the verification that is computationally
less demanding compared to the key generation and signing
which are the server’s responsibility. This implies different
use cases for Dilithium compared to Falcon. It is notable that
increasing Dilithium’s security level from 2 to 3 to 5 comes
at a small computational penalty. Falcon’s key generation is
extremely slow compared to Dilithium. However, that step is
usually performed on a computationally powerful machine.
Moreover, that step does not need to be done very often as
the keys are generated once and then distributed to the client.
Both algorithms’ working principles, as well as their security
levels, are described in [46] in further detail.
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FIGURE 8. Network throughput of PQC algorithms Falcon, Dilithium, and
Kyber. A = Falcon 512, B = Falcon 1024, C = Dilithium 2, D = Dilithium 3,
E = Dilithium 5, F = Kyber 512, G = Kyber 768, and H represents Kyber
1024. The network load required by the execution of Falcon 512 and
Falcon 1024 is significantly lower than Dilithium’s and Kyber’s network
load. It is evident that Dilithium generastes a higher network throughput
than Falcon.

A. NETWORK LOAD
As presented, it is faster to execute Dilithium as signature
algorithm than Falcon. Hence, the generated network load
resulting from this is higher. This can be seen in Fig. 8.
The throughput of Falcon, however, is significantly lower by
about the factor of two orders of magnitude. In data centers
where the higher network load of Dilithium is negligible
compared to the available network capacity, Falcon is less
suitable thanDilithium.Moreover, in the data center scenario,
the equal computational load distribution has no impact since
client and server are likely to be both powerful machines.
Considering mobile or IoT applications where the systems’
priorities could be shifted towards lower network and pro-
cessing loads on the client side, Falcon offers an interesting
alternative to Dilithium. The computationally most expensive
parts of the algorithm, the key generation, and the signature,
are done on the server sidewhile the client only has to perform
the verification. The client requirements in terms of network
bandwidth or processing power are very small compared
to Dilithium. Especially in battery powered clients, the low
computational requirements of the verification combined
with a low network load is an advantage.

B. COMPARISON: IMPLEMENTATIONS ON
OTHER HARDWARE PLATFORM
In this section we compare the results that we are pre-
senting in this work to implementations reported on other
hardware platforms. This can be seen in Fig. 9. In [32]
the authors implement Falcon 512 and Falcon 1024 on a
Zynq Ultrascale+ FPGA ZCU1043 from AMD-Xilinx. The
authors use the Falcon reference C-code [22] submitted to
the NIST PQC standardization process [23] for their work.

3https://www.xilinx.com/products/boards-and-kits/zcu104.html#
information

TABLE 1. Number of clock cycles required per function reported in [32].
As the latency of the key_gen depends on a random seed, in [32], only the
latency including the standard deviation is indicated. However, the
thereof resulting number of clock cycles can be easily derived using the
operating clock frequency.

To achieve their results, the authors use the frameworks
Vivado and Vitis-HLS that are provided by AMD-Xilinx.
The execution time of the keypair generation, signature, and
verification is reported in the paper in the unit of ms. For
the purpose of comparability, we have converted the values
reported in [32] into executions per second. Moreover, as the
advantage of a hardware implementation lies not only within
the potential gain in speed but also in the deterministic
execution, Table 1 shows clock cycles required for the
execution of Falcon’s functions as presented in [32]. The
results in executions per seconds are shown in Fig. 9 in
red. It can be seen that verification achieves a speedup with
respect to the software-based implementation of the DPU and
the Raspberry Pi 4. However, implementing the signature and
the key generation of Falcon on a FPGA is a very hard task
since these parts of the algorithm uses floating-point numbers
and recursive functions which makes it a challenge from a
hardware design point of view [32]. Therefore, the obtained
results for the signature and key generation are considerably
slower compared to the DPU and the Raspberry PI 4 as it can
be seen in Fig. 9.

In [47], the authors present an implementation of Dilithium
and Kyber on a Xilinx Ultrascale+ ZCU102 platform.4 With
a performance-optimized strategy using the Vivado 2019.1
tool they achieve 270 MHz clock frequency on the FPGA.
The authors call the architecture that they propose KaLi.
It is specifically tailored for ASIC platforms and it can
perform all steps of all security levels of Dilithium and
Kyber. Table 2 shows their results for each Dilithium security
level and function in terms of clock frequency, required
clock cycles, and therefore resulting latency in µs. Their
results can be seen in Table 2. As the authors report the
latency in µs, we converted the latency into executions per
seconds for comparability and included the results in Fig. 9
in dark red. The hardware implementation presented in [47]
outperforms all software-based solutions presented in this
work. Comparing Table 1 with Table 2 demonstrates that
the implementation of Dilithium [47] yields more executions
per second with respect to the implementation of Falcon
presented in [32].

In [48] the authors report an implementation of Falcon 512,
Falcon 1024, Dilithium 2, Dilithium 3 and Dilithium 5 on

4https://www.xilinx.com/products/boards-and-kits/ek-u1-zcu102-g.
html#information
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TABLE 2. Number of clock cycles required per function reported in [47].
The clock frequency is indicated to be 270MHz for all functions and
security levels. A higher clock frequency combined with a lower required
count of clock cycles per execution yields an overall lower latency per
execution compared to the implementation of Falcon presented in [32].

FIGURE 9. Comparison of implementation of the PQC signature
algorithms Falcon and Dilithium on different hardware platforms:
Raspberry Pi 4 [48], represented in blue, Nvidia’s DPU in cyan,
Falcon 512/1024 on a Xilinx Ultrascale+ ZCU 104 FPGA [32] in red, and
Dilithium 2/3/5 on a Xilinx Ultrascale+ ZCU 102 FPGA [47] in dark red.
F 512/1024 stands for Falcon 512/1024. D2/3/5 represent
Dilithium 2/3/5. In our software stack the key generation and sign
processes are performed by the server while the client executes the
verification.

a Raspberry Pi 4 board5 with an 1.5GHz Quad-core ARM
64-bit processor equipped with 4GB of RAM. As operating
system a 64-bit Ubuntu 21.04 is installed. The authors report
the execution time of the keypair generation, signature, and
verification in ms. To achieve their results, the authors use the
OpenQuantumSafe6 project with its C-library liboqs for their
PQC examinations. In their work, the authors do not disclose
the number of clock cycles that were required for each step.
However, this value can be deduced using the processor’s
clock frequency divided over the number of executions per

5https://www.raspberrypi.com/products/raspberry-pi-4-model-b/
specifications/

6https://openquantumsafe.org/

second. For the purpose of comparability, we have converted
the results reported in [48] from latency in µs per execution
into operations per second. The Raspberry Pi 4 performs
well during Falcon’s key generation according to the values
denoted in [48] with respect to the Ultrascale+ ZCU104
FGPA and the DPU. Dilithium’s key generation is harder for
the Raspberry Pi 4 compared to the Ultrascale+ ZCU102
FPGA and the DPU. However, it outperforms the ZCU104
and the DPU during Falcon’s signing procedure. According
to the results shown in Fig. 9, Dilithium’s signature as well
as the verification for both algorithms, Falcon and Dilithium,
appears to be harder for the Raspberry compared to the DPU
and the Xilinx FPGAs.

V. CONCLUSION
In this work, we presented a secure network stack for
authentication and key exchange based on PQC algorithms
and benchmarked experimentally two strong contenders to
be used in deployed systems. As of now, Kyber remains the
only KEM left in the NIST competition [23], and hence,
it is included in both versions of the herein presented
network stack: Falcon/Kyber and Dilithium/Kyber. As to the
choice of signature algorithm added to the KEM, Dilithium
exceeds Falcon in environments where resources are fairly
available. E.g. in data centers the available network capacity
through processing capabilities and hardware accelerators
can easily provide for Dilithium’s higher network throughput.
Dilithium/Kyber is hence well positioned to be used in data
center environments, together with SDP technologies and
embedded with other CC technologies.

Falcon’s strengths, however, lie within an environment
where resources are restricted, devices’ capabilities are
limited as they are potentially battery powered, and the
available bandwidth might be low. In this kind of setting, the
server carrying out the majority of the computational tasks is
an advantage.

The results highlight a byproduct of the current PQC
algorithms development: multiple PQC algorithms are bound
to co-exist, each operating on a different segment of the
network depending on the processing power available and
network constraints.
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