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a b s t r a c t

This work presents an assessment of the potential of model predictive control (MPC) of a Dutch polder
system. The system drains to the Linge river and includes 13 weirs, 4 hydraulic gates and 4 large
pumping stations each equipped with multiple pumps, managed by the Water Board Rivierenland. The
management of the system must comply with several goals: keep the water levels within the bounds
of safety, pump out the excess water at minimum cost or CO2 emission, but always have enough
water for irrigation and shipping. To achieve these goals there are weirs regulating the water level in
different pools, pumping stations to pump water in and out and gates to let water in and out by free
flow when possible. These pumping stations consume large amounts of energy. We propose multi-
objective mixed-integer optimization by using goal programming to prioritize different operational
objectives. For the control of the pumps mixed-integer optimization is used, which makes it possible
to not only model the energy consumption of the pumps while in operation, but also to model if
the pumps are turned on or off. The control system is implemented using RTC-Tools, an open-source
software tool to implement MPC. It is demonstrated that the proposed control system implementation
can comply with the operational goals of the water board: keeping the water levels within the bounds
while reducing the operational costs. The proposed control system has been tested numerically on data
from the year 2013, and it is shown that it highly outperforms the current operation.

© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Low-lying countries have to constantly discharge water to
eep their land dry by pumping excess water to the sea, while all
he demands of the different users of water should be satisfied.
ith global warming and increasing sea level this task is go-

ng to present more challenges. Operational water management
rovides solutions for achieving the desired distribution of water
aking into account, the amount, the time and the location. The
istribution of water occurs by operating hydraulic structures
uch as pumps, weirs and gates. During the management of a
ystem with such structures, several factors have to be taken
nto account: safety, ecology, and requirements related to agri-
ulture, navigation, and recreation. Multi-objective programming
echniques can solve such problems. RTC-Tools is a decision sup-
ort system for water management, able to use multi-objective
ptimization and multi-objective programming techniques [1]. In
his work the development and use of additional components of

∗ Corresponding author.
E-mail addresses: klaudia.horvath@deltares.nl (K. Horváth),

.p.m.v.esch@tue.nl (B. van Esch).
ttps://doi.org/10.1016/j.jprocont.2022.10.003
959-1524/© 2022 The Authors. Published by Elsevier Ltd. This is an open access art
this decision support system are described and an application is
presented.

Model predictive control (MPC) has been used to control dif-
ferent kind of water systems [2]. MPC is especially suitable for
water systems due to its capability of dealing with model-based
predictions, known disturbances (such as weather forecasts or
tidal motion, day-ahead energy price forecasts), unknown distur-
bances (such as unknown inflows or water level changes caused
by unmodeled processes) and finally time delay. Its first use was
for irrigation and drainage systems [3–5]. It is often used for
reservoir operation [6,7] and not only for water quantity but
also for quality control [8]. Due to the complexity and price
of the development and infrastructure, there are only few real
implementations [9].

MPC has been used in water systems including pumps to min-
imize their power consumption, but they were mainly drinking
water systems and the dynamics of the pump was often not taken
into account in the modeling phase. The pump-dynamics is a
discrete, non-linear and non-convex process, which implies that it
is computationally hard to solve and multiple local optima exist.
In many polder systems, the pump head and pump discharge
both may vary over 50% to 100% of the design duty point of

the pumping stations. Therefore, correct modeling of the pump

icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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ehavior (head, discharge and power) is essential to minimize
nergy cost or energy consumption. [10] use stochastic model
redictive control on a reservoir–pump–wind–turbine system,
ut the dynamics of the pumps are not taken into account.
ne way to overcome the heavy computational burden is to not
inimize the energy used by the pumps directly, but the number
f switching intervals [11] or total on-time of the pumps [12]. [13]
sed a similar approach for a water distribution system (modeled
y system identification) in which the number of pumps turned
n was minimized. The disadvantage of these approaches is that
hey are hard to combine with other objectives and to integrate
nto a complex system. There are some studies that include
ump-dynamics into the optimization. [14] uses continuous op-
imization for drinking water systems, and uses post processing
o discretize and then to obtain the pump-schedule. [15] does
se discrete optimization, that is non-linear, but also non-convex,
hus optimality of the solution is not guaranteed. [16,17] uses dis-
rete optimization, convex modeling and linear (and thus convex)
ump modeling.
In this work convex, discrete, non-linear optimization is used,

hich is able to approximate the pump dynamics well and en-
bles real time implementation. There are two contributions of
his paper:

(1) development of a modeling framework of a water sys-
em containing hydraulic structures and pumps. The modeling
ramework includes:

– Convex modeling of each part of the water system
– The pumps are modeled including the pump curves in or-

der to achieve efficient pumping, which is different from
what is erroneously assumed by most: always pumping at
maximum efficiency.

– The on–off state of the pumps is included in the optimiza-
tion, therefore it became a mixed-integer problem that is
solved in real-time.

– The multiple objectives are approached using goal program-
ming instead of using weights on the objectives, therefore
the wishes of the water managers can be directly trans-
lated to goals and the results are reflecting the expectations
better.

he pump modeling approach has been discussed in detail in [18].
(2) presentation of a feasibility study of the optimization of the

omplete water system using historical data. Due to the way of
odeling the network, it is possible to always arrive at a solution

hat is physically possible and within acceptable computation
ime. This fact allows the application of this control technique in
eal situations.

The rest of the article is organized as follows: first the mod-
ling explained in general including the water system and the
ydraulic structures. Then the case study of the Linge River is
ntroduced, including the objective function specific for the sys-
em. Then the test scenario is described, and finally the results
re presented and the work is concluded.

. Methodology

.1. Framework for model predictive control and optimization

The optimization and the model predictive control are imple-
ented using RTC-Tools (Real Time Control Tools). RTC-tools is
n open-source, real-time control toolbox that can be used as a
ecision support system (DSS) for the control of a water system.
s such, it comprises of a computational model of the system,
n optimization algorithm, a platform for data aggregation, and a
ser interface. Among the desirable properties that a DSS should
129
have, the ability to produce consistent, explainable, computation-
ally efficient solutions is a fundamental one. RTC-tools guarantees
this provided that the system is modeled in a convex way. Indeed,
under mild technical assumptions, a convex optimization prob-
lem has a unique optimal value and an optimal solution can be
found via a deterministic, polynomial time algorithm. A convex
optimization problem can be written in the following form:

minimize
x

f0(x)

subject to fi(x) ≤ 0, i = 1, . . . ,m,

hi(x) = 0, i = 1, . . . , p,

(1)

where x ∈ Rn is the optimization variable, f0 : Rn
↦→ R is the

convex objective function, fi : Rn
↦→ R are the convex inequality

constraints and hi : Rn
↦→ R are the affine equality constraints.

The next step is to describe the operation of the pump is in such
form.

In this implementation discrete variables are needed to rep-
resent, for example, whether a pump is on/off or whether the
water level downstream of a pump is higher or lower than the
upstream level. As soon as integer variables are introduced in an
optimization problem this becomes, potentially, very computa-
tionally expensive to solve. Indeed, mixed-integer programming
is a NP-complete problem and its complexity grows exponentially
with the number of discrete variables [19]. However, there are
well-established exact algorithms and relatively efficient solvers
for linear and quadratic mixed-integer programs. RTC-Tools is
currently using the following solvers: CPLEX [20], Gurobi [21]
and CBC [22]. They are solving quadratic mixed-integer optimiza-
tion problems containing first-order and convex second-order
functions. They are also used in this paper and can be written as:

minimize
x

cif0(x)

subject to fi(x) ≤ 0, i = 1, . . . ,m,

hi(x) = 0, i = 1, . . . , p,
ci ∈ [0, 1], i = 1, . . . , n

(2)

where fi : Rn
↦→ R are first order of convex second-order

functions and hi are affine functions.

2.1.1. Multi-objective programming technique
RTC-tools can deal with multi-objective problems by applying

lexicographic goal programming. This is a useful multi-objective
programming technique when various, conflicting objectives are
present and there is a clear hierarchy on the priority of these
objectives [23,24]. For example, keeping the water level between
certain boundary levels should be preferred over minimizing
energy usage or pump operating costs. Starting with the most
important goal, the algorithm will perform subsequent optimiza-
tion runs to optimize each goal while not compromising the
results of the previous priorities. The advantage of this approach
compared to the conventional approach where the objectives are
in one objective function with different weight is the clarity of
importance of the objectives. In case of using more objectives
on one function, how far the objectives are reached depends
on the weighing factors. For example how far the water level
stays within a certain bound versus minimizing pumping costs.
The balance can be different in different situations while the
weighting factor is the same. In goal programming, it can be
clearly described how important is to keep the water level in
the bound (and which bound exactly). Using goal programming
approach such wishes of the users can be reached: The water
level should be definitely below 20 cm NAP, and using the least
possible energy. This wish would be difficult to implement with
one objective function using weights. Keeping the water level
within the desired bounds is modeled as an objective and not as
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constraint. The reason for this formulation is to allow the water
evel to exceed those bounds if there is no possible operation to
void it. If these were hard constraints, a solution to the optimiza-
ion problem would not be feasible and a suggested control action
ould be lacking. Using the water level bounds as objectives
rovides the best possible control action in order to keep the
ater levels as close as possible to the bounds even if they have
o be exceeded. In this way there is always a feasible solution if it
s physically possible, which is crucial for implementation in real
ases.
The optimization problem in Eq. (2) describes the water sys-

em. In order to be able to make such description all components
f the water system are described using convex or linear equa-
ions and are used in the optimization problem as objective
r constraints. In the following section it is shown how each
omponent of the water system is described in such optimization
ramework.

.2. Modeling of the components of the water system

.2.1. Flow modeling
For each branch in a water system a mass-balance model

s used. Each branch acts as a reservoir and the water level is
etermined as the integral value of the incoming and outflow-
ng water. Note that it is straightforward to extend the system
o an Integrator Delay model [25], adding a time-delay to the
ass-balance model. The mass-balance model can be written as:
dh
dt

= Qin(t) − Qout (t) (3)

where A is the backwater surface, h is the water level of the
ranch, Qin and Qout are the in- and outflow discharge, respec-
ively. All values are in SI units.

.2.2. Pump modeling
The pump modeling includes the model of the hydraulics and

he energy consumption of the pumps. The modeling is non-
inear and convex. The boundaries of the working area of the
ump are modeled with convex second and first order functions.
he energy consumption E of the pump is modeled as

E =

tdn∑
td=0

Papp(Q (td),H(td))∆t (4)

where Papp is the power approximation, a second order convex
function of the discharge Q and head H , and ∆t is the length of
the discrete time step. The working area of the pump is used as
constraints, such that any Q - H pair correspond to a physically
possible working point of the pump. This enables the computa-
tion of the shaft speed as post processing. The pump modeling is
described in detail in [18].

2.2.3. Weir modeling
The discharge over weirs is described by the general weir

equation [26]:

Q = Cd2/3B
√
2g(h − hw)3/2 (5)

where Q is the discharge over the weir, Cd is the weir dis-
charge coefficient (approximated as 0.61), B is the crest width,
g is the acceleration of gravity, h is the water level, hw is the
crest height. For the weir discharge coefficient the most common
value from literature is used [27,28]. This value of the discharge
coefficient performs well even compared to more sophisticated
equations [29,30]. The actual decision variable used is the dis-
charge, and the weir height is calculated as post-processing. The
physical constraints of the weir are introduced as inequality
 w
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constraints and deduced from Eq. (5). The result of this approach
is that for crest heights that are different from the minimum and
maximum crest height, the complete non-linear weir equation is
used (Eq. (5)), while for the minimum and maximum crest height
the following linear approximation suffices:

Q = Clin1(h − hw) + Clin2 (6)

where Clin1 and Clin2 are coefficients for the linearization. The
etailed weir modeling is described in [31].

.2.4. Sluice gate or free orifice modeling
The discharge through a sluice gate can be written as [26]:

= CdgBw
√
2g(h − hb) (7)

here Cdg is the sluice gate discharge coefficient, B is the width
f the gate, w is the opening of the gate and hb is the bottom
levation. As the square root function is convex, it can be directly
sed as an inequality constraint in the optimization. This inequal-
ty constraint enforces that the discharge is less than or equal to
he actual orifice flow:

≤ CdgBw
√
2g(h − hb). (8)

Moreover, it can be easily rewritten in the following convex
way:

Q 2
− C2

dgBw
22g(h − hb) ≤ 0 if h > hb,

= 0 otherwise.
(9)

Meaning that, depending on the water level value, either the
irst or the second constraint should be applied to the optimiza-
ion problem. Such type of constraints can be easily formulated
sing the big-M approach typical of mixed-integer linear pro-
ramming. The idea is to have a integer variable δ ∈ {0, 1} that
ndicates whether the first or the second constraint should be
ctivated. That is, δ = 1 if and only if h > hb and δ = 0
therwise.1 We can then reformulate (9) as
2
− C2

dgBw
22g(h − hb) − M(1 − δ) ≤ 0, (11)

here M = maxh(C2
dgBw

22g(h − hb)).
Adding another constraint enforcing positive discharge, the

ischarge is between zero and the curve defined by Eq. (7).
hysically it means that the gate opening is chosen to be variable:
hen the opening is zero the discharge is zero, while the opening

s at its maximum when the flow is equal to Eq. (7). Moreover,
or any flow in between it is possible to find a physically realiz-
ble gate opening. Actual gate opening values are calculated as
ost-processing.

.3. The whole optimization problem

Using the equations of the different structures the whole opti-
ization problem can be constructed. The detailed description of

he mixed-integer optimization problem can be found in [18]. The
bjective function (f0) of the second-last step of the goal program-
ing is the combined energy of all pumps that they consume
uring the time horizon. All other physical processes discussed in
he section above are present as equality of inequality constraints.
or example the water movement (Eq. (3)) is used as equality
onstraint. The free flow model of the weirs (Eq. (6)) is used
s inequality constraint, as the weirs are movable and therefore
he discharge could be any value between the possible physical
ounds.

1 This is easily implementable as

− hb − M(1 − δ) ≤ 0,

− hb + Mδ ≥ 0,
(10)

here M = max (h − h ).
h b
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Fig. 1. The Linge River, the weirs are denoted with red triangles, the four pumping stations are indicated, and the direction of the pumping and free flow is noted
with black and blue arrows, respectively. The number of black arrows denotes the number of pumps.
Table 1
Characteristics of pumping stations.
Pumping
station

Location
(branch)

Number of pumps
and directions

Direction of
free flow

Pannerling 1 2 in In
Kuijk 7 3 out In
van Beuningen 10 1 in, 2 out Out
Kolff 13 3 out Out

3. Case study

3.1. Description of the study area

This study focuses on the water management of the Linge
iver with its four pumping stations. This area is managed by
ater Board Rivierenland, one of the 21 water boards in The
etherlands. The 98 km-long Linge is located in the South of
he Netherlands, between two branches (Waal and Nether Rhine)
f the Rhine river. The Linge carries water from the Pannerden
anal to the Beneden Merwede, while allowing the drainage of
he surrounding polders, supplying water to agricultural activities
nd being used for navigation. The Upper Linge has several pools
ivided by weirs, while the Lower Linge has long meandering
arts (Fig. 1). Apart from the weirs, there are four pumping sta-
ions to be managed along the Linge. Upstream pumping station
annerling is responsible for letting water in (or pumping in)
o the Linge. Kuijk pumping station is also located at the Upper
inge and it can pump water out or let water freely in. The
ext pumping station in downstream direction, Van Beuningen
umping station, is mainly used to pump out, or discharge freely
rom the Linge to the Amsterdam-Rhine Canal. It can also pump
ater in whenever it is needed. Kolff pumping station is located
t the downstream end of the river, and can pump water out
r discharge it freely to the Beneden Merwede. The complex
ombination of possibilities of the pumping stations and inlets
re summarized in Table 1.
The aim of the management of the Linge is to store and

ransport the water from the polder dewatering, provide water
or agriculture in dry periods while maintaining the water level
ithin a desired range (with a bandwidth of 20 cm) in order to
nsure safety, navigation and to preserve ecology. These goals can
e satisfied by controlling the settings of pumps, weirs and gates.
hese variables directly determine the water levels and flow in
he Linge. Operating pumps requires considerable energy and
oney. The purpose of this study is to propose a management
ystem for the Linge river such that the aims are achieved while
pending the least possible amount of money.
131
3.2. Building the model of the Linge river

The model of the Linge river is built with the following com-
ponents: 14 branches, 13 weirs, 4 pumping stations and 4 gates
(Fig. 1). The branches and the weirs are modeled as described
in the methodology section. The four pumping stations contain
several types of pumps. Most of them are variable speed pumps,
except for van Beuningen station, in which there are constant
speed pumps. Two stations (Kolff and Kuijk) are diesel engine
driven, while the other two (van Beuningen and Pannerling) are
driven by electric motors. The diesel price is constant, while the
price of the electricity changes in time, and it is known in advance
for the next 24 h. The information about the day-ahead energy
price is used in the optimization. At some of the pumping stations
free flow is possible depending on the outside water level. In the
model the amount of free flow can be chosen by the optimization
provided the outside water level is lower than the inside and
it is not exceeding a prescribed maximum. The optimization
of the water system is performed by RTC-Tools, and for that
purpose, the modeling is also performed by RTC-Tools modeling
library [18,32,33]. According to these modeling principles the
working area of the variable-speed pumps is defined as a range
of possible combinations of discharge and head (Q ,H). For this
example the bounds of the working area are the following four
curves: (1) the minimum shaft speed (2) the maximum shaft
speed and two curves related to minimum efficiency. This could
be improved by replacing these curves with physically more
relevant ones like minimum flow rate, cavitation and maximum
power.

The model built from the components has four water level
boundary conditions and fourteen discharge boundaries. The wa-
ter level boundary conditions are the water levels of the water
bodies: the water level of (1) Pannerden Canal, (2) Beneden
Merwede, (3) Amsterdam-Rhine Canal, (4) Nether Rhine. The
Beneden Merwede is subject to tidal variations up to 40 cm. The
discharge boundary conditions are the in- and outflows to all
fourteen branches; these flows depend on the dewatering of the
polders or the water used for agriculture. In real-time control
these values can be predicted with rainfall-runoff and hydraulic
models by using the weather forecast as input. In this case study
we use historic data for flow rates in and out of the branches. The
control action variables (decision variables) are the operation of
the hydraulic structures: (1) the discharge of 11 pumps grouped
into four pumping stations, (2) the flow under the four gates that
are installed parallel to the pumps, and (3) the flow over the
13 weirs, where pump shaft speeds, the gate openings and the
weir height are the result of the post-processing. The controlled
variables are the 14 water levels and the cost of energy consumed

by the pumps.
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.3. Optimization of the Linge river

As described in Section 2.1 the optimization uses a multi-
bjective programming, called goal programming. The first goal
o be solved is that the water levels should stay within the given
ounds; formally the exceedance of the water level bounds are
inimized. The second goal is that the water level at the last opti-
ization step is no higher than the middle of the aforementioned

ange. This goal is used to avoid the water levels reaching the
pper boundary at the end of the optimization horizon, which
ould occur as it is a cheaper solution. If water levels cannot
e contained in a range, this goal creates only options that do
ot cause further violation of the first goal. As a third goal the
umping cost is minimized, that is the product between the
nergy consumed and the forecast of the energy price, summed
p during the optimization period.
Such optimization problem has the following formulation:

inimize
∑
p∈P

tdn∑
td=0

Pp
app(Q ,H)∆tωp(t)

subject to Mass-balance equations (3),
Weir equations (6),
Sluice and orifice equations (11),
Pump modeling constraints [18],
h∗

lb ≤ h ≤ h∗

ub,

(12)

here the values of h∗

lb and h∗

ub are determined via the goal pro-
gramming procedure explained above and the objective function
is composed as following: for each time step t and each pump p
the associated pumping cost is formulated as the approximated
energy consumption of a pump Pp

app(Q ,H)∆t multiplied by its
energy price ωp(t). Summing up for each timesteps in the time
horizon and the set of all the pumps P , we obtain the total
pumping cost.

Finally, the last goal smooths out the rapid changes in the
water level by minimizing the time derivative of the water level.
This smoothing results in less movement by the structures which
helps to avoid wear and tear of the hydraulic structures.2

The models are simplified physical models, therefore the pa-
rameters of these models come from the geometry of the river
and the hydraulic structures. The possibly conflicting objectives
are managed by the goal programming. The order of the goals
is chosen such that it reflects the importance of the management
objectives of the Linge river. We refer to our extensive description
of goal programming in Section 2.1.1 and [23]. The tunability of
this approach lies in the definition of the goals and the decision
on their order. This has been done in consultation with the
operators of the system and resulted in the following goals and
order of priorities:

1. keep the water level within the prescribed bounds
2. the water level at the last time step cannot be higher than

the middle of that prescribed bound
3. the pump costs are minimized
4. the water level changes are minimized

As water level bounds is the first goal, this one has the highest
priority. The second goal is an often-used end-point goal to avoid
the water levels increasing in the end of the horizon. With the
minimization of the pumping costs as the third goal the solutions
are preferred where excess water can be discharged without

2 Suppose that the optimization problem (12) finds as optimal value p∗ ,
hen the goal programming routing of RTC-Tools will add the extra constraint

tdn P (Q ,H) ≤ p∗ .
td=0 app

132
using the pumps in situations when the outside water level is
low enough to allow free flow. As the minimization of the costs is
the third goal in line, keeping the water levels within the desired
bounds is a priority. Cost reduction is only achieved if a solution
can be found that is cheaper than the original one and not causing
the water levels to exceed the bounds more than in case of the
original solution.

In some problem formulations water level bounds are imple-
mented as constraints. But if, for instance, water inflow is too high
to maintain water levels within these bounds, the optimization
would become infeasible and no control action is given. In the
goal programming formulation when the bounds cannot be kept
there is still a control action provided that minimizes the water
level exceedance.

Note that, as we implement lexicographic goal programming
we run an optimization problem for each priority (without the
need of adding arbitrary weighting factors to the optimization
function to differentiate among the priorities). Moreover, since
the target water level goal is of highest importance, when we
optimize for subsequent priorities like pump costs the target
water level becomes de-facto a constraint. Indeed, if during the
first priority optimization run we find that the water level targets
can always be satisfied, then such must be the case for all the
subsequent priorities. And this is implemented via a constraint
as explained in [23]. However, if for some reason the water level
goals cannot be met, we compute the minimum violation and
at each subsequent priority we ensure that such violation of the
water level targets is not exceeded (and this is also implemented
as a constraint).

Another advantage of goal programming lies in its trans-
parency. Priorities are much easier to communicate with oper-
ators than weighing factors. Clear communication with operators
is crucial for the adoption and implementation of the MPC solu-
tion in practice.

The physical limitations of the system are implemented as
constraints: the physically minimum and maximum water levels,
the equations of the water movement and the structures.

3.4. Test scenario

Model predictive control is used, that is, the optimization is
carried out in a receding horizon manner: for every optimization
run the following 12 h are optimized with hourly time step. In
a real scenario, the optimization is re-run at least every hour,
to anticipate water-levels deviating from modeled values and to
incorporate new weather forecast data or updated energy prices.
Since the current test is used to assess the potential of MPC,
the test case makes use of historic inflow data and the system
response is computed rather than measured. A 6-h interval for
a re-run was adopted in order to balance between calculation
time and how often the forecast data is likely to change. This
method allows the incorporation of new boundary conditions at
every 6 h. To show the potential of the method we optimize the
entire year 2013. The following data is known 12 h ahead at
every optimization step: (1) day-ahead energy price, (2) inflows,
(3) water level bound (given as historical data for this study).
The results of the year calculation are compared to the current
management, or an approximation thereof, which is called ‘‘base
scenario’’. In this comparison it is assumed that the inflows to
the system are known, which in reality are predictions. Pumps
and weirs are assumed to be controllable instantly in both the
optimization and the base scenario. In reality, starting or stopping
a pump, or changing the setting of a weir takes some time. The
lead time for starting a pump depends on the type of the drive
and the limitations in system dynamics and maximum motor
current. All pumps in this study start up slowly, with their shaft
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peeds increasing gradually in case of a diesel engine drive or an
lectric motor with frequency converter, or increasing in steps up
o a fixed shaft speed in case of an electric motor with a voltage
educing device such as a soft starter, a star-delta starter, a series
nductance, or combinations thereof. Such start-up procedures
imit the inrush current and starting torque of a motor, and
revent potentially damaging system dynamics such as slamming
f check valves. In practice, the lead time for a pump start is
lways below 20 s.

.5. Base scenario

In the base scenario we attempt to reproduce the current
anagement techniques as closely as possible. The base scenario
ontains PID controllers for the weirs and rule-based control for
he pumps: if the suction water level exceeds a certain level,
he pump is switched on and if the suction water level drops
elow a threshold the pump is turned off. In reality the pumps
re controlled by operators, and there was no data available about
he actual control. The base scenario was developed to emulate
he behavior of the operators as closely as possible. The reference
odel has been developed in the package WANDA (https://www.
eltares.nl/en/software/wanda/), an advanced, interactive soft-
are package to support the hydraulic design process of pipeline
ystems with open channels and hydraulic structures. WANDA
as preferred with respect to other software packages for its
odeling flexibility and abilities to simulate advanced low-level
ontrol systems and pump energy consumption. (RTC-Tools does
ot have a similar simulation option.) WANDA was used to model
he open channel system of the Linge in a manner very similar to
he RTC-Tools model. Channel features and boundary conditions
re identical; the only difference between the two models being
he way the system is managed. In the RTC-Tools model, the
anagement of the pumps and weirs is optimized, while in the
ase scenario a feedback control is used. The weirs along the
inge are managed with a local PID controller calibrated in order
o keep their upstreamwater level between the bounds. The other
tructures are managed by an interval controller with respect to
he downstream (Pannerling) or upstream (Kolff and Kuijk) water
evel. The interval controllers are set in order to keep the water
evels within the given bounds. Before switching on a pump, the
ontroller checks whether it is possible to discharge by free flow.
f that is possible, free flow is preferred as long as the conditions
llow it. Alternatively, the pumps are switched on. Pumps are
nly modeled at Pannerling and Kolff pumping stations, as the
low conditions for 2013 did not require the use of pumps at van
euningen and Kuijk pumping stations. The feedback control of
he weirs and the pumping stations have been set in consultation
ith the operators of the Water Board Rivierenland.
The base scenario is validated with available data of real

umping hours and costs for pumping station Kolff (Table 2). The
otal operating hours are in the same order of magnitude in the
ase scenario and in reality. The same applies to the total cost. In
eality, the three pumps at Kolff were used more or less equally to
revent premature wear in one of the pumps. In the base scenario
ump 1 was always turned on first and pumps 2 and 3 followed if
equired. Since the three pumps are identical, the order of their
se was irrelevant in the simulation. What is important in this
espect is that the overall working hours and cost are in the same
rder of magnitude. Van Beuningen station was marginally used,
nd data about the other two stations was not available.
Though the intention was to re-create the operation of the

umps as closely as possible using rule-based (feedback) con-
rol, there are several reasons why the base scenario is different
rom the reality. In reality operators turn on and off the pumps,
hey have their own reasoning behind it, therefore it cannot
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Table 2
Operating hours and costs of diesel for the three pumps of Kolff pumping station
(2013): real, measured data and results of base scenario with feedback control
modeling.
Pumping station Real Base (feedback control)

Cost (ke) Runtime (h) Cost (ke) Runtime (h)

Kolff 1 – 642 – 1196
Kolff 2 – 739 – 350
Kolff 3 – 541 – 42

Total 195 1922 188 1588

be mimicked by standard rules. For instance, in reality, pumps
were preferably not used during the night because of a lack of
supervision. In the feedback control this was not the case.

The main contribution of this paper is a modeling framework
that allows to use optimization of complex water systems in-
cluding pumps which can lead to mixed integer problems and
a case study using real data. The Long-term calculations are to
demonstrate this concept and to show that they indeed can be
implemented on a real system and are fast enough to make
calculations in real time. The base scenario is not a perfect rep-
resentation of reality but given the availability of the data the
agreement is considered satisfactory. Even if reality is not exactly
represented in the base scenario, the comparison is still between
two control methods (feedback and optimized) applied on exactly
the same system scenario.

4. Results

In this section the results of the application of the proposed
control system are discussed and compared to the base scenario.
First, the main objective is evaluated: keeping the water levels
within the prescribed bounds. Then, the other objective, to save
as much cost as possible is discussed.

The main objective of the management of the Linge is
achieved: the water levels stay within the given bounds (Figs. 2–
3). In most of the branches during the yearly operation the
minimum and maximum water level changes, but the bandwidth
remains constant: 20 cm. In several branches most of the time
the water level stays in the middle of the bounds (branches 4–
6, listed in Fig. 2 and branches 8–13, listed in Fig. 3), while in
some branches it tends to fluctuate more and in others it stays
near to the maximum bound. This is an allowed behavior, as no
additional preference was expressed for the water level staying
in the middle of the bound rather than at the top. On the other
hand, traditional feedback control of the hydraulic structures, as
implemented in the base scenario, was not able to keep the water
levels within the bounds due to the fact that the feedback control
cannot anticipate on excessive future inflow coming from rainfall
run-off. Some examples are shown in Fig. 4, where the water level
exceeds the bounds at several occasions. Similar violations also
occurred in reality, the bounds could not always be kept.

The other aim for the control system is to spend the lowest
possible amount of money on pumping. The comparison of the
costs between the base scenario and the proposed control method
is shown in Tables 3 and 4. Kolff pumping station consumes less
than 15% of the energy of the base scenario. The more upstream
a pumping station is located, the less energy it consumes. In
total, 80% of the costs are saved by using optimization. In the
following, the reasons for this large saving are explained. While
the first three reasons consider the management of the individual
pumping stations, the last two show that optimizing the manage-
ment of the pumps in a water system is more than running the
individual pumps efficiently.

https://www.deltares.nl/en/software/wanda/
https://www.deltares.nl/en/software/wanda/
https://www.deltares.nl/en/software/wanda/
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Fig. 2. Result of model predictive control (MPC): Water levels in branches 1–8 with black line, the minimum and maximum bounds on water level with gray dashed
line.
Table 3
Energy usage of pumping stations.
Pumping station Feedback control (MWh) MPC (MWh)

Pannerling 70 11
Kuijk 0 23
Beuningen 0 49
Kolff 608 83

Total 678 166

1. Pumping efficiently
The pumps controlled by optimization operate at higher
efficiencies and at lower specific energy. An example is the
Kolff pumping station, whose working area and operation
are shown in Fig. 5. The working area is shown within the
bounds, and is colored according to the specific energy. A
134
Table 4
Cost of pumping stations.
Pumping station Feedback control (ke) MPC (ke)

Pannerling 3.6 0.4
Kuijk 0 7
Beuningen 0 2
Kolff 188 26

Total 191.6 35.4

lower value of the specific energy is equivalent to a higher
efficiency, and thus to cheaper pumping. The red triangles
show the (Q,H) operating point for each hour of pumping.
The left graph in Fig. 5 shows all the instances when pump
no. 2 was on in 2013 according to the optimization. It
can be seen that most operating points are located in the
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Fig. 3. Result of model predictive control (MPC): Water levels in branches 9–14 with black line, the minimum and maximum bounds on water level with gray
dashed line.

Fig. 4. Result of conventional feedback control: Water levels in branches 1, 2, 7 and 8 with black line, the minimum and maximum bounds on water level with
gray dashed line.
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Fig. 5. Operating points of pump no. 1 of pumping station Kolff, for the year 2013 (triangles) plotted within the operating range showing specific energy. The dashed
line is the best efficiency line.
lowest region of the graph. The dashed black line indicates
operating conditions with maximum efficiency for a given
head value. Operating points at higher head are located
along the best efficiency line. As it is a diesel pump, the en-
ergy price is constant, thus pumping cheap is equivalent to
consuming the least amount of energy. The right graph in
Fig. 5 shows the pump operation in the base scenario. The
operation points are located in regions of higher specific
energy than those of the optimization.

2. Pumping at low energy price
In the above example a diesel pump was analyzed, where
the energy price was constant. However, if the energy price
is not constant, as is the case for a pump driven by an
electric motor, the cost of pumping not only depends on
the specific energy, but also on the energy price. The opti-
mized operation of electric pumping station Van Beuningen
is shown in Fig. 6. The price of electricity is also indicated
in the graph: the more purple the triangle is, the higher
the energy price. It can be seen that the operating points
no longer follow the best efficiency line, especially when
energy price is low. Operating points during high energy
price are either closer to best efficiency line or occur at
lower head vales when specific energy is low.
Therefore to achieve cost-effective operation, the changing
price of electricity should be taken into account. In reality
and in the base scenario the energy price was not taken
into account in the operation of the pumping stations.

3. Preference for electric drives
The price of electricity is less than the price of diesel (in
this case study the diesel price was 0.31e/kWh and the
mean value of the electricity price was around 0.04 e/kWh)
therefore using electric motor driven pumps is the cheaper
option. This can also be seen from the data in Table 4. The
energy used by van Beuningen station is 60% of that of
Kolff, while the cost is only 8%. The optimization can take
this into account, and pump a large amount of the water
out of the system by Beuningen pumping station (which is
located in the middle of the system), while it is not used in
the base scenario.

4. Pump at low tide
This reason is related to the operation within the system.
Pumps use less energy if they have a smaller head to
overcome. As the water is pumped from the Linge to the
Beneden Merwede, which is affected by tide, the head is
influenced by the time of pumping. Therefore pumping at
the right time, i.e. at low tide can save energy. An example
of the Kolff pumping station is shown in Fig. 7. The upper
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figure shows the water level at the suction side of the
pumping station (i.e. branch 14) and its bounds, and in gray
the outside water level in the Merwede is shown. The mid-
dle figure is the discharge pumped, while the lower figure
is the free flow. Pumping mainly occurs during the winter.
During these times the level of the Merwede is often higher
than the Linge for an extended period of time, thus the only
way to remove excess water is by pumping. This time also
corresponds to the time of the highest inflows. Fig. 8 zooms
into the month of January of the same pumping station.
The gray line in the upper plot shows the tidal motion
in the water level of the Merwede. From January 7th, the
level of the Merwede crosses the level of the Linge during
the tidal cycles. This means that, during the lower tide of
the Merwede, water can be freely let out through the gate
and no pumping is necessary. Thus the peak flows of the
gate flow correspond to the tidal cycles of the level of the
Merwede. Pumping also occurs at low tide, when the head
is smaller. In order to avoid pumping at high tide, Kolff
pumping station pumps at low tide as much as possible,
letting the water level in branch 14 decrease, and at high
tide the water level slowly increases. However, in the base
scenario the tide is not considered in pumping decisions:
Fig. 9. The pump is turned on and off much less often than
in case of the optimized control.

5. Buffering and anticipating
The other point related to the management of the whole
system is the capacity of buffering water and hence wait
until the best conditions to pump. The control system is
able to anticipate on tide and electricity prices, therefore it
can store water or pump water out to the minimum level
when it is needed. This flexibility allows for the choice of
the most economic pumping period and improve safety at
the same time. An illustration of this feature can be seen in
June 2013, when the level outside Beuningen pumping sta-
tion is very high (Fig. 10). The pumping is postponed until
the last possible moment, this can be seen in the increase
of the upstream water levels on June 5th (Fig. 10). Once
the water level reached the highest bound, it is lowered
periodically during cheaper energy periods.
The buffering mechanism is also achieved by controlling
the weirs between the canal pools. The second plot of
Fig. 8 shows the upstream weir flow with black line. It is
a controlled flow, as opposed to the base scenario (Fig. 9)
where the weir flow is not controlled.
An additional advantage of MPC, not related to cost saving,
is the increased ability to prevent flooding. The control
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Fig. 6. Operating points of pump no. 2 of pumping station Van Beuningen, for the year 2013 (triangles) plotted within the operating range showing specific energy.
The color of the triangles corresponds to the electricity price: blue is the lowest and purple is the highest price. The dashed line is the best efficiency line.
Fig. 7. Optimized control (MPC) of Kolff pumping station during 2013, with black color the water level of the Linge, and with gray the Beneden Merwede (river
where the water is pumped into from the Linge).
system can anticipate future wet periods by creating ex-
tra storage capacity in the polder, something a feedback
control system cannot (Figs. 8 and 9).

These reasons explain why the optimization method is more
economical than the current operation. However, the 80% saving
should be taken with care, and it is based on several assumptions.
These assumptions and their effects are discussed in the following
section.

5. Discussion

In this section the results are discussed, their meaning and
limitations and also the possible steps and challenges for imple-
mentation are listed.
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The resulting 80% energy saving, though it can be explained,
might be an overestimation. It is important to mention that this
number depends on several assumptions. If these assumptions
are removed, the saving will decrease. The assumptions are the
following:

1. During the calculation a perfect forecast was used. That is,
for inflows the historic data was used. In practice, these
inflows are a result of rainfall-runoff models, that are fed
with weather forecasts. Therefore this information has a
considerable uncertainty in practice.

2. The advice of the decision support system was tested using
simple models for the pumps, weirs and open water chan-
nel flow. In fact, these were the same models onto which
the decisions were applied. In practice, these decisions

would be applied on a real system. Before doing that, they
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Fig. 8. Optimized control (MPC) of Kolff pumping station, zoomed into January 2013. In the first plot with black color the water level of the Linge and with gray
olor the outside water level, in the second plot with black color the upstream flow and with gray color the lateral inflow form the polders, and on the third plot
ith gray color is the pump discharge and black the free flow through the gate.
Fig. 9. Base scenario (feedback control) of Kolff pumping station, zoomed into January 2013. In the first plot with black color the water level of the Linge and with
gray color the outside water level, in the second plot with black color the upstream flow and with gray color the lateral inflow form the polders, and on the third
plot with gray color is the pump discharge and black the free flow through the gate.
Fig. 10. Optimized control (MPC) at van Beuningen pumping station during 2013, with black color the water level of the Linge, and with gray the Amsterdam-Rhine
anal (river where the water is pumped into from the Linge).
should be tested in a more realistic model of the system,
for example a 1D hydrodynamic model. This is a so-called
closed-loop test, which is future work.
138
3. The cost and time it takes to turn pumps on and off are
not considered. In practice, a start-up procedure may in-
clude stages in which a vacuum pump runs to evacuate
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air from the suction piping, or an auxiliary oil or grease
pump is used to lubricate the bearings. A slowly increasing
shaft speed to limit the shaft power, and the opening of
a valve or a gate, also take time. It depends on the type
of pump, on its construction in the pumping station, and
on the circumstances of its use. The time delay and the
cost involved in starting up and shutting down a pump are
easily incorporated in the MPC.

An uncertainty in the weather forecasts (and thus the inflow
nto the Linge) leads to an uncertainty in the water levels in the
inge. But what leads to major savings in the optimization is
till perfectly predictable: (1) the tidal movement in de Beneden
erwede, (2) the electricity price for the next 24 h and (3)

he advantage of using electric drives over diesel engine drives.
he real scenario and the base scenario (in 2013) proved that
ump capacity available in the four pumping stations is enough
o prevent water levels from rising above the maximum bounds
ven in extreme cases (except for a few occasions). What happens
hen is that pumps run at their maximum shaft speeds. In case
ater inflow is higher than expected, shaft speeds of the pumps
ave to be increased to pump at a higher capacity. The pumps
ill then no longer run at or near to their best efficiency line.
eferring to Fig. 5 (Kolff), operating points will shift to the right
higher discharge at equal head). For instance:

– if Kolff operates at 0.25 m of head, the energy consumption
might increase from 4 to max 6 kWh/1000 m3 (+50% max).

– if the pump operates at 0.5 m of head, the energy consump-
tion might increase from 6 to max 8 kWh/1000 m3 (+33%
max)

– if the pump operates at 0.75 m of head, the energy con-
sumption might increase from 11 to max 13 kWh/1000 m3

(+18% max)

Another possibility is that pumps have to operate at high instead
of low tide, or at high instead of low electricity price. At these
unfavorable conditions:

– Kolff uses 100% more energy if operating at high tide of
0.65 m instead of low tide at 0.25 m

– Kolff uses 85% more energy if operating at high tide of 0.9 m
instead of low tide at 0.5 m

– Kolff uses 50% more energy if operating at high tide of
1.15 m instead of low tide at 0.75 m

– electric-drives use 100% more energy (3 cts/kWh -> 6 cts/
kWh), but it only affects Beuningen and Pannerling

Suppose, in a very conservative estimate, that the specific energy
consumption is always higher by 100% due to unexpected higher
inflows or due to unfavorable conditions, then the total cost in
2013 would increase from 35.4 to 71 ke, which is 37% of the 192
ke for the base scenario. It would still give us a 63% reduction in
total cost.

Addressing the above mentioned issues is the next step to-
wards implementation. To address the first assumption, the same
scenario can be calculated, but using historic weather forecasts
and rainfall-runoff models to make decisions using information
that was available at the time. Secondly, the system can be tested
in closed-loop as described in point 2. And finally costs and time
delays involved in the turning on and off of the pumps can be in-
cluded. Though this is the first step towards the implementation,
there are already several independent uses of such a system. For
example, it can be a useful tool to answer questions such as: How
much energy can be saved by using wider bounds on water level?
How much money or CO2 emissions can be saved by installing a
different kind of pump? How to make the operation of the system
more sustainable? Such questions can be answered quantitatively
by simple adjustments in the model.
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6. Conclusion

A mixed-integer model predictive control based decision sup-
port system, RTC-Tools, is applied for a case study of a drainage
system including several pumps, weirs and gates. This water sys-
tem should be operated such that the water levels are kept within
the prescribed bounds and the expenses on pumping are minimal.
The proposed operation was numerically tested on data from the
year 2013. The controller was able to keep the water levels within
the bounds while saving 80% of the costs. The main reasons of
this saving are using the pumps more efficiently, pumping at low
tide, pumping at low energy price, and being able to anticipate
and use the storage capacity of the river to wait for the best
moment to pump. This setup also allows the testing of different
operation scenarios, for example more flexible bounds on water
levels or the replacement by a different pump. Future steps to-
wards implementation include testing with weather forecast in
closed-loop. In such tests MPC will use weather forecasts and is
connected in closed-loop to a calibrated 1D-hydrodynamic model
of the Linge system using the real weather conditions. MPC could
then be applied using 1-h timesteps with 12 h receding horizon
prediction time. The savings might decrease, however, this is a
promising result for further investigation.
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