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Distributed Fault-tolerant Consensus Control of
Vehicle Platoon Systems with DoS Attacks

Chun Liu, Member, IEEE, Zhiwei Xia, and Ron J. Patton, Life Fellow, IEEE

Abstract—Vehicle platoon systems are regarded as autonomous
vehicles in the platooning pattern, in which vehicles drive in
sequence and maintain the desired inter-vehicle spacing. This
paper investigates the platoon control problem of vehicle platoon
dynamics under cyber-physical threats through the distributed
fault-tolerant consensus control protocol. Complicated sensor and
actuator faults in the physical layer and aperiodic denial-of-
service (DoS) attacks in the cyber layer are modeled, respec-
tively. Decentralized fault-estimation unknown input observers
and event-triggered distributed anti-DoS-attack fault-tolerant
consensus controllers are devised in a co-designed framework,
thus maintaining not only the tolerance and resilience of platoon
consensus errors and estimation errors but also the secure vehicle
avoidance spacing by virtue of attack frequency and average
dwelling time indicators. Simulations and experiments validate
the distributed control algorithm in the pernicious short-cycle
and long-cycle DoS attack scenarios.

Index Terms—Distributed fault-tolerant consensus control, de-
centralized fault-estimation, vehicle platoon systems, aperiodic
DoS attacks, actuator and sensor faults.

I. INTRODUCTION

W ITH increasing scientific and commercial interest in
intelligent transportation fields worldwide, a strong

demand arises for the development of intelligent vehicle
platoon systems with reliability and autonomy to improve
traffic efficiency and road capacity compared to driving alone
[1]. The robust consensus control for connected homogeneous
vehicular platooning with speed limitations is proposed in
[2] and further extended to heterogeneous platoon systems
with quantized and switching topologies [3]. Conventional
consensus platoon control schemes are also developed to
investigate the energy-efficient coordination of automated and
connected vehicles with the co-optimization objective of vehi-
cle velocity and gear selection [4]. A comprehensive review of
the essential aspects of cyber-physical platoon-based vehicle
systems (vehicle clustering/platooning, adaptive cooperative
cruise, and vehicle communications) is reviewed in [5], in-
cluding vehicle networking architecture, standards, traffic dy-
namics, etc. As typical cyber-physical multi-vehicle intelligent
systems, vehicle platoon systems are susceptible to physical
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constraints including saturation limit [6], time-varying fault
direction [7], actuator bias [8], sensor deviation [9] and even
noisy measurement [10] like road gradients and wind gusts.
Other networked constraints such as limited information delay
[11], switching topologies [12], varied communication range
[13], and vehicular ad-hoc networks and DoS attacks [14],
[15] can also affect velocity-tracking [16] and path-following
performance [17].

Due to structural damages or hardware defects, the actuating
components or sensing devices of intelligent vehicles become
more vulnerable to tiny faults and fatal failures in real-world
driving. Compared with the fault diagnosis [18] based on
detection, identification, localization, and isolation, reliable
fault-tolerant consensus control (FTCC) strategy that maintains
the stability of vehicle scheduling and promotes the accuracy
of multi-vehicle coordination under physical fault scenarios
has attracted significant attention [19], [20]. An adaptive
FTCC mechanism is developed in [21] to ensure the string
and flow stabilities of vehicular platoons subject to system
heterogeneity, dead-zone nonlinearity, and input quantization.
The Nussbaum function-based neuroadaptive FTTC strategy
is proposed for nonlinear platoon dynamics with spacing
constraints to compensate for unknown directional actuator
faults [22]. Considering that the full internal state information
and global signals of platoon driving systems are not available
to local vehicles in practice, there is an urgent need to explore a
distributed FTCC framework with a collection of local outputs
and neighboring interactions. However, most existing FTCC
strategies focus on traditional additive and multiplicative ac-
tuator faults or specific abrupt failures [8], [17], even requiring
high levels of tolerant resource allocation and reconfiguration
[23]. In the studies mentioned, the complicated sensor and
actuator faults are initially overlooked. It is important to high-
light that vehicle collisions can occur due to the accumulation
of malicious fault messages transmitted through vehicle-to-
vehicle networks, conveying minor and initial sensor and
actuator faults to neighboring vehicles. Hence, enhancing the
novel distributed FTCC framework, incorporating the direct
adaptation of observable information from estimation to toler-
ance systems, is crucial yet challenging for cooperative driving
in the presence of composite incipient/abrupt-type faults.

The physical limitations and the extensive networks of pla-
toon vehicles with digital and computing facilities contribute
to the vulnerability to both the physical damages [24] and
malicious attacks [25]. Unlike various cyber attacks (deception
attacks [26], false data injection attacks [27], actuator and
sensor attacks [28]) that tamper with the accuracy and integrity
of interactive data, DoS attacks in platoon systems cause
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disruptions in the information transmission in the cyber layer
[14], [29]. The safety and security aspects of the different
attacked locations (in-vehicle communication, sensing devices,
and vehicle-to-vehicle networks) for automated and connected
vehicles are outlined in [30], including the attack resilience
and anomaly detection strategies. Specifically, the distributed
secure platoon control algorithm is developed for vehicle
platoon dynamics subjected to DoS attacks using time-delay
switched models to eventually achieve an exponential track-
ing performance [31]. The resilient anti-DoS-attack platoon
control mechanism is developed to attain internal stability
of vehicular cyber-physical systems with the propagation of
disturbances [32]. However, there has been relatively limited
research conducted on FTCC schemes that address hostile
aperiodic DoS attacks and unpredictable faults, which may
vary in terms of action points, moments, durations, and levels
of damage [33]. The difficulty of its distributed FTCC is
that existing strategies under switching topologies or balanced
graph mechanism [12], [23], [31] do not directly address the
simultaneous consensus tracking and anti-attack performance
of the damaged vehicles. The algebraic Riccati equations
(ARE)-based fault-tolerant distributed tracking protocol with
resilient defense management is developed for vehicle pla-
toon dynamics to defend the connectivity-mixed attacks [34].
In addition, given the dominant advantage of reducing the
communication burden, the inter-vehicle platoon dynamics
by security breaches should take into account such dangers
(intentional and accidental cyber-physical threats) by applying
event-triggered FTCC protocols [35], [36]. To tackle the
dilemma of simultaneous abrupt and incipient sensor and
actuator faults in the physical hierarchy and aperiodic DoS
attacks in the cyber hierarchy, it is significant but challenging
to develop an advanced distributed FTCC protocol for vehicle
platoon systems to equip them with tolerance and resilience
capabilities for vehicle avoidance and safe driving.

The major contributions are illustrated as follows.
(i) The cyber-physical safety and security issue in vehicle

platoon dynamics contributes to furnishing both strong toler-
ances to composite constraints by abrupt-/incipient-type sensor
and actuator faults in the physical hierarchy and robust re-
silience to paralyzed connectivities from aperiodic DoS attacks
in the cyber hierarchy. By extending from our previous study
[34] on consensus characterization of connectivity-mixed at-
tacks to segmental modeling of DoS attacks, an actionable
implementation in both simulations and experiments is further
substantiated through an integrated framework, i.e., unknown
input observer (UIO) in decentralized fault-estimation fashion
and FTCC in distributed anti-DoS-attack form.

(ii) The balance between the exponential mean-square
consensus and vehicle avoidance-driven inter-vehicle spac-
ing is guaranteed even under cyber-physical threats. A low-
complexity event-triggered distributed FTCC mechanism is
devised to reduce the occupation in vehicle platoon networks
by virtue of multi-dimensional sensor fault estimation and
output interaction error-based triggering threshold, especially
in pernicious long-cycle and short-cycle DoS attack scenarios.
Furthermore, the switching indicator [31] or attack activation
rate [34] is circumvented by dual-constraint metrics, i.e., attack

frequency and average dwelling time (ADT), to enable more
accurate and reliable tracking of faults without an auxiliary
approximation of unknown disturbance bounds and an elimi-
nation of Zeno behavior in accumulation of triggering instants.

The remaining parts are expressed as follows. Vehicle pla-
toon dynamics including complicated faults and aperiodic DoS
attacks in Section II are established. Section III develops the
decentralized fault-estimation UIO and distributed anti-DoS-
attack FTCC co-design in DoS attack dormancy and activation
cases. Simulations and experiments illustrate the practicality
and advantage of the event-triggered FTCC algorithm in
Section IV. Conclusions are ultimately outlined in Section V.

Notations: ⊗ denotes the Kronecker product, He(⋆) =
⋆ + ⋆T , 1N = [1, · · · , 1]T ∈ RN , and x = col(xi) =
[xT1 , · · · , xTN ]T ∈ RN .

II. MODEL DESCRIPTION AND SYSTEM FORMULATION

A. Graph theory

The graph G is defined as a pair (ν, ϑ,A), where ν =
{ν1, · · · , νN} represents a nonempty finite node set, ϑ ⊆ ν×ν
denotes the edge set, and A = [aij ] ∈ RN×N is the adjacency
matrix. In the adjacency matrix, aij is the weight coefficient
of the edge (νi, νj), and aii = 0 while aij > 0 if (νi, νj) ∈ ϑ;
otherwise, aij = 0. A node νj is considered as a neighbor of
node νi if (νi, νj) ∈ ϑ. The set of neighbors of node νi is
denoted as Ni = {νj ∈ ν | (νi, νj) ∈ ϑ}. The Laplacian
matrix is represented as L = D − A = [lij ] ∈ RN×N ,
where D = [dii] ∈ RN×N is a diagonal matrix with dii =∑N

j=1 aij . Assuming that the eigenvalues of L are denoted
as λ1(L), · · · , λN (L), it follows that 0 = λ1(L) ≤ λ2(L) ≤
· · · ≤ λN (L) with the semi-positive definite Laplacian matrix.

B. Platoon vehicle modeling

Consider a system ofN + 1 vehicles operating as a ve-
hicle platoon. The ith homogeneous platoon dynamics (i =
1, · · · , N + 1) are modeled as ṗi (t) = vi (t)

v̇i (t) = ai (t) + dvi (t)
ȧi (t) = − 1

τ ai (t) +
1
τ (ui (t) + fai (t)) + dai (t)

(1)

where pi(t) ∈ R, vi(t) ∈ R and ai(t) ∈ R represent the
position, velocity and acceleration, ui(t) ∈ R represents the
control input, fai(t) ∈ R represents the actuator fault occur-
ring in the input layer, dai (t) ∈ R and dvi (t) ∈ R represent the
uncertainty-induced disturbance in the acceleration layer and
the airflow or road surface-induced disturbance in the velocity
layer, and τ denotes the engine-induced time scalar.

The ith spacing li(t), i = 1, · · · , N between the neighboring
vehicles is modeled as li(t) = pi+1(t) − pi(t) − L with L
represented as the vehicle length. Furthermore, denote the
vehicle state vector, the sensor fault-induced output vector, and
the introduced disturbance as xi(t) = [li(t) vi(t) ai(t)]

T , yi =
[li(t) vi(t)]

T and ωi(t) = [vi+1(t) d
v
i (t) d

a
i (t)]

T .
The model of the ith vehicle (i = 1, · · · , N ) with the

complicated sensor and actuator faults is established as{
ẋi (t) = Axi (t) +B (ui (t) + fai (t)) + ωi (t)
yi (t) = Cxi (t) + Ffsi (t)

(2)



3

with

A =

 0 −1 0
0 0 1
0 0 − 1

τ

 , B =

 0
0
1
τ

 , C =

[
1 0 0
0 1 0

]
(3)

where fsi(t) = [f1si(t) f
2
si(t)] is the sensor fault occurring in

the output channel and F is the known fault-induced matrix.
1) Complicated actuator and sensor fault modeling in the

physical input and output layers: the complicated forms fai(t)
and fsi(t) are modeled as the abrupt and incipient faults
(distinguishable exponential type) with the following elements{

fai (t) =
(
1− e−ϵa(t−Ta)

)
f̄ai

fϱsi (t) =
(
1− e−ϵϱs(t−Tϱ

s )
)
f̄ϱsi, ϱ = 1, 2

(4)

where f̄ai(f̄
ϱ
si), Ta(T

ϱ
s ) and ϵa(ϵϱs) denote the bias actuator or

sensor fault bounds, fault occurring instants, and decay rates of
each vehicle, respectively. Specifically, the complicated sensor
and actuator faults in the physical output and input layers are
denoted as the incipient type (slow-varying decay rate) when
ϵa ≤ ϵa < ϵa, ϵ

ϱ
s ≤ ϵϱs < ϵϱs and the abrupt type (quick-varying

decay rate) when ϵa ≥ ϵa, ϵ
ϱ
s ≥ ϵϱs .

Assumption 2.1: The unknown exponential decay rates of
the incipient-/abrupt-type faults ϵa and ϵϱs exist while the
distinguishable boundary values of the faulty and healthy actu-
ators/sensors in the output and input channels are determined
artificially with the positive scalars ϵa and ϵϱs .

Fig. 1. Aperiodic DoS activation and dormancy intervals.

2) Aperiodic DoS attack modeling in the cyber layer:
resource-limited adversary attackers typically launch intermit-
tent DoS attacks in the cyber layer that cause irregular inter-
ruption of multi-vehicle interactive networks during the attack
activation period. The aperiodic DoS attacks can terminate the
malicious attack pattern at intervals and remain dormant, thus
accumulating energy for the next DoS attack. For t ≥ t0 ∈ R,
given r ∈ N, aperiodic DoS attack sequence is denoted as
{tar}r∈N over [t0, t), where tar and tar+1 = tar + ∆r are the
consecutive activation instants with the time-varying aperiodic
sampling interval ∆r. Denote Γa

r = [tar , t
a
r + ∆a

r) as the rth
DoS activation interval with tar+1 > tar + ∆a

r with each rth
interval ∆a

r > 0.
Definition 2.1: Define the total activation interval of DoS at-

tacks as Γa(t0, t) = ∪Γa
r∩[t0, t] over [t0, t), where information

interaction is prohibited in networked vehicle platoon systems
(interaction dormancy). Define Γd(t0, t) = [t0, t] \ Γa(t0, t)
as the total dormancy interval of DoS attacks over [t0, t),
where the interaction is allowed, the networked topology holds
connected and unchanged, and the updated control signal is
activated at {· · · , tiki

, tiki+1 · · ·} during the proposed event-
triggered activation (DoS dormancy) in Fig. 1.

Definition 2.2 (DoS attack number): Define NΓ(t0, t) =
NΓa(t0, t) + NΓd(t0, t),∀t > t0 ≥ 0, where NΓa(t0, t) and

NΓd(t0, t) represent the numbers of aperiodic DoS activation
and dormancy attacks, respectively.

Definition 2.3 (DoS attack frequency): Define FΓa(t0, t) =
NΓa (t0,t)

t−t0
as the DoS attack frequency over [t0, t).

Definition 2.4 (ADT indicator): For Γa(t0, t), there exists a
chattering bound Γ0 ≥ 0 and ADT indicator τa > 0 such that
Γa(t0, t) =

∑
r∈N ∆a

r ≤ Γ0 +
t−t0
τa

for t ≥ t0.
Lemma 2.1: Given connected graph G with Lapla-

cian matrix L, there exists an orthogonal matrix Ψ =
[ 1√

N
1N ψ2 ψ3 · · ·ψN ] ∈ RN×N such that ΨΨT = IN

and LM = ML = L, where M = IN − 1
N 1N1T

N and
ψi ∈ RN , i = 2, · · · , N is an orthogonal eigenvector of L
with an eigenvalue λi(L), i.e., Lψi = λi(L)ψi. Then, denote
ψ = [ψ2 ψ3 · · ·ψN ], and it is derived as ψψT = M.

Proof. Under the orthogonal matrix definition Ψ, ΨΨT =
[ 1N√

N
ψ][ 1N√

N
ψ]T = 1

N 1N1TN +ψψT = IN −M+ψψT = IN
with ψ = [ψ2 ψ3 · · ·ψN ] and M = IN − 1

N 1N1TN . Hence,
M = ψψT is derived. Furthermore, LM = L− 1

NL1N1TN =
ML = L is obtained under the Laplacian matrix property.

C. Problem formulation

The main objectives are scheduled as follows. i) To guaran-
tee the credible inter-vehicle network and reliable cruises of
platoon vehicles under the cyber-physical threats (complicated
sensor and actuator faults and aperiodic DoS attacks), the
proposed control mechanism balances the target spacing li(t)
between two successive vehicles with vehicle crash avoidance.
ii) The mean-square exponential consensus control problem of
the platoon vehicles (2) with complicated faults (4) is solved
through the distributed FTCC strategy if there exists a positive
amplitude µ and a positive decay rate λ such that∥∥∥xi(t)− 1

N

∑N
i=1 xi(t)

∥∥∥2
≤ µe−λ(t−t0)

∥∥∥xi(t0)− 1
N

∑N
i=1 xi(t0)

∥∥∥2 ,∀t ≥ t0

(5)

Remark 2.1: (i) In contrast to the traditional single classifi-
cation modeling of vehicle faults [6], [8] that consider specific
partial loss, bias or saturation faults, a low-complexity general
fault model with an exponential decay rate in both actuation
and sensing channels is proposed without a subsidiary multi-
classification mechanism, thus building a unified architecture
for both incipient and abrupt-type forms of actuator and
sensor deflects.(ii) Compared with a priori knowledge of road
surface, airflow, and system uncertainty-induced perturbation
bounds [32], the assumption of the known upper bounds of
the external disturbances dai (t) and dvi (t) in the acceleration
and velocity layers is successfully relaxed without an auxiliary
approximation to the unknown boundaries.

Remark 2.2: In complex and open vehicle cruise environ-
ments, the topological connectivity of platoon vehicles is sus-
ceptible to intermittent DoS attacks (link-break malfunctions).
Hostile aggressors attempt to prevent coherent signal transmis-
sion among the accessible vehicles, aborting data interactions
and ultimately resulting in poor spacing tracking performance.
However, the defense system of the smart vehicle can contin-
uously initiate relink requests until network connectivity is
restored during the DoS attack dormancy interval. Intelligent
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Fig. 2. Decentralized fault-estimation UIO and distributed anti-DoS-attack
FTCC co-design.

defender further redefines the scheduling of controller update
events even under different action nodes, moments, duration,
and damage levels of faults and attacks. Compared with the
easily or partially detectable determinism of periodic DoS
attacks and known attack strategies [14], [31], [32], the DoS
attacks executed by the adversary in this study are modeled as
occurring non-periodically and typically disrupting networked
interactions while assuming that the topology is resilient and
recoverable and that certain bounds of DoS attack frequency
and ADT are accessible by smart counter-attack devices.

III. FAULT-ESTIMATION UIO AND ANTI-DOS-ATTACK
FTCC DESIGNS

The control framework incorporates the UIO protocol in
the decentralized fault-estimation and FTCC scheme in the
distributed DoS-resistance for platoon vehicles under cyber-
physical threats in Fig. 2. It primarily consists of platoon
vehicles experiencing complicated incipient-/abrupt-type ac-
tuator and sensor faults in the physical output and input
layers, as well as intermittent interaction interruptions subject
to aperiodic DoS attacks in the cyber layer.

A. Decentralized fault-estimation UIO design

The involved incipient and abrupt-type actuator and sensor
faults are differentiable and smooth after the fault occurrences
t ≥ Ta and t ≥ T ϱ

s . Notably, it is attainable to define
the augmented state as x̄i(t) = [xTi (t) fai fTsi]

T and the
augmented uncertainty as ω̄i(t) = [ωT

i (t) ḟai ḟ
T
si]

T .
Then, the augmented system of vehicle i with the differen-

tiable faults ḟai(t) and ḟsi(t) is established as{
˙̄xi (t) = Āx̄i (t) + B̄ui (t) + ω̄i (t)
yi (t) = C̄x̄i (t)

(6)

with the following system matrices as C̄ = [C 02×1 F ],

Ā =

 A B 03×2

01×3 0 01×2

02×3 02×1 02×2

 , B̄ =

 B
0

02×1

 (7)

To simultaneously evaluate the non-measured states and
hidden faults of platoon vehicles under complicated actuator
and sensor faults modeled by distinguishability, especially
in the case of restricted communication interactions under
DoS attacks, the UIO scheme requires only the available

information while shielding signals from other observers
within physically limited distances for each vehicle. This is
the feature of a single-stream, decentralized structure that
can overcome the difficulty of obtaining information from
distributed interactions. Then, the UIO design is expressed as żi (t) =

(
ΘĀ− JC̄

)
zi (t) + ΘB̄ui (t)

+
(
J +

(
ΘĀ− JC̄

)
H
)
yi (t)

ˆ̄xi (t) = zi (t) +Hyi (t)
(8)

where zi(t) represents the UIO state, and ˆ̄xi(t) =
[x̂Ti (t) f̂ai(t) f̂

T
si(t)]

T represents the estimation of the aug-
mented state x̄i(t), where x̂i(t), f̂ai(t) and f̂si(t) represent
the state, actuator and sensor fault estimations of xi(t), fai(t)
and fsi(t), respectively. The UIO gains Θ, H and J in
(8) are designed with appropriate dimensions without hyper-
parameters in fault-estimation description.

Denote the estimation error as ei1(t) = x̄i(t) − ˆ̄xi(t) =
[eTxi(t) eai(t) e

T
si(t)]

T with exi(t) = xi(t) − x̂i(t), eai(t) =
fai(t) − f̂ai(t), and esi(t) = fsi(t) − f̂si(t), respectively.
Furthermore, define Θ = I6 − HC̄ and W = ΘĀ − JC̄,
and the estimation error systems can be derived as

ėi1 (t) =Wei1 (t) + Θω̄i (t) (9)

and the global estimation error expression is derived as

ė1(t) = (IN ⊗W )e1(t) + (IN ⊗Θ)ω̄(t) (10)

where e1(t) = col(ei1(t)) and ω̄(t) = col(ω̄i(t)).
Remark 3.1: The Hurwitz estimation gain ΘĀ−JC̄ guaran-

tees the asymptotic stability and robustness of the estimation
errors (9) and (10). The existence solution of gains J and H
allows the decoupling calculation of the UIO matrices in the
decentralized fault-estimation framework to be more intuitive.
In addition, non-differentiable dilemmas caused by transient
intermittent points of time-varying abrupt sensor and actuator
faults in the physical layer can be fitted with fine-tunable
approximations.

B. Distributed anti-DoS-attack FTCC design

The distributed FTCC strategy of the platoon vehicles is
designed with a powerful combination of fault-estimation-
based tolerance and anti-DoS-attack resilience. Meanwhile, to
address the dilemma of redundancy or blockage of networked
resources, an event-based control mechanism is added into
the FTCC scheme in updating the triggering signal at the
event-based time sequence {ti0, ti1, · · · , tiki

, · · ·}, i.e., the ith
vehicle can successfully update during the dormancy interval
Γd(t0, t) of DoS attacks. During each t ∈ [tiki

, tiki+1), the
event-triggered distributed FTCC controller is designed based
on the estimation and interaction information as follows

ui(t) =

fault tolerance (estimation)︷ ︸︸ ︷
−K1 ˆ̄xi(t)−K2F

∑
j∈Ni

aij

(
f̂sj(t)− f̂si(t)

)
+K2

∑
j∈Ni

aij (ỹj(t)− ỹi(t))︸ ︷︷ ︸
DoS−attack resilience (interaction)

(11)
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where K1 = [Kx 1 01×2] represents the compensation-
based gain with the state-estimation matrix Kx, K2 represents
the interaction-based matrix, and ỹi(t) = yi(t

i
ki(t)

) denotes
the latest successfully triggered output interaction with ki(t)
denoted as the last triggering instant as follows

ki(t) =

{
−1, when Γd(t0, t) = ∅
sup{ki ∈ N | tiki

∈ Γd(t0, t)}, otherwise
(12)

Denote the output interaction error as δi(t) = ỹi(t)− yi(t),
and it follows that

ẋi(t) = (A−BKx)xi(t) +BK1ei1(t) + ωi(t)
+BK2

∑
j∈Ni

aij (C (xj(t)− xi(t)) + δj(t)− δi(t))

+BK2F
∑

j∈Ni
aij (esj(t)− esi(t))

(13)
and the global state dynamics of vehicle i are described as

ẋ(t) = (IN ⊗ (A−BKx)− L⊗BK2C)x(t)
+ (IN ⊗BK1 − L⊗BK2FEs) e1(t)
− (L ⊗BK2) δ(t) + ω (t)

(14)

where x(t) = col(xi(t)), δ(t) = col(δi(t)), ω(t) = col(ωi(t)),
and Es = [02×3 02×1 I2].

To solve the problem of wasted or unnecessary utilization
of communication resources, the event-triggered protocol for
the updated sequence {tiki

}ki∈N is devised by using the static
threshold strategy with the estimated sensor fault f̂si(t) and
the output interaction ỹi(t) in a distributed fashion,

∥δi(t)∥ ≤ θi

∥∥∥∑j∈Ni
aij (ỹj(t)− ỹi(t))

∥∥∥
−θi

∥∥∥F ∑
j∈Ni

aij

(
f̂sj(t)− f̂si(t)

)∥∥∥ (15)

where θi > 0 is the static event-triggered threshold. Specifi-
cally, it indicates that the distributed FTCC controller (11) can
be successfully triggered and updated during the hibernation
of aperiodic DoS attacks when and only when the output in-
teraction error δi(t) is below the predefined threshold function
of the adjacency messages (15).

Denote the mean-square platoon consensus error as ei2(t) =
xi(t)− 1

N

∑N
i=1 xi(t). With the application of the distributed

FTCC strategy (11) combined with fault tolerance and DoS-
attack resilience capabilities, the corresponding global platoon
consensus error systems are obtained as

ė2(t) = (IN ⊗ (A−BKx)− L⊗BK2C)e2(t)
+(M⊗BK1 − L⊗BK2FEs)e1(t)
−(L ⊗BK2)δ(t) + (M⊗ I4)ω(t)

(16)

where e2(t) = col(ei2(t)) and M is defined in Lemma 2.1.
Theorem 3.1: Each vehicle with the event-triggered dis-

tributed FTCC strategy (11), (15) can achieve the exponential
mean-square consensus property of the vehicle platoon dy-
namics (2) in the presence of the complicated actuator/sensor
faults in the input/output channels and aperiodic DoS attacks
in the interaction channel when the following conditions hold:

(1) Given the positive scalars ε1, ε2, ε3, ρ1, µ1, µ2, µ4, ηΓ
and the chattering bound Γ0, there exists a symmetric positive-
definite matrix P , positive-definite matrices R,Q1, Q2, and
matrices Kx, H, J such that

−Q1 −He(PBKx) +
1
2ρ1k

2
1I3 +Q2 < 0 (17)

He(W ) + ΘΘT − ξI6 < 0 (18)

max{ ε2
ε1
, ε3ε1 } ≤ min{2ϵa(s) − α1, 2ϵa(s) + α2} (19)

where an ARE is denoted as He(PA)−PBR−1BTP +Q1 =

0, ξ = min{− ε1µ1k
2
1k

2
2+4ε1µ2k

2
4λ

2
max(M)

4λmin(Q2)
− 2ε1k

2
2 θ̄

2λ2
N (L)

2ρ1(1−2θ̄2λ2
N (L))

−

α1, α2 − ε1µ4k
2
4λ

2
max(M)

λmin(Q̄2)
} with k1 = ∥PBR−1BTP∥, k2 =

∥C†FEs∥, k4 = ∥PBK1∥, θ̄ = max θi ∈ (0,
√
2
2 λ

−1
N (L)),

Q̄2 = Q2 − PBR−1BTP + 1
2ρ1k

2
1I3, and ϵs = min

ϱ=1,2
ϵϱs . The

positive decay rate-based scalars are constrained within α1 ≤
µ̄1λmin(Q2)
λmax(P ) − 2θ̄2λ2

N (L)

2ρ1(1−2θ̄2λ2
N (L))λmax(P )

, α2 ≥ − µ̄2λmin(Q̄2)
λmin(P ) with

µ̄1 = 1 − 1
µ1

− 1
µ2

− 1
µ3
, µ̄2 = 1 − 1

µ4
− 1

µ5
, where µ3 ≤

− λmin(Q2)
ε1k2

5λ
2
max(M)

, µ5 ≤ − λmin(Q̄2)
ε1k2

5λ
2
max(M)

with k5 = ∥P∥.
(2) The interaction-based gain in the event-triggered

distributed FTCC scheme (11) is designed as K2 =
τ̃R−1BTPC† with τ̃ ≥ λ−1

2 (He(L)). For a positive scalar
σ∗ ∈ (0, α1), the DoS attack frequency and ADT indicator
are satisfied with{

FΓa(t0, t) ≤ σ∗ ln−1(ϖ−1
1 ϖ2)

τa > (α1 − σ∗)−1(α1 + α2)
(20)

where ϖ1 = λmin(P ) and ϖ2 = λmax(P ).
Proof. The aperiodic DoS attacks can switch intermittently

between attack dormancy and activation and can be divided
into Case I with the interval Γd(t0, t) and Case II with the
interval Γa(t0, t) in Definition 2.1. In Case I, aperiodic DoS
attacks remain dormancy, and the event-triggered distributed
FTCC mechanism is activated, allowing the propagation of the
output interaction information

∑
j∈Ni

aij(ỹj(t)− ỹi(t)) (DoS-
attack resilience) and the adjacency estimation information∑

j∈Ni
aij(f̂sj(t)− f̂si(t)) (fault-tolerance). In Case II, when

DoS attacks are activated and the event-triggered mechanism
is not established, i.e., the threshold function (15) is violated,
the distributed interaction is then not permitted and the pro-
posed FTCC strategy can only make full use of the scattered
estimation information ˆ̄xi(t) to remain valuable information.

Case I: DoS attack dormancy with event triggering
Consider the first Lyapunov function V1(t) = eT2 (t)(IN ⊗

P )e2(t) with the symmetric positive-definite matrix P , and
the first-order derivative of V1(t) is derived as

V̇1 = eT2 (IN ⊗He(P (A−BKx)))e2 + eT2 (He(M)⊗ P )ω
−eT2 (He(L)⊗ PBK2C)e2 + eT2 (He(M)⊗ PBK1)e1
−eT2 (He(L)⊗ PBK2FEs)e1 − eT2 (He(L)⊗ PBK2)δ
≤ eT2 (IN ⊗He(P (A−BKx)))e2 + k5ρ

−1
4 ωTω

−eT2 (IN ⊗ PBR−1BTP )e2
+ 1

2ρ1k
2
1e

T
2 e2 +

1
2ρ

−1
1 k23δ

T δ + 1
2ρ2k

2
1e

T
2 e2 +

1
2ρ

−1
2 k22e

T
1 e1

+k4ρ3λ
2
max(M)eT2 e2 + k4ρ

−1
3 eT1 e1 + k5ρ4λ

2
max(M)eT2 e2

≤ −λmin(Q2)e
T
2 e2 +

1
2ρ

−1
1 k23δ

T δ
+( 12ρ2k

2
1 + k4ρ3λ

2
max(M) + k5ρ4λ

2
max(M))eT2 e2

+( 12ρ
−1
2 k22 + k4ρ

−1
3 )eT1 e1 + k5ρ

−1
4 ωTω

(21)
where K2 = τ̃R−1BTPC† with the fine-tuning scalar τ̃ ≥
λ−1
2 (He(L)), k1 = ∥PBR−1BTP∥, k2 = ∥C†FEs∥, k3 =

∥C†∥, k4 = ∥PBK1∥, k5 = ∥P∥, and ρi > 0, i = 1, · · · , 4.
Furthermore, He(P (A−Kx))− PBR−1BTP + 1

2ρ1k
2
1I3 <

−Q2 is derived according to the matrix inequality (17) and
ARE constraint He(PA)− PBR−1BTP +Q1 = 0.
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According to the proposed distributed interaction informa-
tion and sensor fault estimation, it follows that

∥
∑N

i=1

∑
j∈Ni

aij(ỹj(t)− ỹi(t))∥ − ∥(L ⊗ F )f̂s(t)∥
≤ λN (L)(∥δ(t)∥+ k−1

3 ∥e2(t)∥+ k2k
−1
3 ∥e1(t)∥)

(22)
where f̂s(t) = col(f̂si(t)).

Since the output interaction error δi(t) and event-triggered
mechanism ∥δi(t)∥ ≤ θi(∥

∑
j∈Ni

aij(ỹj(t) − ỹi(t))∥ −
∥F

∑
j∈Ni

aij(f̂sj(t)− f̂si(t))∥) holds in (15) during the dor-
mancy interval Γd(t0, t) of hostile DoS attacks, the quadratic
output interaction error norm is given as

δT (t)δ(t) ≤ 2θ̄2λ2
N (L)(k−2

3 eT2 (t)e2(t)+k2
2k

−2
3 eT1 (t)e1(t))

1−2θ̄2λ2
N (L)

(23)

where the upper bound θ̄ = max
i=1,···,N

θi ∈ (0,
√
2
2 λ

−1
N (L)).

Then, an ingenious combination is equivalent to

V̇1 ≤ −λmin(Q2)e
T
2 e2 +

1
2ρ

−1
1 k23δ

T δ
+( 1

µ1
+ 1

µ2
+ 1

µ3
)λmin(Q2)e

T
2 e2

+(
µ1k

2
1k

2
2

4λmin(Q2)
+

µ2k
2
4λ

2
max(M)

λmin(Q2)
)eT1 e1 +

µ3k
2
5λmax(M)

λmin(Q2)
ωTω

≤ (−µ̄1λmin(Q2) +
2θ̄2λ2

N (L)

2ρ1(1−2θ̄2λ2
N (L))

)eT2 e2 +
µ3k

2
5λmax(M)ωTω
λmin(Q2)

+(
µ1k

2
1k

2
2

4λmin(Q2)
+

µ2k
2
4λ

2
max(M)

λmin(Q2)
+

2θ̄2k2
2λ

2
N (L)

2ρ1(1−2θ̄2λ2
N (L))

)eT1 e1

≤ −α1λmax(P )e
T
2 e2 +

µ3k
2
5λ

2
max(M)

λmin(Q2)
ωTω

+(
µ1k

2
1k

2
2

4λmin(Q2)
+

µ2k
2
4λ

2
max(M)

λmin(Q2)
+

2θ̄2k2
2λ

2
N (L)

2ρ1(1−2θ̄2λ2
N (L))

)eT1 e1
(24)

where each scalar ρ2 = 2λmin(Q2)
µ1k2

1
, ρ3 = λmin(Q2)

µ2k4λ2
max(M) , ρ4 =

λmin(Q2)
µ3k5λ2

max(M) with µi > 0, i = 1, 2, 3, µ̄1 = 1− 1
µ1

− 1
µ2

− 1
µ3

and α1 ≤ µ̄1λmin(Q2)
λmax(P ) − 2θ̄2λ2

N (L)

2ρ1(1−2θ̄2λ2
N (L))λmax(P )

.
Subsequently, consider a second Lyapunov function V2(t),

V2(t) =
eT1 (t)e1(t)

ε1
+

ḟT
a (t)ḟa(t)

ε2
+

ḟT
s (t)ḟs(t)

ε3
(25)

where εi > 0, i = 1, 2, 3 and fa(t) = col(fai(t)).
With the definition of the exponential faults of the sensors

and actuators (4) in the output and input channels, the corre-
lation between the first- and second-order derivatives of the
fault elements fai(t) and fϱsi(t) is expressed as

f̈ai(t) = −ϵaḟai(t), f̈ϱsi(t) = −ϵϱs ḟ
ϱ
si(t), ϱ = 1, 2 (26)

Then, it follows that

V̇2 ≤ 1
ε1
eT1 (IN ⊗ (He(W ) + ΘΘT ))e1

+ 1
ε1
ω̄T ω̄ + 2

ε2
ḟTa f̈a +

2
ε3
ḟTs f̈s

≤ 1
ε1
eT1 (IN ⊗ (He(W ) + ΘΘT ))e1

+( 1
ε1

− 2ϵa
ε2

)ḟTa ḟa + ( 1
ε1

− 2ϵs
ε3

)ḟTs ḟs +
1
ε1
ω̄T ω̄

(27)

where ϵs = min
ϱ=1,2

ϵϱs .

Finally, α1λmax(P ) ≤ µ̄1λmin(Q2) − 2θ̄2λ2
N (L)

2ρ1(1−2θ̄2λ2
N (L))

and

(
µ1k

2
1k

2
2+4µ2k

2
4λ

2
max(M)

4λmin(Q2)
+

2k2
2 θ̄

2λ2
N (L)

2ρ1(1−2θ̄2λ2
N (L))

)I6 + 1
ε1
(He(W ) +

ΘΘT ) + α1

ε1
I6 < 0 are intuitively obtained from (18) and

the upper bound constraint of α1. Then, under the derived

inequalities α1

ε2
+ 1

ε1
− 2ϵa

ε2
≤ 0 and α1

ε3
+ 1

ε1
− 2ϵs

ε3
≤ 0 from

(19), it is derived that

V̇1 + V̇2 ≤ −α1λmax(P )e
T
2 e2 − α1V2

+(α1

ε2
+ 1

ε1
− 2ϵa

ε2
)ḟTa ḟa + (α1

ε3
+ 1

ε1
− 2ϵs

ε3
)ḟTs ḟs

+( 1
ε1

+
µ3k

2
5λ

2
max(M)

λmin(Q2)
)ωTω ≤ −α1(V1 + V2)

(28)

where µ3 ≤ − λmin(Q2)
ε1k2

5λ
2
max(M)

is set manually.
Case II: DoS attack activation without event triggering
Given that the adjacency interaction or sensor fault estima-

tion cannot be efficiently transmitted during the activation in-
terval Γa(t0, t) of aperiodic DoS attacks, its original design of
interaction error-based event-triggered threshold function (15)
does not necessarily hold. The corresponding FTCC scheme
based on locally estimated information compensation for a
non-event-triggered policy is modified as ui(t) = −K1 ˆ̄xi(t)
in a decentralized fashion, and the mean-square platoon con-
sensus error systems are rewritten as ė2(t) = (IN ⊗ (A −
BKx))e2(t) + (M⊗BK1)e1(t) + (M⊗ I4)ω(t).

Consider the same Lyapunov functions V1(t) and V2(t)
followed in Case I, and it is obtained that

V̇1 ≤ eT2 (IN ⊗He(P (A−BKx)))e2 + k4ρ3λ
2
max(M)eT2 e2

+k4ρ
−1
3 eT1 e1 + k5(ρ4λ

2
max(M)eT2 e2 + ρ−1

4 ωTω)
≤ −µ̄2λmin(Q2 − PBR−1BTP + 1

2ρ1k
2
1I3)e

T
2 e2

+
µ4k

2
4λ

2
max(M)

λmin(Q̄2)
eT1 e1 +

µ5k
2
5λ

2
max(M)

λmin(Q̄2)
ωTω

≤ α2λmin(P )e
T
2 e2 +

µ4k
2
4λ

2
max(M)

λmin(Q̄2)
eT1 e1 +

µ5k
2
5λ

2
max(M)

λmin(Q̄2)
ωTω
(29)

where α2λmin(P ) ≥ −µ̄2λmin(Q̄2) is obtained with the lower
bound constraint of scalar α2 and Q̄2 = Q2−PBR−1BTP +
1
2ρ1k

2
1I3, ρ3 = λmin(Q̄2)

µ4k2
4λ

2
max(M)

, ρ4 = λmin(Q̄2)
µ5k2

5λ
2
max(M)

with µ4 >

0, µ5 > 0, and µ̄2 = 1− 1
µ4

− 1
µ5

.

Then, µ4k
2
4λ

2
max(M)

λmin(Q̄2)
I6 + 1

ε1
(He(W ) + ΘΘT ) − α2

ε1
I6 < 0

is also derived from (18). Under another inequalities −α2

ε2
+

1
ε1

− 2ϵa
ε2

≤ 0,−α2

ε3
+ 1

ε1
− 2ϵs

ε3
≤ 0 (19), it also follows that

V̇1 + V̇2 ≤ α2λmin(P )e
T
2 e2 + α2V2

+( 1
ε1

− α2

ε2
− 2ϵa

ε2
)ḟTa ḟa + ( 1

ε1
− α2

ε3
− 2ϵs

ε3
)ḟTs ḟs

+( 1
ε1

+
µ5k

2
5λ

2
max(M)

λmin(Q̄2)
)ωTω ≤ α2(V1 + V2)

(30)

where µ5 ≤ −λmin(Q2−PBR−1BTP+ 1
2ρ1k

2
1I3)

ε1k2
5λ

2
max(M)

is set in advance.

Finally, denote the piecewise Lyapunov function V (t) =
Vd(t) for t ∈ [tar−1 +∆a

r−1, t
a
r), and denote V (t) = Va(t) for

[tar , t
a
r + ∆a

r) in Fig. 1. Integrate both sides of V̇d ≤ −α1Vd
and V̇a ≤ α2Va during t ∈ [tar−1 +∆a

r−1, t
a
r +∆a

r),

V (t) ≤
{
e−α1(t−tar−1−∆a

r−1)Vd(t
a
r−1 +∆a

r−1)
eα2(t−tar )Va(t

a
r)

(31)

Notable, Vd(tiki
) ≤ ϖ2

ϖ1
Vd(t

i−
ki
) and Va(t

i
ki
) ≤ ϖ2

ϖ1
Va(t

i−
ki
)

are obtained at each event-triggered instant tiki
with ϖ1 =

λmin(P ) and ϖ2 = λmax(P ).
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Subsequently, Vd(t) for t ∈ [tar−1+∆a
r−1, t

a
r) and Va(t) for

t ∈ [tar , t
a
r +∆a

r) are rewritten as

Vd(t) ≤ ϖ2

ϖ1
e−α1(t−tar−1−∆a

r−1)Vd(t
a−
r−1 +∆a−

r−1)

≤ ϖ2

ϖ1
e−α1(t−tar−1−∆a

r−1)[eα2(t−tar−1)Va(t
a
r−1)]

≤ (ϖ2

ϖ1
)2e−α1(t−tar−1−∆a

r−1)eα2(t−tar−1)Vd(t
a−
r−1) ≤

· · · ≤ eln(
ϖ2
ϖ1

)NΓa (t0,t)e−α1|Γd(t0,t)|+α2|Γa(t0,t)|Vd(t0)
(32)

Va(t) ≤ eln(
ϖ2
ϖ1

)NΓa (t0,t)−α1|Γd(t0,t)|+α2|Γa(t0,t)|Va(t0)
(33)

It then follows from Definitions 2.1-2.4 that |Γd(t0, t)| =
t− t0 − |Γa(t0, t)| with Γa(t0, t) ≤ Γ0 +

t−t0
τa

, where τa and
Γ0 are denoted as the ADT indicator and chattering bound,
respectively. Based on the constraint condition of DoS attack
frequency FΓa(t0, t) =

NΓa (t0,t)
t−t0

≤ σ∗

ln(
ϖ2
ϖ1

)
and ADT indicator

τa >
α1+α2

α1−σ∗ in (20), for ∀t ≥ t0, it follows that

V (t)

≤ e(α1+α2)Γ0+ln(
ϖ2
ϖ1

)NΓa (t0,t)+(
α1+α2

τa
−α1)(t−t0)V (t0)

≤ e(α1+α2)Γ0−α1(t−t0)+
α1+α2

τa
(t−t0)+σ∗(t−t0)V (t0)

= e(α1+α2)Γ0e−λΓ(t−t0)V (t0)
(34)

where the decay rate is denoted as λΓ = α1− α1+α2

τa
−σ∗ > 0

with σ∗ ∈ (0, α1).
Obviously, V (t) ≥ ϖ1∥ei2(t)∥2 is derived, and the initial

Lyapunov expression with t0 is also derived as

V (t0) ≤ (ϖ2 +ϖ3)N∥ei2(t0)∥2 (35)

where ϖ3 =
max

i=1,···,N

{
1
ε1

∥ei1(t0)∥2+ 1
ε2

∥ḟai(t0)∥2+ 1
ε3

∥ḟsi(t0)∥2
}

min
i=1,···,N

∥ei2(t0)∥2 .

Finally, introduce an appropriate scalar ηΓ > 0. Hence,
the mean-square consensus control property of the platoon
vehicles is exponentially achieved with the platoon consensus
error,

∥ei2(t)∥2
≤ ϖ−1

1 e(α1+α2)Γ0(ϖ2 + ηΓ)Ne
−λΓ(t−t0)∥ei2(t0)∥2

= µΓe
−λΓ(t−t0)∥ei2(t0)∥2

(36)

with the amplitude µΓ = ϖ−1
1 e(α1+α2)Γ0(ϖ2+ ηΓ)N and the

decay rate λΓ = α1 − τ−1
a (α1 + α2)− σ∗.

Hence, all approximations ∥ei2(t)∥ → ∥ei2(t0)∥, xi →
x̂i, fai(t) → f̂ai, fsi(t) → f̂si and xi → 1

N

∑N
i=1 xi are even-

tually obtained as t→ +∞ with the derived amplitude µΓ > 0
and decay rate λΓ > 0 in (36). This indicates that the mean-
square consensus control objective of the platoon vehicles is
exponentially achieved with safe collision avoidance through
the event-triggered distributed FTCC strategy. The proof is
ultimately finalized.

Remark 3.2: The detailed calculation of the event-triggered
distributed FTCC strategy of vehicle platoon systems is briefly
illuminated in Algorithm 1.

Remark 3.3: At the triggering events {tiki
}ki∈N, a Zeno

behavior is effectively excluded by determining the following
updated control time sequence,

tiki+1 =

{
tiki

+ χi, if ki ∈ {(i, ki) ∈ ν × N | tiki
∈ ∪r∈NΓ

a
r}

tiki
+∆z

ki
, otherwise

(38)

Algorithm 1 Event-triggered distributed FTCC.
1: Solving an ARE: He(PA) − PBR−1BTP + Q1 = 0 to

get the symmetric positive-definite matrix P and positive-
definite matrices Q1, R.

2: Solving the linear matrix inequality: −Q1−He(PBKx)+
1
2ρ1k

2
1I3+Q2 < 0 (17) to get the positive-definite matrix

Q2 and matrix Kx.
3: Solving the following linear matrix inequality:

Ω11 Ω12 Ω13 Ω14 03×1 −H1F
⋆ Ω22 Ω23 −H2C 1 −H2F
⋆ ⋆ Ω33 −H3C 02×1 Ω36

⋆ ⋆ ⋆ −I4 04×1 04×2

⋆ ⋆ ⋆ ⋆ −1 01×2

⋆ ⋆ ⋆ ⋆ ⋆ −I2

 < 0

(37)
to obtain the estimation matrices H = [HT

1 HT
2 HT

3 ]
T

and J = [JT
1 JT

2 JT
3 ]T in (18) with Ω11 = He(A −

H1CA− J1C)− ξI3,Ω12 = B −H1CB −ATCTHT
2 −

CTJT
2 ,Ω13 = −J1F − ATCTHT

3 − CTJT
3 ,Ω14 =

I3 − H1C,Ω22 = He(−H2CB) − ξ,Ω23 = −J2F −
BTCTHT

3 ,Ω33 = He(−J3F )− ξI2,Ω36 = I2 −H3F .
4: The compensation-based gain and the interaction-based

gain are calculated as K1 = [Kx 1 01×2] and K2 =
τ̃R−1BTPC† with τ̃ ≥ λ−1

2 (He(L)) in the proposed
distributed FTCC mechanism (11), and each threshold is
designed as θi ∈ (0,

√
2
2 λ

−1
N (L)) in the even-triggered

control mechanism (15).

where interexecution ∆z
ki

= max{inft>tiki

{t− tiki
| ∥δi(t)∥ =

θi∥
∑

j∈Ni
aij(ỹj(t) − ỹi(t))∥ − θi∥F

∑
j∈Ni

aij(f̂sj(t) −
f̂si(t))∥}, υi} is enforced with χi > 0 and υi > 0.

Hence, the event-triggered dormancy is set as ∪r∈N[t
a
r , t

a
r +

∆a
r+∆z

r) under each positive upper interexecution bound ∆z
r .

Remark 3.4: In the threshold setting of the event-triggered
function (15), a static event-triggered mechanism with the
positive pre-defined threshold θi ∈ (0,

√
2
2 λ

−1
N (L)) is used and

even suitable for the special case of DoS attacks occurring at
the triggering time instants, thus eliminating the requirement
for periodic sampling of neighborhood information and instead
effectively distributing the application of the latest successfully
triggered interaction information.

Remark 3.5: A remarkable constraint involves the tradeoff
between the convergence attenuation rates α1 and α2 of the
mean-square consensus index, the uniform maximum thresh-
old of attack frequency FΓa(t0, t), and the bottom limit of
ADT τa of aperiodic DoS attacks. The result illustrates that,
under sufficient conditions of attack frequency and ADT indi-
cator, by using the proposed distributed event-triggered FTCC
algorithm with anti-attack capabilities, the platoon systems can
finally reach an exponential consensus. Furthermore, in con-
trast to the adaptive self-triggered [16] and time-dependent dis-
tributed event-triggered [35] strategies, an essentially constant
threshold-based static event-triggered mechanism is employed
through effectively utilizing distributed adjacency values (in-
cluding output interaction and sensor fault estimation errors),
thereby simply updating event triggers that lie within the
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dormancy intervals of DoS attacks. The problem of confusing
the dynamic nature of the bandwidth-aware event-triggered
scheduling mechanism [36] with the intermittence of DoS
attacks is avoided without effective discrimination.

IV. SIMULATION AND EXPERIMENT RESULTS

The five automatous vehicles in sequence are given in
this section of platoon vehicles. Comparative vehicle platoon
simulations and experiments in the short-cycle and long-cycle
DoS attack scenarios are proposed to confirm the effectiveness
of the event-triggered distributed FTCC algorithm.

The parameter values of the engine index and the vehicle
length are chosen as τ = 0.1 and L = 2m in [34],
respectively. The external disturbances in the five homo-
geneous vehicle channels are listed as dv0(t) = dv1(t) =
0.03 cos 0.07πtm.s−2, da0(t) = da1(t) = 0.05 sin 0.05πtm.s−2,
dv2(t) = dv3(t) = 0.02 cos 0.1πtm.s−2, da2(t) = da3(t) =
0.03 cos 0.7πtm.s−2, dv4(t) = 0.01 sin 0.02πtm.s−2, and
da4(t) = 0.04 cos 0.03πtm.s−2.

The distinguishable boundaries of the healthy and faulty
actuators or sensors are set as ϵa = 0.002 and ϵ1s = ϵ2s =
0.001. The sensor fault-induced gain is set as F = [0.8 0; 0 0],
and the actuator and sensor faults fai(t) and fsi(t) of the initial
and subsequent vehicles are given as

fa1(t) = 0.05(1− e−0.08t)m/s2, 15s ≤ t ≤ 25s

f1s2(t) =

{
0.1(1− e−0.5t)m, 15s ≤ t < 25s
0.01(1− e−0.05t)m, 25s ≤ t ≤ 40s

(39)

The gain matrices in the UIO (8) and FTCC controller (11)
are computed as

J =


0.0923 −0.0018
−0.0045 −0.0037
−0.7005 −0.0947
−0.0025 1.2484
0.0125 −2.1334
1.2921 −49.0975

 , H =


1 0
0 1
1 0
0 1
1 0

0.8332 0.0597

 ,

K1 =
[
6.6857 0.0762 −6.5838 1 0 0

]
,

K2 =
[
0.8445 −16.3633

]
(40)

Despite the involved incipient and abrupt actuator and sen-
sor faults in the initial and subsequent vehicles, Fig. 3 - Fig. 5
in the simulation part provide the typical studies of the platoon
vehicles under short-cycle aperiodic DoS attacks to confirm
the viability and merit of the event-triggered distributed FTCC
solution in preserving the desired platoon performance, fault
tolerance, and attack resilience. Fig. 3 depicts the spacing
metrics of the vehicle platoon systems for short-cycle aperiodic
DoS activation periods (10s-11s, 21s-22s, 30s-31s, and 38s-
40s) after simultaneous faults (15s and 25s) to balance the
ideal spacing and prevent vehicle scraping phenomena. Fig.
4 and Fig. 5 illustrate the velocity and acceleration tracking
curves over the same aperiodic short-cycle DoS activation
periods, thus ensuring a safe platoon performance. Notably,
the first vehicle suffers from an incipient bias fault at 15s
and the second vehicle deals with composite incipient-/abrupt-
type sensor faults at 15s and 25s, respectively, resulting
in an oscillation phenomenon of the spacing, velocity, and
acceleration response channels. The faults and attacks occur
at different moments and provide different durations with

Fig. 3. The spacing li, i = 1, · · · , 4 in the short-cycle DoS attack scenario.

Fig. 4. Velocity tracking in the short-cycle DoS attack scenario.

Fig. 5. Acceleration tracking in the short-cycle DoS attack scenario.

Fig. 6. The experimental testing platform.

individual nodes, finally resulting in staggered oscillations
in the vehicle platoon consensus error responses. Hence, the
platoon consensus control problem of the modeled cyber-
physical platoon vehicle dynamics is effectively solved with
the proposed event-triggered distributed FTCC mechanism.

The experimental testing platform in our lab (Fig. 6) consists
of four main components: the ground control station, five
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Fig. 7. The major components in the vehicle platoon platform.

unmanned vehicles, Nokov optical 3D motion capture system,
and WiFi-based wireless communication network, as shown
in Fig. 7. The vehicle positions are collected by the motion
capture system, which envelops the entire capture area of
the indoor space utilizing motion capture cameras arranged
within the space, capturing the precise three-dimensional
spatial position of reflective markers placed on the captured
subject. This provides real-time information about the current
position and posture of the unmanned vehicles. The wireless
network created using the XIAOMI-AX3000 wireless router
enables communication between the ground control station
and unmanned vehicles with a strong wireless signal and
anti-interference capability, operating at a frequency band of
2.4GHz. The ROS operating system used by unmanned vehi-
cles provides many standard tools and libraries for building
unmanned vehicle software and is designed as a distributed
system using the standard TCP/IP protocol for communication
between unmanned vehicles. Multiple ROS-based unmanned
vehicles are configured in the same local area network on our
experimental platform, with a host ROS master and several
following nodes. Each unmanned vehicle interacts through
publishing and subscribing, with different topics being used to
specify network routing for messages. Messages are published
by nodes in the network to the appropriate topic, and the
vehicle nodes subscribe to the corresponding topic to obtain
the required messages. Considering the reliability of network
transmission during the experimental process, it is difficult
to simulate short-period DoS attack intervals in real-time.
Therefore, the long-cycle attack interval is chosen. Fig. 8 -
Fig. 10 in the experiment part illustrate the platoon consensus
performance of the platoon vehicles for the long-cycle DoS
attack activation period (5s-9s and 30s-35s). The mean-square
exponential consensus control problem for the five networked
vehicles is effectively solved using a co-designed structure of
the UIO scheme in decentralized fault-estimation and FTCC
scheme in distributed anti-DoS-attack improvements. Regard-
less of the short-cycle and long-cycle DoS conditions, the
consensus tracking for each spacing, velocity, and acceleration
exhibits an excellent physical fault tolerance at each occurring
instant of abrupt and incipient sensor and actuator faults, and
network resilience at each DoS attack activation duration.
However, compared to the smooth response and equal ampli-
tude tracking under short-cycle DoS duration in Fig. 3 - Fig.

Fig. 8. The spacing li, i = 1, · · · , 4 in the long-cycle DoS attack scenario.

Fig. 9. Velocity tracking in the long-cycle DoS attack scenario.

5, respectively, the response under the long-cycle DoS impacts
in Fig. 8 - Fig. 10 retains a greater oscillation amplitude
with denser fluctuations and more intense spikes, as well as
a faster event update frequency, i.e., the wider DoS activation
periods lead to denser triggering events for the remaining
DoS dormancy periods. Furthermore, a platoon consisting of
five interconnected vehicles is formed for a circular trajectory
formation experiment. The experiment introduced long-cycle
DoS attacks and compound actuator and sensor faults. For
better observation, Fig. 11 only displays the trajectory of the
middle vehicle in the platoon. During the periods of long-cycle
DoS attacks (5s-9s and 30s-35s), the red curve (distributed
FTCC algorithm) and the blue curve (distributed security
algorithm [31]) exhibit similar tracking effects, indicating that
both algorithms provide better network resilience against DoS
attacks. In contrast, compared to the blue curve (without fault-
tolerant modules, showing significant trajectory deviation), our
distributed FTCC algorithm demonstrates better tracking speed
and stability when faced with compound faults (15s and 25s),
smoothly and quickly converging to the reference trajectory.

The triggering occurrences of the events in the respective
short-cycle and long-cycle DoS attack scenarios are illustrated
in Figs. 12 and 13, respectively. Notably, the event-triggering
moments circumvent all possible DoS activation intervals and
are triggered more frequently during the FTCC periods. In
addition, the comparison curves in Fig. 14 and Fig. 15 reveal
the superiority of the UIO protocol in decentralized fault-
estimation design and provide a guideline for devising the
back-end distributed anti-DoS-attack FTCC algorithm. To be
specific, Fig. 14 depicts the estimated and rated curves of
the incipient actuator fault fa1(t) at 15s. Fig. 15 illustrates
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Fig. 10. Acceleration tracking in the long-cycle DoS attack scenario.

Fig. 11. Comparison experiment of path trajectories between distributed
FTCC algorithm and distributed security control algorithm [31].

the abrupt sensor fault f1s2(t) at 15s and incipient sensor
fault at 25s in the second vehicle with rated and estimated
curves. Compared with the accurate estimation of the compli-
cated faults using the attack activation rate technique [34],
the similarity lies in the fluctuation convergence on each
fault moment as the distinguishable attack and fault detec-
tion cannot be effectively realized. The difference with the
multi-metric evaluation (convergence speed, smoothness, and
alignment) focuses on the irregular oscillation that does not
track smoothly and quickly to the rated values under incipient
faults of tiny and inconspicuous features. In this scenario,
the proposed decentralized UIO in fault-estimation and FTCC
hierarchy with the dual-constraint indicators (DoS attack fre-
quency and ADT) can realize an accurate estimation of the
platoon vehicles despite a continuous deviation or persistent
non-dissipative oscillation.

V. CONCLUSIONS

A secure framework for the UIO in decentralized fault-
estimation and FTCC strategy in a distributed anti-DoS-attack
fashion has been developed to address cyber-physical threats
in vehicle platoon dynamics, including exponential fault con-
straints (deviations caused by complicated incipient/abrupt
actuator and sensor faults) and disconnected/paralyzed topolo-
gies (characteristics of aperiodic DoS attacks). A distributed

Fig. 12. Occurrences of the events in the short-cycle DoS attack scenario.

Fig. 13. Occurrences of the events in the long-cycle DoS attack scenario.

Fig. 14. Rated and estimated values of incipient-type actuator fault fa1(t).

Fig. 15. Rated and estimated values of the complicated abrupt-/incipient-type
sensor fault f1

s2(t).

control scheme based on both fault/state estimation recon-
struction and sensing interaction error collection has been
proposed for two cases, i.e., DoS attack dormancy with
event triggering and DoS attack activation without event
triggering. The developed dual criteria of DoS attack fre-
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quency and ADT techniques ensure that the distributed FTCC
algorithm maintains the mean-square exponential consensus
with the specified attack resistance and fault tolerance per-
formance. Future research focuses on simultaneously solv-
ing component/system/task-based faults and deception/random
DoS attacks. The novel event-based integration of fault iden-
tification, attack detection, and FTCC policies is urgently
explored to improve dynamic queue reconfiguration, mission
planning, and obstacle avoidance in vehicle platoon systems.
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