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Abstract

In the NCI SEER program, the Annual Percent Change (APC) is a useful measure for analyz-
ing change trends in cancer rates. The associated models must be cautiously applied for trends
comparison because when dealing with overlapping regions it is not possible consider independence
between the samples of the regions to be compared (e.g., comparing the cancer mortality change rate
of California with the national level). In this paper a new perspective for understanding the distri-
bution of the overlapping region in the Age-stratified Poisson Regression model (Li et al. (2008)) is
introduced. We propose a new procedure to construct Z-test statistics that allows to have in practice
much easier computation and interpretation. In addition we do not restrict ourselves to the maximum
likelihood estimators and a unified methodology is carried out for making statistical inference, valid
for a broad family of estimators, including the minimum chi-square estimators. These estimators are
the so-called minimum power divergence estimators. A Monte Carlo experiment supports the new
proposed methodology and in connection with the claim made in Berkson (1980) for not restricting
always to maximum likelihood estimators, it is shown that there are actually estimators with better
performance. The proposed methods are applied to the SEER cancer mortality rates observed from
1991 to 2006.

Keywords: Minimum power divergence estimators, Age-adjusted cancer rates, Annual percent change
(APC), Trends, Poisson sampling.

1 Introduction

According to the World Health Statistics 2009, published by the World Health Organization, in 2004
the age-standardized mortality rate in high-income countries attributable to cancer deaths was 164 per
100,000. Cancer constituted the second cause of death after cardiovascular disease (its age-standardized
mortality rate was equal to 408 per 100,000). For cancer prevention and control programs, such as the
Surveillance, Epidemiology and End Results (SEER) in the United States (US), it is very important
to rely on statistical tools to capture downward or upward trends of rates associated with each type of
cancer and to measure their intensity accurately. These trends in cancer rates are defined within a specific
spatial-temporal framework, that is different geographic regions and time periods are considered.

*This work was partially supported by Grants MTM2009-10072 and CAM-UCM2008-910707.
tCorresponding author, E-mail: nirian.martin@uc3m.es. This work was carried out during the stay of the first author
at 1 and 2 as Visiting Scientist, and was partially supported by Grant MTM2009-10072 and Real Colegio Complutense.
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Let rx; be the expected value of the cancer rate associated with region k and the i-th time point in
a sequence of ordered I time points {t; Z-Ii 1- We shall consider that Region 1 starts with the earliest
time. Each point is representing an equally spaced period of time, for instance a year, and thus without
any loss of generality ¢1; = 4, ¢ = 1,..., I; (any change in origin or scale with respect to the time should
not affect a measure of trend). The cancer rates are useful to evaluate either the risk of developing cancer
(cancer incidence rates) or dying from cancer (cancer mortality rates) in a specific moment. Statistically,
the trend in cancer rates is an average rate of change per year in a given relatively short period of time
framework when constant change along the time has been assumed. The annual percent change (APC)
is a suitable measure for comparing recent trends associated with age-adjusted expected cancer rates

WjTkjis (1)

J
Thi =

j=1

where J is the number of age-groups, {w; } 37:1 is the age-distribution of the Standard Population (ijl

wj =
1, wj >0,j=1,..,J) and {Tkji}le is the set of expected rates associated with the k-th region
(k=1,...,K) at the time-point ty; (i = 1,..., Iy), or the i-th year, in each of the age-groups (j =1, ..., J).

For example, the SEER Program applies as standard the US population of year 2000 with J = 19

age-groups [0,1), [1,5), [5,10), [10,15), ..., [80,85), [85,%). The APC removes differences in scale by
considering the proportion (k41 — 7%,i)/Tki = Tki+1/7k,; — 1 under constant change assumption of
the expected rates. Proportionality constant 6, = rg2/rk1 = ... = Tk, /Tk,1,—1 constitutes the base for

defining APC, = 100(6x — 1) as a percentage associated with the expected rates {rkﬂ}le of the k-th
region. Since the models that deal with the APCs consider the logarithm of age-adjusted cancer rates,
the previous formula is usually replaced by

APCy = 100(exp(Bix) — 1), (2)

and we would like to make statistical inferences on parameter (1.
The data that are collected for modeling the APC associated with region k, are:

e djji, the number of deaths (or incidences) in the k-th region, j-th age-group, at the time-point ty;;
e n;;; the population at risk in the £-th region, j-th age-group, at the time-point #;;
so that the r.v.s that generate d;;, Dy i, are considered to be mutually independent. In a sampling

.. . J J Dyii
framework we can define the empirical age-adjusted cancer rates as Rg; = > Wi Rk = ijle n:?' ,
: ji

whose expected value is (1). Even though the assumption of “independence” associated with Dy ;; simplify
the process of making statistical inference, it is in practice common to find situations in which the two
APCs to be compared, APC; and APCs, share some data because there is an overlap between the two
regions. For example, in Riddell and Pliska (2008) county-level data on 22 selected cancer sites during
1996-2005 are analyzed, so that the APC of each county is compared with the APC of Oregon state. It
is not possible to assume independence between the data of counties (local level) and their state (global
level). Moreover, the APC comparison between overlapping regions is more complicated when the APCs
are not for the same period of time. For instance in the aforementioned study appeared in Riddell and
Pliska (2008), while Oregon APC was obtained for a period of time finished in 2005, the US APC was
calculated for a period of time finished in 2004 because the US data of year 2005 were not available.
Figure 1 represents the most complicated overlapping case for two regions, where {2,6} x {5,8} is the
set of points of the first region, {5,9} x {2,6} is the set the points of the second region, {5,6} x {5,6}
is the set of points of the overlapping region (boxed points). Each of the two regions have a portion of
space and period of time not contained in the other one (circular points).

This paper is structured as follows. In Section 2 different models that establish the relationship
between ri; and (1 are revised and the two basic tools for making statistical inferences are presented,
the estimators and test-statistics for equal APCs. Specially the Age-stratified Poisson Regression model,
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Figure 1: Two overlapping regions not sharing the same period of time.

introduced for the first time in Li et al. (2008), is highlighted as model that arises as an alternative
to improve the previous ones. Based on Power-divergence measures, in Section 3 a family of estimators
that generalize the maximum likelihood estimators (MLEs) are considered for the Age-stratified Poisson
Regression model. In addition, a new point of view for computing the covariance between the MLEs
of Bi1x is introduced inside the framework of this family of estimators and this is key for improving
substantially the Z-statistic for testing the equality of APCs for the Age-stratified Poisson Regression
model. In addition, such a methodology provides explicit and interpretable expressions of the covariance
between the estimators of 51;. We evaluate the performance of the new proposed methodology in Section
4 through a simulation study and we also consider an application example to Breast and Thyroid cancer
data from California (CA) and the US population, extracted from the SEER*STAT software of the SEER
Program. Finally in Section 5 some concluding remarks are given.

2 Models associated with the Annual Percent Change (APC)

When non-overlapping regions are taken into account, there are basically two models which allow us to
estimate the APC starting from slightly different assumptions, the Age-adjusted Cancer Rate Regression
model and Age-stratified Poisson Regression model. The main difference between them is based on the
probability distribution of Dy ;, number of deaths in the k-th region, j-th age-group, at the time-point
tii: while the Age-adjusted Cancer Rate Regression model assumes normality for log Ry; having Dy
the same mean and variance, the Age-stratified Poisson Regression model assumes directly a Poisson
random variable (r.v.) for Dy;;. The Age-adjusted Cancer Rate Regression model establishes log Ry; =

ind .
Bok + Biktri + €xi, where ex; '~ N(0,03,) with o7, = ijlw?rkji/nkﬁ = Zj:lezmkji/niji under
E[Dkﬂ] = Var[iji] = nkjirkji = mkji, (3)

ie. log Ry ™ N (rgi,o2,) with
ki = exp(Bok) exp(Birtri)- (4)

According to the Age-stratified Poisson Regression model (Li et al. 2008), Dy ind P(nijirk;:) and for

T4 it holds
= Bokj + Bikti- (5)

kji

M4
log rrji = Porj + Biktrs or log " J
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Observe that the parametrization of both models is essentially the same because the expected age-adjusted
rate rg; in terms of (5) is equal to (4), where

exXp ﬁOk: ZW] €xXp ﬁOk]) (6)
Jj=1
and thus for both models it holds
1
r trly, k1l
b= (22) ™ — exi(pu) (7)
Tk1

The original estimators associated with the Age-adjusted Cancer Rate Regression model and Age-
stratified Poisson Regression model are the Weighted Least Square estimators (WLSE) and Maximum
Likelihood estimators (MLE) respectively.

The hypothesis testing for comparing the equality of trends of two regions, Hy : APC; = APCy, is
according to (2), equivalent to Hy : S11 — S12 = 0. Hence, the Z-statistic for both models can be defined
as

P11 — B2
Var(ﬁu - 312)

where Blk, k = 1,2 are the estimators of 8y associated with each region, Var(,é’ll — 612) is the estimator
of the variance of 511 — 512, Var(ﬂn — /312) The expression of the variance is Var(ﬂu — 512) = 0% 403,
with 0%, = Var(ﬂlk), k = 1,2, for non-overlapping regions. When overlapping regions are taken into
account the methodology for obtaining the estimators as well as Z-statistic (8) remain being valid, but
the given expression for Var(gn — 312) is not longer valid. When the overlapping regions do not share the
same period of time (¢11 # t21 or I1 # I3), we must consider a new reference point for index 4, denoted
by I, such that ¢;7 represents the time point within {¢;;}/1, where the time series associated with the
second region is about to start, i.e. we have {tgt} 21 such that to; = t17+ 1. In partlcular if t1; = 1,
i=1,..,I, thento; =T+1i,i=1,. . Observe that {tll} T
series associated with the overlapplng region (t1; =ty 1,1 =1+1,. I). In Figure 1 I; = 6, I, = 5,
I = 4 and thus we can distinguish three subregions {5, 6} {1,...,4}, {5 6} x {5,6} and {5,6} x{7,...,9}.
Without any loss of generality each random variable Dy,;; can be decomposed into two summands

7 =

(®)

or equivalently {to;}/277, is the time

2
Dyji = Dy, + DY) (9)

where Dl(w’ i € {1,..., I}, is the the number of deaths (or incidences) in the k-th region, j-th age-group, at

the time-point t;; for the subregion where there is no overlap nor in time nor in space; D,(j)z, ie{l,..., I},
is the the number of deaths (or incidences) in the k-th region, j-th age-group, at the time—point ty; for

the subregion where there is overlap. Similarly, ng;; = n,(clj)l + n,(w)l and mgj;(8),) = mk]l(,@k) + ml(fj)z(,@'k)

Observe that when i € {I +1,..., 11}, 1.v.s Dgz and D(i _ are associated with the same overlapping

subregion. Revisiting the example illustrated in Figure 1 it should be remarked that in the y-axis (space)
there are more points than those that represent one realization of r.v.s D,(:;)i in each time point, but
grouping the points belonging to the same vertical line inside the portion marked in dash we are referring
to one realization of them (for instance, for ¢;; = 1 we have two groups of points associated with D%)l,

D( )1 respectively, while for 1,5 = t2;1 = 5 we have three groups of points associated with DS%, Dgé or

Dg?)l, Déi)l) In total there are 20 realizations of r.v.s D,(cj)i in Figure 1.

http://biostats.bepress.com/harvardbiostat/paper109
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(b)
kji’

to Dyji, ie. Dy ~ P(m) such that it holds (10), and hence {m{>,(8,)} . and {m{)(8,)} ;"
are only equal when 817 = B2 (or equlvalently, when 8, = B,). Now we can say thoroughly that
under i1 = [312, the reason why Cov(ﬂu,ﬂlg) = 0 is not true inside Var(ﬁu — [312) = Var(ﬁu)

Var(B12) — 2Cov(B11, Br2) for overlapping regions is that {Dujiti=1,...1sj=1,.,.0 and {Daj; Yiz1,.. 1p:j=1,.,7
are not independent, because both regions share the same the set of r.v.s {Dgz}vﬁ:fﬂ,...,h;j:1,4.,J with

It is important to understand r.v.s D b € {1,2} as “homogeneous contributors” with respect

(2) (2)
Dyji = Doy 1
. (b) ind (b) (b)
Assumption 1 D5 ~ P(myj;), b € {1,2}, where for nyf; > 0 it holds
n®
ml(cl;)z _ k]l Miji, bhe {1, 2} (10)
Nkji
We accept the case where n,(j;)i =0, for some b € {1,2}, so that D,(f;)7 =0 a.s. (degenerated r.v.) because
m!?) =0
kji — 7°

Regarding the basic models considered in the papers dealing with overlapping regions, the Age-
stratified Poisson regression model can be considered as the most realistic one, actually they have been
constructed by successive improvements on the previous models so that initially normality assumptions
were taken as approximations of underlying Poisson r.v.s. In the first paper concerned about trend
comparisons across overlapping regions (Li and Tiwari (2008)), it is remarked that “... the derivation of
COV(B\H, 312), ...., is nontrivial as it requires a careful consideration of the overlapping of two regions”.
The assumption considered by them (which is based on Pickle and White (1995)) for the overlapping
subregion is similar to the assumption considered herein in the sense that the overlapping subregion
follows the same distribution considered for the whole region. A similar criterion was followed in Li et
al. (2007) and Li et al. (2008).

3 Minimum Power Divergence Estimators for an Age-stratified
Poisson Regression Model with Overlapping

Let ms be the expected value of the r.v. of deaths (or incidences) D; associated with the s-th cell of
a contingency table with My = JIj; cells (s = 1,..., My). In this section, we consider model (5) in
matrix notation so that the triple indices are unified in a single one by following a lexicographic order.

Hence, the vector of cell means my(B;) = (m1(8y), - mar, (Br)T = (mi11(Bg), -, muyr, (By))T of the
multidimensional r.v. of deaths (or incidences) Dy = (Dy, ..., Das, )T = (Dg11, -, Diyr, )T, is related to

the vector of parameters 8,= (Bok1, ...,BOM,BM)T € 0, = R/t according to

log (Diag™' (ny,) mi(8,)) = X8, or my(B,) = Diag(ny) exp(XB8y), (11)

where Diag(ny) is a diagonal matrix of individuals at risk ny = (n1,....,n0,)7 = (nk11, - nkar )T
(ns >0,s=1,..., M) and

1[k tr

- : =I;®1;,1;®t),
1; tr

K JIx (J+1)
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Statistical Inference for Comparing Trends in Cancer Rates of Two Overlapping Regions 6

with t = (tk1, .. ter,,)7, is a full tank My x (J + 1) design matrix. Based on the likelihood function of
a Poisson sample Dy, the the kernel of the log-likelihood function is given by

My M,
eﬁk (Dk) = ZDS IOgms(/Bk) - Zlms(/@k)v
s=1 §=

and thus the MLE of 3, is

o~

— (5 (D).
By, = arg gnax 8, (D)

It is well known that there is a very closed relationship between the likelihood theory and the Kullback-
Leibler divergence measure (Kullback and Leibler (1951)). Focussed on a multinomial contingency table
it is intuitively understandable that a good estimator of the probabilities of the cells should be such
that the discrepancy with respect to the empirical distribution or relative frequencies is small enough.
The oldest discrepancy or distance measure we know is the Kullback divergence measure, actually the
estimator which is built from the Kullback divergence measure is the MLE. By considering the unknown
parameters of a Poisson contingency table, the expected means, rather than probabilities and the observed
frequencies rather than relative frequencies, we are going to show how is it possible to carry out statistical
inference for Poisson models through power divergence measures. According to the Kullback divergence
measure, the discrepancy or distance between the Poisson sample Dy, and its vector of means my(3;,) is

given by
My,

dan(Dams(B,)) = 3 (Datog 25— D (B ) (12)

Observe that dkui(Dg,mi(8y)) = —{g, (D) 4+ Ck, where Cy does not depend on parameter 3;. Such
a relationship allows us to define the MLE of 8, as minimum Kullback divergence estimator

s=1

3 = i d u D 5 )
B, arg min Kull(Dx,mi(8y))

and the MLE of my(8,,) functionally as mk(,@k) due to the invariance property of the MLEs. The power
divergence measures are a family of measures defined as

1 My, ( D?+1

dx(Dg,my(By)) = VESY! m3 (Br)

_Dy(14 ) +/\ms(ﬁk)> S A1) (1)

s=1

such that from each possible value for subscript A € R — {0,—1} a different way to quantify the dis-
crepancy between Dy and my(8,) arises. In case of A € {0,—1}, it is defined dy(Dy,mi(8;)) =
limy_, ) d¢(Dg,m(By)), and in this manner the Kullback divergence appears as special case of power
divergence measures when A = 0, do(Dg,my(8;)) = dgun(Dk,mi(8;)) and on the other hand case
A = —1 is obtained by changing the order of the arguments for the Kullback divergence measure,

d_1(Dg,my(By)) = dgun(mx(By), D).
The estimator of 3;, obtained on the basis of (13) is the so-called minimum power divergence estimator

(MPDE) and it is defined for each value of A € R as

3, , = in dy(D 14
Bk,,\ argﬂznelgk A(Dr,mi(By)), (14)

and the MPDE of m(3;) functionally as mk(Bk’)\) due to the invariance property of the MPDEs. Apart
from the MLE (Bk or Bk,o) there are another estimators that are members of this family of estimators:
minimum modified chi-square estimator, [Aik772; minimum modified likelihood estimator, ,@kﬁl; Cressie-

Read estimator, 3y, 5 /35 minimum chi-square estimator, By1- These estimators are not new for this model

http://biostats.bepress.com/harvardbiostat/paper109
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from the point of view that if we want to make statistical inferences focussed on the MPDE of (11, B\H’A
(the last element of By ,, with k = 1), all the underlying theory is exactly the same as the case that
none overlapping is considered, actually it can be developed separately from the MPDE of (12, 312, X

Such estimators for non-overlapping regions were studied in Martin and Li (2009) inside a generalized
model that covers (11). It was shown though a simulation study that the minimum chi-square estimator
of Bk, ﬁlk 1, is more efficient estimator than the MLE (Blk or ﬂlk 10), specially when the total of my(3,,),
Ny = Zj:lZi:lmkﬂ(I@k)7 is small.

Taking into account that the asymptotic distribution of all MPDEs tend to be “theoretically” the
same, including the MLE, we are going to propose an alternative method for estimating Var(f811 — f12) =

Var(fg’\ll 0 — ,73’\12 0) that covers a new element for overlapping regions COV(BH,BH) COV(BH 0,312 0)-
We postulate that for not very large data sets, the MLEs, ,6’11 0— 612 0, might be likely improved by the
estimation associated with A =1, 611 1 — ﬂ1271, when overlapping regions are considered.

In order to obtain the MPDE of (2), APCk’)\ = 100(exp(31k’>\) —1), we need to compute the estimator
of the parameter of interest by following the next result.

Proposition 2 The MPDE of (1k, 31;@)\, 1s the solution of the nonlinear equation
F(Bur) Z tri Tri = 0,
with

Tkz Z mka Spkﬂ - 1) ’

A+l
N N N Dyis
miji(By) = Niji €xp(Bokjn) exp(Biriatei) and i = (l%) ;
miji(By)

A+1
exp(Bokj ) <Zpkjsw,§j;1> L =1,

Nkjs €XP ﬁm,,\tk Dy
Pkjs = T 72 ( = S) and ’Q/kas = )5 .
Y on ki €xXp(Bikatkn) Nijs €XP(BirAlrs)

Our aim is to show that 5117 N — 312, A is asymptotically Normal and to obtain an explicit expression
of the denominator of the Z-statistic (8) with MPDEs

Biix — Brzx
\/\/73\1“(311,,\ - 312,,\)

when the random vectors of observed frequencies of both regions, D; and D5, share some components
(those belonging to the overlapping subregion). After that we will be able to proceed as usual, since
(15) is approximately standard normal for min{Ny, N} large enough, we can test Hy : APC; = APCy
(B11 = B12) vs Hy : APCy # APCy (P11 # Pi2), so that if the value of |Z,] is greater than the quantile
zi—g (ie, Pr(Zy <zi-a) =1- %), Ho is rejected with significance level a.

The following result is the key result for estimating the variances and covariance of the estimators of
interest, Sixx, £ = 1,2. It allows us to establish a linear relationship between the parameter of interest
and the observed frequencies under Poisson sampling when the expected total mean N in each region
(k =1,2) is large enough and the way that N increases is given in Assumption 3.

Zy =

(15)

Hosted by The Berkeley Electronic Press



Statistical Inference for Comparing Trends in Cancer Rates of Two Overlapping Regions 8

Assumption 3 m;;ji(ﬁg) = mu;i(B3) /Ny remains constant as Ny, increases, that is my;i(B)) increases
at the same rate as Nj.

Theorem 4 The MPDE of By, B\lk,/\; k=1,2, can be expressed as

~ ~T —m (B
Bikx — 5?1@ = Ofktk(ﬂZ)Xf(Dk - mk(ﬂg)) +o () = N,f(ﬁk)

)

where superscript 0 is denoting the true and unknown value of a parameter, o is denoting a little o function
for a stochastic sequence (see Appendiz in Bishop et al. (1975)) and

ot = (BB X T Ding(m(82) X B(80)) (zmm(m)(m ?kj<ﬁ2>>2> . e

Jj=14
5060 = (<t (B) - —hs(BY) 1),
Iy, 0
T q:Z 1mkji(ﬂlc)tki' 17
kj(ﬁk) Zlklmkjl(ﬂk) ()

Theorem 5 The MPDE of (i, 31k7,\, k = 1,2, is asymptotically Normal, unbiased and with variance
equal to (16).

Note that Theorem 5 would be more formally enunciated in terms of /Ny, (B\lk, x—BY), because 0%, is

not constant as Vj increases. We have avoided that in order to focus directly on the estimator of interest.
Due to Assumption 3 and 3;(8%) = Zf’cl mk”(ﬁg)tki, what is constant is

j=li=

1
ng%k = (i]: imka(ﬁk)(tIW tNkJ(ﬁg))2> :

Let N be the total expected mean the region constructed by joining regions 1 and 2. Note that
N < Ni + N,, being only equal with non-overlapping regions. In order to establish the way that IV
increases with respect to Ni, we shall consider throughout the next assumption.

Assumption 6 N} = % (k =1,2) is constant as N increases, that is N increases at the same rate as
Ni.

Note that for overlapping regions it holds Nl* + N > 1 and under the hypothesis that 5, = Y,
we have a common true parameter vector ,8 = ﬂ[,i (k = 1,2). Hence, under the hypothesis that

B9,/ = B),, since N} + Ny = 1 + ZJ 1 Z éi)] (B%)/N is constant, the overlapping death fraction,

Z =1 211_1 éi)]( B°)/N, is also constant as N increases.

Theorem 7 Under the hypothesis that 30, = 3%, the MPDE of B11 — P12, Elu\f 3\12}, 18 decomposed
as
Bt — Bioa = X1 + Xo+ X3+ Y, (18)

X, = o2, (B)XT (DY —m{V(8%)),
— —0%, ()X 1(DY — m§)(8%)),
Xy = (a3 5 (8)X] - oh,b(8° X5 ) (D — m(8")),

0 0
o) sof o).

=
|

1

http://biostats.bepress.com/harvardbiostat/paper109
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where Xy, is an amplified J(I + I3) x (J + 1) matriz of X,

1y 7

123
X = : =111, 0 ),
L J(I+I2)x (J+1)
ilT = (1?170?-4-12 11) and izT = (OITv 1};)
i =,00 . ;) and & =(0F,¢])

~(2) . > = 72 72
and D' = (D1, .., Dyyryp,)ts m?(8°) = (mg1)1(130) gJI+I2(ﬁO))
joining D! for k=1,2 and m,(f) (B%) for k=1,2 Tespectwely, i.e

= (2 2 2
D® = (D111, ..., Dy 1), (DYDY, D

= (Da11, -, Dagr,)",
((m{31(8%), . m(8%), msV (8, mf? (8%) =

are the vectors obtained

m? (3°)

2 2
(m511(8%), -y miy, ()
Theorem 8 Under the hypothesis that 3%, = BY,, the asymptotic distribution of 311 A— 312 A s central
Normal with

2 ) 2 2 2 2
Var(B11,x — Bi2,2) = 011 + 012 — 2011015812
where o3, is equal to

o = (thzmkﬂ( *)(tri —?kj(ﬁo))2> (JZthkﬂ( ")t — E Mijeth; (B )) ; (19)

i=1

Ii -
with myje = kaji(ﬁo), tej(BY) is (17) and

J L-T (2)

2]2
512 = m2]7,

) (tai — £1;(8°)) (t2i — t2;(8°)) (20)
Jj=11i= 1
L I”g) 0N42 | T (AT 0
) 21 = maji(B°)(ta; +t1;(87)t2;(B")) —
j=11 [

maji(B”)tai(t15(8°) + 125 (8%))-
j=114=1 N2ji

That is, the covariance between 5117)\ and 312 A 18 given by

01,12 = Cov(Biin, Bi2,x) = 071075612,

(21)
and the correlation by p112 = Cor(Bn’)\,Blg A) = 011012€12

. 2 _
)
O1p kB =1,2 and &2 5 respectively. A way to proceed is based on replacing 8~ by the most efficient
MPDE

ﬂx—{ ,@m it Ny > N

For the expression in the denominator of (15) we need to obtain the MPDEs of o7, k = 1,2 and &2,
2 = - :
9 ) ’

An important advantage of this new methodology is that the expression of the denominator of (15) is
explicit, easy to be computed and it can be interpreted easily. The term (20) determines the sign of (21)
The structure of (20) is similar to the covariance proposed in the model of Li et al. (2007) for WLSEs or
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as well as for the estimators in the model of Li and Tiwari (2/028)* We can see that if there is no time-point
shared by the two regions, i.e. I > Iy, then 71 12.» = 0 and Var(B11.\ — B12.)) = 8?1)\—&—352,)\; if there is no
space overlap, then it holds mg)z (Bi) = 0 for all 7 and j belonging to the overlapping subregion and hence
01.12,x = 0 and @(Bll,A—Bu’A) = 3%17)\—1—3%2,)\. On the other hand, when the two regions to be compared
share at least one time-point and there is space overlap it holds \//'a\r(Bn,A 73127)\) = 3%17/\+8%27/\ —201,12,7,
being 71 12 » # 0. Moreover, when the period of time not shared by the two regions is large (small), the

covariance tends to be negative (positive) because the average values, t~1j(B(1)7 y) and to; (BZ \), are more
separated from (closer to) the time-points associated with the overlapping subregion. We shall later
analyze this behaviour through a simulation study, and we shall now see how is the structure of {15 when
the two regions to be compared share the whole period of time.

Corollary 9 When I =0 and I, = Iz, under the hypothesis that 33, = 3%

o 3 e e ) (67) — (500 (6°) B2 (6°) 22)

o3 12) J=1

12 =

with

1

= 3 S8 o~ 1 (8"

01(2) j=1i
b
ity migh (8%t
b
Zi:1m§cj)¢ (ﬂ())

Iy,
b b 2
m,(cj). = ;méj)i(ﬂo), Mije = m,(w) + ml(w).7

i(6%) =

b

mg%) = IZ 531( ) Zmljz( )

=1

03(2) is representing the variance of Bng\ focussed on the overlapping subregion. In particular, if region

2 is completely contained in region 1, 15 = l/o'f(Q) =1/0,, méy, =0 foralj=1,....J, and hence

Var(Bi1,n — Bia,)) = 0%y — 03 (23)

4 Simulation Studies and Analysis of SEER Mortality Data

When dealing with asymptotic results, it is interesting to analyze how is the performance of the theoretical
results in an empirical framework. Specifically for Poisson sampling what is important to calibrate is the
way that the total expected mean of deaths (or incidences) Ny, is affecting on the precision of the results.
For that purpose we have consider three proportionality constants x € {1, ﬁ, ﬁ} associated with Ny
in each of the following snenarios for Regions 1 and 2, with £ € {0.02,0.005,0, —0.005} being equal for
both (k = 1,2) as it is required for the null hypothesis, i.e. APC; = APCy ~ 2.02, APC; = APC, ~ 0.50,
APC; = APC; ~ 0, APC; = APC; = —0.50:

e Scenario A: Low level overlapping regions, I = 6,1, = 11,1; — I = 3.

e Scenario B: Medium level overlapping regions, I; = 10,1, = 11,I; — I =T.

e Scenario C: High level overlapping regions, I} = 8,1, = 8,1, — I = 8.

The values of ny;; have been obtained from real data sets for female:

e Scenario A: Region 1 = United States (US) during 1993-1998, Region 2 = California (CA) 1996-2006.

http://biostats.bepress.com/harvardbiostat/paper109
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e Scenario B: Region 1 = US during 1993-2002, Region 2 = CA during 1996—2006.

e Scenario C: Region 1 = US during 1999-2006, Region 2 = CA during 1999-2006.

From the same data sets we have have taken Box; = log(kDyj1/nkj1) — Britki, focussed on the Breast
cancer for the first year of the time interval (¢ = 1). All these data were obtained from the SEER
database and hence we are taking into account J = 19 age groups. Once the previous parameters have
been established we can compute in a theoretical framework the individual variances of estimators S,
a%,w covariance o1 12.and Var(Bu,)\ —Blg)\) = 0'%1 +a%2 —201,12. We can also compute what the theoretical
value of n = Ny /(JI}), the average expected mean per cell which useful to see if the value of Ny, is large
enough, these values are in Table 1.

Table 1: Average total expected means of deaths per cell.

Scenario A Scenario B Scenario C

K ﬂlk- m 72 m 72 m 2
1 0.020 2538.24 331.42 2741.10 331.42 2493.85 265.98
1 0.005 2441.69 292.43 2552.96 292.43 2360.81 251.71
1 0.000 2410.67 280.62 2494.19 280.619 2318.67 247.19
1 —0.0050 2380.23 269.35 2437.28  269.35 2277.59 242.79
Tio 0.020 25.38 3.31 27.41 3.31 24.94 2.66
ﬁ§0 0.005 24.42 2.92 25.53 2.92 23.61 2.52
0 0.000 24.11 2.81 24.94 2.81 23.19 2.47
105 —0-0050 23.80 2.69 24.37 2.69 22.77 2.43
3?0 0.020 8.46 1.10 9.14 1.10 8.31 0.89
e 0.005 8.14 0.97 8.51 0.97 7.87 0.84

300 0.000 8.03 0.93 8.31 0.93 7.73 0.82
—0.0050 7.93 0.90 8.12 0.90 7.59 0.81

Since both regions share a common space, we have generated firstly its death counts by simulation
and thanks to the Poisson distribution’s reproductive property under summation, we have generated
thereafter the death counts for each region by adding the complementary Poisson observations. In Tables
2, 4, 6 are summarized the theoretical results as well as those obtained by simulation for the maximum
likelihood estimators (MLEs) and in Tables 3, 5, 7 for the minimum chi-square estimators (MCSEs). The
variances and covariances appear multiplied by 10° in all the tables. We have added tilde notation for
those parameter that have been calculated by simulation with R = 22,000 replications:

1

.2 o
O1k,A — R

M=

1

ﬁ
I

—~ -~ o~ R _
(Biea(r) — E[B1xa])?, E[Bika] = %E_jlﬁm,x(r),

= 1
01,12,) — &

7 2 (Bra() = BB (Brza(r) — EBiza)):

M=

1

It is important to remark that such a large quantity of replications have been chosen in order to reach
a reliable precision in the simulation study (e.g., it was encountered that R = 10,000 was not large
enough). The last column is referred to the exact significance level associated with the Z-test obtained
by simulation when the nominal significance level is given by a = 0.05,

- 1 2
a =z Y I([Zx(r)] > 20.95),
r=1

where I() is an indicator function and zy.95 ~ 1.96 the quantile of order 0.95 for standard normal distri-
bution.
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It can be seen as expected, that in Scenario 3 the covariance is positive in all the cases, while in
Scenario 1 the covariance is negative. It is clear that the precision for Var(f8i1,x — 612 2) as well as for a)
is better as x increases. While for large data sets (k = 1) there is no a better choice regarding A, for small
data sets (k = 1/300) the choice in favour of A = 1 is clear because estimators 311,)\ — 312)\ are more
efficient, in fact X73?(31171 - 312,1) < Var(Biix — Bizp) < @(31170 - 31270)7 and the exact significance
levels or estimated type I error is less than for A = 0 in all the cases (&; < @&p). Since perhaps type II
error could be better for MLEs, the power functions for both estimators have been studied. In particular,
for k = 1/300 it was observed the same behaviour as appears in Figure 2: in equidistant differences
regarding 3 = 11 — B2, when B9, is fixed, if error II is better for MLEs when 8 > 0 (3 < 0) then
error II is better for MCSEs when 8 < 0 (6 > 0). Hence, in overall terms we recommend using MCSE
rather than MLEs for small data sets. This is the case of the study illustrated for instance in Riddell and
Pliska (2008) where there are a lot of cases such that the value of 7, = ZJJ: Zfil drji/(J1I}) is quite low
(moreover, several cases such that 7, < 12/19 appear without giving any estimation “due to instability
of small numbers”).
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~ ~

N 08T /
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Figure 2: Power fuction in terms of 8 = 17 — f12 when B9, = 0, for Scenario A and x = 1/300: MLEs
in filled circles and MCSEs in blank circles.

We have applied our proposed methodology to compare the APC in the age-adjusted mortality rates of
California (CA) and the United States (US) for the same period of time, 1991-2006, with both estimators
and for two cancer sites: Breast cancer and Thyroid cancer. The second one is distinguished from the first
one because it is considered to be a rare cancer site. The rates are expressed per 100,000 individuals at
risk. In Figures 3 and 4 the fitted models are plotted and from them we can see that while in both regions
there is a decreasing trend for Breast cancer, there is an increasing trend for Thyroid cancer. The specific
values for estimates and the test-statistics are summarized in Tables 8 and 9. Apart from the appropriate
test-statistic, we have included the naive test-statistic that is obtained by applying the methodology for
non-overlapping regions. For Thyroid cancer there is no evidence for rejecting the hypothesis of equal
APCs for CA and the US. However for Breast cancer with o = 0.01 we should reject the null hypothesis
and this conclusion would be different if we were using the naive test-statistic for A = 1. Observe that
for Breast cancer the test-statistic has more power to discriminate not very large differences than for
Thyroid cancer, because the variability is less.
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Figure 3: Fitting Thyroid cancer mortality trends in the US (diamonds) and CA (circles) during 1991-

2006: MCSE (solid), MLE (dash).

Table 8: Thyroid cancer mortality trends comparison among the US and CA during 1991-2006: Maximum

Likelihood Estimators and Minimum Chi-Square Estimators.

Region k& 311@70 Bok,o 3%,“0 A/P\Cho Clapc, (95%)
US 1 0.006257 —0.833397 2.37502 x 10~ 0.627701 (0.324213,0.932109)

CA 2 0.006814 —0.751891 20.79309 x 10~¢ 0.683716 (—0.212118,1.587592)

Bi1.0 — Biz.o = —0.000556

0120 — 0110 = 18.4181 x 107° Ol20+ 0110 = 23.1681 x 107°

Zy = —0.129669 (p-value= 0.897) naive Zy = —0.115614 (p-value= 0.910)
Region k  Biga Bow,1 0tk APCy, Clapc, (95%)
US 1 0.006110 —0.826197 2.36073 x 10 ° 0.612917 (0.310385,0.916361)
CA 2 0.006584 —0.710174 19.92567 x 1076  0.660611 (—0.216219, 1.545147)

P11 — Biza = —0.000474
0fp1 — 071 = 17.5649 x 107° Olp1 + 071 = 22.2864 x 107°
Z1 = —0.113081 (p-value= 0.910) naive Z; = —0.1003901 (p-value= 0.920)
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Figure 4: Fitting Breast cancer mortality trends for females in the US (diamonds) and CA (circles) during
1991-2006: MCSE (solid), MLE (dash).

Table 9: Breast cancer mortality trends comparison among females in the US and CA during 1991-2006:
Maximum Likelihood Estimators and Minimum Chi-Square Estimators.

Region k& Bik.o Bok.o 0110 APCyp Clapc, (95%)
UsS 1 —0.002151 3.509980 0.0694857 x 10~ —2.128452  (—2.179004, —2.077873)
CA 2 —0.002298 3.474544 0.6950581 x 1076  —2.272038  (—2.431597, —2.112217)
Bi1.0 — Bra,0 = 0.00146816
620 — 821 0 = 0.0625572 x 100 G20 + 0210 = 0.764544 x 107
Zy = 1.856243 (p-value= 0.063) naive Zy = 1.679084 (p-value= 0.093)
Region k B\llal 301@,1 (/J'\%k 1 APC;CJ CIAka (95%)
US 1  —0.02158 3.511590 0.0694142 x 10~ —2.135291  (—2.185814, —2.084743)
CA 2 —0.02297 3.476792 0.0693344 x 1075 —2.270435 (—2.429801, —2.110809)
Br11 — Pra.1 = 0.00138188
5%, — 621 = 0.0623930 x 10~° 5%, + 62,1 = 0.0762758 x 10~°
Zy = 1.749454 (p-value= 0.080) naive Z; = 1.582256 (p-value= 0.113)
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5 Concluding Remarks

In this work, we have dealt with an important problem in practice, the case where the trends comparison
of two overlapping regions have to be made. Apart from considering Poisson sampling which is the best
choice according to the nature of the data for cancer rates, we have taken into account a new manner for
understanding the counts that belong to overlapping regions. The expressions derived from the proposed
methodology allows us to interpret when the overall variance is less or greater than the one we would
have with the naive test. In addition, the good performance of the minimum chi-square estimators with
respect to the maximum likelihood estimators, could be a good solution for the those works concerned
in comparing the APCs with small data sets such as those that are required in a county level inside the
states of the US. This behaviour of minimum chi-square estimators supports the claim made in Berkson
(1980) but it extends to Poisson sampling for which are not very well-known.

Technical Appendix

Proof of Theorem 4

Let Ay, be the set with all possible My-dimensional probability vectors and CM* = (0,1) x Mo (0,1).
The way in which N increases is so that Diag=!(ny) my(3,) does not change, hence m,(3;) and ng
increase at the same time (s = 1, ..., My). This means that as N}, increases, parameter 3, does not suffer
any change and neither does the normalized mean vector of deaths, m}(3) = ﬁmk(ﬁk)- Note that

mi(B;) € Ay, € CMe. Let V C R7*! be a neighbourhood of 39 and a function

FQ) = (FY, L FY) oM — RIH,

so that

F (mi, By) = %(N“g;ﬁk(ﬁk”, i= 1+,

with B;, = (Bok1, -~-,ﬂ0kJ7ﬂ1k)T = (Ok1, o, Oty O 711)" € V and m} = (mj,....m3 )T € Ay, € CMe,

More thoroughly, considering Xy, = (Zs;)s=1,....Mysi=1,....7+1 and dx(Dg,my(8;)) = Zﬁﬁms(ﬁk)@\(%@)a
where

M g —A(z—1)
oa(x) = - A+D v AA+1) #0,
limg ) (), AXA+1)=0,

it holds

My,
A 3 Nm* Nepm* Nm*
F (mi, By) = D ma(B)za (%(m(@b) - m.f<ﬁ2>¢3(ms(ﬁl>)) :
s=1

It can be seen that replacing mj by m,";(ﬁg), B, by BY, it holds Fi(’\)(m,";(ﬁg),ﬂg) = 0, for all i =
1, ..., M. We shall now establish that Jacobian matrix

OF i) (mi, By) _ (aFF)(mz,ﬂk)

0 00;..; )
P & D=1, My +J+1
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is nonsingular when (mj, 3;,) = (m}(8}),8%). Fori,j=1,...,J +1

OFM (my, By) _ 0 9dy (Nmj,mu(8y))
30kj 39j agki

M,
9 Nim} Npm? Nem*
= 89kj <; ms(/gk):Eﬂ (@b)\(ms(gk)) - ms(,g)qs)\(m B.) )))

M,
= 2_ma(Bu)raits (¢A(mt(ﬁ3) o Gy ) + ZNkm Taile AT O (D),

and because ¢, (1) = ¢ (1) =0, and ¢5(1) =1 for all A,

oF (my, 8 L
8(9 k k) :Nkst(ﬁg)xsixsj.
kj —
(m3,Bx)=(m; (87).87) s=1

Hence,

= N, X} Diag(m},(8))) X 1.

(m},By)=(m} (BR).BY)
Applying the Implicit Function Theorem there exist:
e a neighbourhood Uy, of (m}(8}), 1) in CMr x R7+! such that 8F(’\)(m,”;,ﬁk)/8ﬂk is nonsingular for
every (my,3;) € Uy;
e an open set Ay C CM* that contains m(8});
~(\ ~(X

e and a unique, continuously differentiable function /32 ) . A, — R7H1 such that ,82 )(mZ(,Bg)) = ,82
and

{(mi, By) € Uy - FQ) (mf, B,) = 0} = {(mf, By (m}) : m], € Ay},

Since
i o (o (8)me B (mi) ) = iy s (i (8 ma(51).
it holds
B (are i, s (mn(B0)ma B (m) ) ) = ane iy s (ma (B (54).
that is N
B i (80)) = ars min s (Vi3 (30).m(8,)). 1)

~(A
Furthermore, from the properties of power divergence measures and because ﬂ;(g )(m,’;(ﬁk)) = ﬂg, we
have

0 =dx (mk(ﬁg), (ﬁm

(miB)) < dy (m(B)ma (8) . ¥ma(By) # ma(BY).

~(A
By applying the chain rule for obtaining derivatives on Fé)‘)(mz,ﬁ,(C )(mz(ﬂg))) = 0 with respect to
mj, € Ay, we have

0B, (my)

om;,

om;,

)
B,=B." (m}) Pr

:O7

BL=B\" (my)
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so that for m} = mZ(ﬁg)

9By (m}) _ (aw( LB, 0))’16F<”<mz,ﬁz>
om;, 0By, om;,

mj=m;(8)) (m.BL)=(m(87).67)

~(A
The last expression is part of the Taylor expansion of ,[")',(€ )(m’,;) around mj, ([)'2)

0B, (m 9By, _(mj)

~()‘) * ~(>‘) * * * * *
Br (m;) =B, (mi(B) + om® (m}, — mj(B))) +o (H(mk - mk(ﬁ%))“) .
k
mi=m;(B})
Taking derivatives on Fio‘)(mz, By;) with respect to m}

8Fi(’\)(mz,,6k)7 0 0dy (Nymj,mg(8;))

om’ 8m;f 004
= o 2 Zm (B (1) — i A Gt )
N, m Nim
— Nyl k 31(25” (771]k,6k )
that is "
OF;" (m3,
J (Bim;)=(8%,m;(BY))
and hence
OF Y (mz, B,) O pon
Ny k) Mk OF; " (m”,0) = —NkX{
* - om* = 5
omi; (m},Br)=(m}(87),8%) ’ (m=,0)=(m"(8o).00)/ j=1,...,B;j=1,...,M;
and
~(N), ~N), . . .
B (m}) =By (mk(ﬁg)) + (Xngag(mk(ﬁg))Xk) X (m mk(ﬁk +o (H mk(ﬁ%))”() . )
25

It is well known that for Poisson sampling %’j converges almost surely (a.s.) to m}(8%) as N

increases, which means that 2: ¢ A, as. for N, large enough and thus according to the Implicit
N

~(A
Function Theorem (%’:,ﬁ; )(%’j)) € U a.s. for Ny, large enough. We can conclude from (24)

=) .
By (Be) = arg min dy (NeRemi(8y)) = arg min s (Demi(By)).

~ ~(A
which means that 3, \ = ,[")',(f )(%’:), and hence from (25)

Bia — B = (X[ Diag(mi(8)X 1) X1 (Dy — mu(BY)) + o (|| Ppetel)

)

Taking into account that BUW\ — By = e?H(ﬁk,,\ - ﬂz), where egﬂ = (0,...,0,1), we are going to

~T
show that e?H(XgDiag(mk(ﬂz))Xk)_l = 02, (BY). For that purpose we consider the design matrix
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partitioned according to X = (U, v), where U=1;® 1;,, v = 1; ® t;, so that for
-1
A A B B
TH: 0 -1 11 12 _ 11 12
xEisma X0~ = (40 42) = (B2 5.
Aj1 = U'Diag(my,(8y)) U = Diag({Ny;}/_1),
Ty Iy
Ay = U Diag(mi(B2)v = (3 m1s (BY)tkis - Y- masi(B)te:)T = A3,
i=1 i=1
J I
Az = v Diag(mi(8))) v = 3 > maji(BY)t3;,
j=li=1
we can use formula L . L
Bii=A] + A A2ByAyAj
By = BL, = —Byy Ay AT} (26)

_ —1
Bos = (A — A AT Aso)
It follows that

el 1 (X} Diag(my(87)X k)" = (B Ba) = (~Ba2AnAj' By)
= By (*AzlAﬁl 1),

where
Ik Ik
Ay ALl = (;mku(ﬂg)tki’ o ;mk‘”(ﬂg)tki)Diag({Nl; JJ:l)
Ik Ik ~ ~
= (N, ;mkli(ﬁg)tki, S\ ;kai(ﬂg)tki) = (1 (BR): - tra (BY))
and
J Iy 0 J L 2 0 -
By = <lelmkji(ﬂk)tii - ‘21 <Zlmkji(ﬁlg)> tkj(ﬂk))
J=li= J= =

L 04,2 I (& 0\ 72 /a0 I (& 0 ~0_1
(;; s B0~ 3  Lmass(00) ) 2,060 = 3= (S8t ) <m>)

=1 J i=1
7, & 0 T a0\\2 -
& (Zl_zlmkji(ﬂk)(tki — i (Br)) ) ;
Jj=li=
because -7y (S0 mi(89)) 8,(80) = Sy (S0 musi (80t ) T (BY)-

Proof of Theorem 5

Reformulating Theorem 4 we obtain
Ve (Bir = B85) = af VN (D& — mi(80)) + o (| VN (B2 = mi(8D))

~T
with al = 03, t, (8%)X 1. We would like to calculate the asymptotic distribution as a linear function of

V(R i) £ VO, Dingomi 40
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Since
D
Var (af Vi (D = ma(8) = af Ve (/i (5 - mi(ep) ) ) o0
= Niaj Diag(m;(By))ar = Nioiy,
it holds -
ai, /Ny, (Dy — my(87)) N (0, Nyoy)- (27)

Taking into account that o (H\/Nk (%’: - m,*;(ﬁi)) H) = 0(Op (1)) = op(1), according to the Slutsky’s

Theorem, the asymptotic distribution of /Ny (Elk N — B?k) must coincide with the asymptotic distrib-

ution of 27.

Proof of Theorem 7

From Theorem 4 subtracting 312)\ — Y% to BH’A — Y, we get

(Brin = B1) = (Bran = Bl) = oty (BDXT (DY = mV(8) — (D — m? (8))))

~T _ 0 _ 0
ot (B)XT (DS~ m{(89) — (D~ mP(8)) + o (|| 25|} — o (|| 22t

Observe that XZ?DEf) = X:D(Q), k =1,2, and under 89, = 3%, it holds X;‘gm,(f)(,ﬁg) = X:m(z)(,ﬁo),

k = 1,2. In addition, o() function is not affected by the negative sign and under 5{; = 37, it holds
¢ = B9 and thus we obtain (18).

Proof of Theorem 8

We can consider the following decomposition

VN (Buin = Bian) = (Na VN2 o (Na] )N 22280 4 VR, (28)
with
VNY =o L | 2immue”) ‘ +o 1 || D2mmas®) ‘
Ny VN Ny VN ’

rather than (18). Note that from Assumptions 3 and 6 m4(B8°)/N = Nim*(8") is constant as N

increases and hence vVNY = o (‘ Dl%];(ﬁo) D +0 (Hm%]\?(ﬂj) D =0(0p (1)) +0(Op (1)) = op (1).

We would like to calculate the asymptotic distribution as a linear function of

\/Nm#k(ﬁo) £, N (0,Diag (N;m*(ﬂo)))'

N—o0

From (28) and by applying Slutsky’s theorem we can conclude that the asymptotic distribution of
VN (311))\ — 312,)\) is central Normal. In order to calculate the variance we shall follow (18) so that

\/N (3117,\ — 312’)\) = \/NXl + \/NXQ + \/NXL; + \/NY,
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with

VNX, = afVN (D(l) (1) )

VNX, = al f( - )
VNX; = (a —a3) VN (D( - m<2)(,6°)) )
VNY =op (1)

where @] = U%kZZ (BO)X f, and X1, Xs and X3 are independent random variables. Since
Var (\/NXIC) = Var (a{ N (D,(cl) - m,(cl)(ﬁ())))
= NagDiag(m,(cl)(ﬁO))ak, k=12,
Var (\/NX?)) — Var (( _ a'g) \/N (D(Q) _ m(2)(60)>)
=N (ai - a2)Dlag( ®(8%) (a1 — as)

= N (@l Diag(m® (8"))a + af Diag(m'®(8°))a: — 2a] Diag(m*) (8"))a; )
= N (o] Diag(m{” (8") a1 + af Diag(m{” (8"))az — 207085612
with
&12 = 1,(8°) X | Diag(m® (8°)) X 2%:(8")
= 3 S T mZ (%) (bai — F15(8%)) (b — £2;(8°)
=3 1IZ§“mzjz‘(ﬂo)(t2i—?1j(ﬂ0))(t2¢—%v2j(ﬂo))v
it holds

Var (VN(X; + X, + Xg) ) = N(a] Diag(m{" (8°) + m{ (8") a1

+ al'Diag(m (1)(,3 )+ méz)(ﬁo))aa — 207,075612)

= N(o}, + 07y — 201,079612),

that coincides with the asymptotic variance of v N (311’)\ — 312’)\).

Proof of Corollary 9

Since

By (B") = T2)(8") + T2 0 (8") ~ 7 (8"). k=12

formula (20) can be rewritten as

m; . (1)
= 5 s 8 (12 B2(8%) — T (8") 80 ) (1 = B (6°) - Bin 05 (6%) ~ 76" )

J=1%=,
n-I J LT m
= 3% 8% (a — T (%) + 3 5 miSi(8%) i T () (8°) — 1 (8°) () (8°) — 15 (8°))
=1 1{= J=11=
R e iy ()
= 2 Y T miB) (t — 15 (8%) e (7 (8°) — B2 (8°)).
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The last summand is canceled because

J -1

55 M) (8 (s — 2(8%)) e (7)) (89) — B2 (8°))

j=1i=
J (1)

—meww>PN»2mM B°)(t2: — 152(8%))

—

and ZZII 11m2ﬂ(,6'0)(1€2z 5(23) (8%)) = 0. Hence, it holds (22).
If region 2 is completely contained in region 1, &5 = 1/012, and therefore
Var(B11,n — B12,0) = 0t + 011 — 2015071612 = 01y + 011 — 2075,

and it follows (23).
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