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Abstract

Text-to-image synthesis (T2I) aims to generate photo-
realistic images which are semantically consistent with the
text descriptions. Existing methods are usually built upon
conditional generative adversarial networks (GANs) and
initialize an image from noise with sentence embedding,
and then refine the features with fine-grained word embed-
ding iteratively. A close inspection of their generated im-
ages reveals a major limitation: even though the gener-
ated image holistically matches the description, individual
image regions or parts of somethings are often not rec-
ognizable or consistent with words in the sentence, e.g.
“a white crown”. To address this problem, we propose a
novel framework Semantic-Spatial Aware GAN for synthe-
sizing images from input text. Concretely, we introduce a
simple and effective Semantic-Spatial Aware block, which
(1) learns semantic-adaptive transformation conditioned on
text to effectively fuse text features and image features, and
(2) learns a semantic mask in a weakly-supervised way
that depends on the current text-image fusion process in
order to guide the transformation spatially. Experiments
on the challenging COCO and CUB bird datasets demon-
strate the advantage of our method over the recent state-
of-the-art approaches, regarding both visual fidelity and
alignment with input text description. Code available at
https://github.com/wtliao/text2image.

1. Introduction
The great advances made in Generative Adversarial Net-

works (GANs) [7, 20, 22, 38, 11, 35, 2, 13] boost a remark-
able evolution in synthesizing photo-realistic images with
diverse conditions, such as layout [19, 8], text [34, 30] and
scene graph [12, 1, 5]. Particularly, generating images con-
ditioned on text descriptions (see Fig. 1) has been catch-
ing increasing attention in computer vision and natural lan-
guage processing communities because: (1) it bridges the
gap between these two domains, and (2) linguistic descrip-
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supervised by Wentong Liao at TNT.

Input Text GT Generated Image

This is a gray bird
with black wings and
white wingbars light

yellow sides and
yellow eyebrows.

A horse in a grassy
field set against a
foggy mountain

range.

Figure 1: Examples of images generated by our method (3rd
column) conditioned on the given text descriptions.

tion (text) is the most natural and convenient medium for
human being to describe a visual scene. Nonetheless, T2I
remains a challenging task because of the cross-modal prob-
lem (text to image transformation) and the ability to keep
the generated image holistically as well as locally semanti-
cally consistent with the given text.

The most recent T2I methods are usually multi-stage
refinement frameworks which generates an initial image
from noise with sentence embedding and refines the details
with fine-grained word embedding in each following stage
[34, 35, 10, 30, 16, 31]. In each stage, there is a pair of gen-
erator and discriminator to synthesize higher-resolution im-
age and decide whether the generated image is real enough,
respectively. This method has proved effective in synthesiz-
ing high-resolution images. However, multiple generator-
discriminator pairs lead to higher computation and more
unstable training processes. Moreover, the quality of the
image generated by the earlier generator decides the final
output. If the early generated image is poor, the later gener-
ators can not improve its quality. To address this problem,
the one-stage generator is introduced in [28] which has one
generator-discriminator pair. In this work, we also follow
this one-stage structure.

On the other hand, the generated image should be holis-
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tically consistent with the description and locally consistent
with words in the sentence. For this purpose, the multi-
stage refinement framework is used to fuse text and image
information in each stage of the generation process to en-
courage the generated image to be semantically consistent
with the corresponding text. AttGAN [30] plays a role in
this task. It uses sentence embedding to initialize an image
from noise, and judge whether the generated image matches
the corresponding text in each stage. This helps the gener-
ated images holistically consistent with the description. In
parallel, the attention mechanisms are used to select the im-
portant words in the text to complement the details in the
sub-regions of images in each refinement stage. In this way,
the generated image is encouraged to match the words in
text semantically. Most of the recent T2I methods follow
this framework [16, 21, 4, 24, 33]. Despite the remarkable
performance that has been made with these methods, there
still exists an important but unsolved limitation: local se-
mantic are not well explored during the synthesis process
due to the limited and abstractive textual information. Usu-
ally, a text description only describes part of a scene or an
object (e.g. “a white crown”), and lacks explicit spatial in-
formation. To address this problem, previous methods nor-
mally utilize cross-modal attention mechanisms to attend
word-level features to the image sub-regions [30, 16, 33].
However, the computation cost increases rapidly with larger
image size. Moreover, the natural language description is
in high-level semantics, while a sub-region of the image is
relatively low-level [3, 32]. Last but also important, im-
age sub-regions are still to coarse for complementing the
details of somethings. Therefore, the high-level textual se-
mantics cannot be explored well to control the image gen-
eration process, especially for complex image with multiple
objects, such as in the COCO [18] dataset. Some methods
[10, 17, 15] propose object-driven T2I approaches, which
first predict object bounding box from text description, and
then infer the corresponding segmentation masks. Finally,
images are generated from the segmentation masks using
PixelGAN [11]. However, such approaches convert T2I task
to segmentation to image generation in practice, and the lo-
cal features of objects are lost completely.

To address the aforementioned issues, we propose a
novel T2I framework dubbed as Semantic-Spatial Aware
Generative Adversarial Network (SSA-GAN) (see Fig. 2).
First, it has only one generator-discriminator pair and is
trained in end-to-end fashion so that it can be trained more
efficiently and stably compared to the multi-stage refine-
ment framework. Second, only sentence embedding is used
to control the image generation process. Compared to the
previous methods that also use world-level features, our
method requires lower computation. Last but important, our
method complements the local details in pixel level rather
than in sub-region level. Thus, the generated images are

better consistent with the words in text semantically and lo-
cally. To realize the pixelwise control of image synthesis,
we propose a novel Semantic-Spatial Aware (SSA) block
(Fig. 3). On one hand, SSA block learns semantic-aware
channel-wise affine parameters conditioned on the learned
text feature vector (sentence embedding). On the other
hand, a semantic mask is predicted depending on the current
text-image fusion process (i.e. output of last SSA block).
The semantic mask indicates where the generated images
still need to be enhanced with the textual information in
pixel level. This is how the name Semantic-Spatial Aware
from. It is worth noting that the mask predictor is trained
with weak supervision so that no additional mask annota-
tion is required. Comprehensive experiments are conducted
on the challenging benchmarks COCO [18] and CUB bird
dataset [29] to validate the performance of SSA-GAN for
T2I. The quantitative as well as qualitative experimental
results show our superior performance over the previous
methods. In summary, the main contributions of this paper
are as follows:

• We propose a novel one-stage framework SSA-GAN
for image synthesis from text. Compared to the pop-
ular multi-stage framework, one-stage framework re-
quires less computation and can be trained more effi-
ciently and stably.

• Our method only uses sentence embedding during the
synthesis process. Compared to the methods which
use world-level futures, our method is simple and has
lower computation cost.

• A novel SSA block is introduced to fuse the text and
image features effectively and deeply by predicting se-
mantic mask to guide the learned text-adaptive affine
transformation in pixel level.

• The semantic mask predictor is trained in a weakly-
supervised way, such that no additional annotation is
required and this block is potential to be applied on
other T2I datasets.

2. Related Work

GANs for Text-to-image Synthesis T2I generation is be-
coming a hot topic in both CV and NLP communities. Gen-
erative Adversarial Networks (GANs) [7] is the most pop-
ular model for this task. Reed et al. [23] is the first to
use conditional GANs (cGANs) to synthesize plausible im-
ages from text descriptions. To improve the resolution of
generated images, the StackGAN structure is introduced
in [34, 35], which stacks multiple generators in sequence
in order to generate image from coarse to fine. For train-
ing, each generator has its own discriminator for adver-
sarial training. Many recent works follow this structure
[30, 37, 16, 39, 24, 33, 4] and have made advances. To over-
come the training difficulties in the stacked structure, Ming
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SSACN
A small grey bird with
black primaries black
stripes on its wings and
a pointed black beak. 𝒁~𝑁(𝟎, 𝟏)
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Figure 2: A schematic of our framework SSA-GAN. It has one generator-discriminator pair. The generator mainly consists of
7 proposed SSA blocks which fuse text and image features through the image generation process and guarantee the semantic
text-image consistency. The gray lines indicate the data streams only for training.

et al. [28] propose a one-stage structure that has only one
generator-discriminator pair for T2I generation. Their gen-
erator consists of a series of UPBlocks which is specifically
designed to upsample the image features to generate high-
resolution images. Our framework follows this one-stage
structure to avoid the problems in the stacked structure.

Text-Image Fusion In the early T2I works [23, 34, 35],
textual information is fused to the image features by naively
concatenating text vector (sentence level) to the sampled
noise and intermediate features. AttnGAN [30] utilizes
cross-modal attention to repeatedly select important words
in text for image sub-regions at each refinement stage for
text-image fusion to capture better details. Moreover, it
introduces Deep Attentional Multimodal Similarity Model
(DAMSM) to measure the image-text similarity both at the
word level and sentence level to compute a fine-grained loss
for image generation. In this way, the generated image is
forced to semantically consistent with the text. Control-
GAN [16] further fuses text and image information with
word-level spatial and channel-wise attention-driven gener-
ator which generates sub-regions features corresponding to
the most relevant words during the generation process. Zhu
et al. [39] proposes DM-GAN which uses memory network
to adaptively select the important words to refine the image
features iteratively. Yin et al. [31] introduces word-level
conditioned batch normalization (CBN) in SD-GAN to bet-
ter align text and image. DF-GAN [28] learns the affine
transformation parameters from text vector at each stage.
Then, multiple stacked affine transformations are operated
on the image feature maps for text-image fusion.

In our work, the semantic-aware batch normalization is
conditioned on text vector which requires much less com-
putation compared to the word-level CBN-based methods
and word-level cross-modal attention-based methods. Com-
pared to the existing methods, our affine transformation is
spatially guided by the semantic mask predicted based on
the current text-image fusion process.

3. Method
The architecture of our SSA-GAN is shown in Fig. 2.

SSA-GAN has a text encoder that learns text representa-
tions, a generator that has 7 SSA blocks for deepening text-
image fusion and improving resolution, and a discriminator
that is used to judge whether the generated image is seman-
tically consistent to the given text. SSA-GAN takes a text
description and a normal-distributed noise vector z ∈ R100

as input, and outputs an RGB image in size of 256 × 256.
We elaborate each part of our model as follows.

3.1. Text Encoder

We adopt the pre-trained text encoder provided by [30]
that has been used in many existing works [16, 28, 39].
The text encoder is a bidirectional LSTM [26] and pre-
trained using real image-text pairs by minimizing the Deep
Attentional Multimodal Similarity Model (DAMSM) loss
[30]. It encodes the given text description into a text vector
ē ∈ R256, and word features with length 18 e ∈ R256×18.
The i-th column ei of e is the feature vector of the i-th word.

3.2. Semantic-Spatial Aware Block

The core of SSA-GAN is the SSA block as shown in
Fig. 3. It takes the encoded text feature vector ē and image
feature maps fi−1 ∈ Rchi−1×

hi
2 ×wi

2 from last SSA block as
input, and outputs the image feature maps fi ∈ Rchi×hi×wi

which are further fused with the text features. wi, hi, chi

are the width, height and number of channels of the im-
age feature maps generated by the i-th SSA block. The
input image feature maps of the first SSA block (no up-
sampling) are in shape of 4 × 4 × 512 which are achieved
by projecting the noise vector z to visual domain using a
fully-connected (FC) layer and then reshaping it. There-
fore, after 6 times upsampling by SSA blocks, the image
feature maps have 256 × 256 resolution. Each SSA block
consists of an upsample block, a semantic mask predictor,
a Semantic-Spatial Condition Batch Normalization block
with a residual connection. The upsample block is used to
double the resolution of image feature maps by bilinear in-
terpolation operation. The residual connection is used to
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maintain the main contents of the image features to pre-
vent text-irrelevant parts from being changed and the im-
age information being overwhelmed by the text informa-
tion. More details are introduced as follows.

Weakly-supervised Semantic Mask Predictor The
structure of the semantic mask predictor is shown in Fig. 3,
as highlighted by the gray dash box. It takes the upsampled
image feature maps as input and predicts a semantic mask
map mi ∈ Rhi×wi . The value of its elements mi,(h,w)

ranges between [0, 1]. Each value decides how much the
following affine transformation should be operated on lo-
cation (h,w). This semantic mask is predicted based on
the current generated image feature maps. Thus, it intu-
itively indicates which parts of the current image feature
maps still need to be reinforced with text information so
that the refined image feature maps are more semantically
consistent to the given text. The semantic mask predictor is
trained jointly with the whole network without specific loss
function to guide its learning process nor additional mask
annotation. The only supervision is from the adversarial
loss given by the discriminator which will be discussed in
Sec. 3.4. Therefore, it is a weakly-supervised learning pro-
cess. In the experiments, we will demonstrate at different
stages of SSA blocks, how the semantic mask indicates the
text-image fusion spatially.

Semantic Condition Batch Normalization We first give
a brief review on standard BN and CBN. Given an input
batch x ∈ RN×C×H×W , where N is the batch size, BN
first normalizes it into zero mean and unit deviation for each
feature channel:

x̂nchw =
xnchw − µc(x)

σc(x)
,

µc(x) =
1

NHW
Σn,h,wxnchw,

σc(x) =

√
1

NHW
Σn,h,w(xnchw − µc)2 + ϵ,

(1)

where ϵ is a small positive constant for numeric stability.
Then, a channel-wise affine transformation is operated:

x̃nchw = γcx̂nchw + βc, (2)

where γc and βc are learned parameters that work on all
spatial locations of all samples in a batch equally. During
the test, the learned γc and βc are fixed. Apart from using
a fixed set of γ and β learned from training data, Dumoulin
et al. [6] proposed the CBN which learns the modulation
parameters γ and β adaptive to the given condition for the
affine transformation. Then, Eq. (2) can be reformulated as:

x̃nchw = γ(con)x̂nchw + β(con). (3)

To fuse the text and image features, the modulation pa-
rameters γ and β are learned from the text vector ē:

Text feature 
vector

MLP MLP

x
x

+x +

Intermediate 
image features

Predicted 
mask

Elementwise add/multiplication+ x/

Conv

BN

Conv

Relu

Sigmoid
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B
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U
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p

le

𝛾 𝛽

Figure 3: Structure of the SSA block. The text-aware affine
parameters are learned and semantic mask is predicted from
current image features in order for Semantic-Spatial Condi-
tion Batch Normalization.

γc = Pγ(ē), βc = Pβ(ē) (4)

Pγ(·) and Pβ(·) represent the MLPs for γc and βc, respec-
tively. Here, semantic CBN is realized.

Semantic-Spatial Aware Batch Normalization The se-
mantic aware BN from the last step would work on the
image feature maps spatial equally. Ideally, we expect the
modulation only works on the text-relevant parts of the fea-
ture maps. For this purpose, the predicted semantic mask is
added to Eq. (3) as the spatial condition:

x̃nchw = mi,(h,w)(γc(ē)x̂nchw + βc(ē)). (5)

One can see from the formulation that mi,(h,w) does not
only decide where to add the text information but also de-
cides how much text information needs to be reinforced on
the image feature maps in pixel level.
Summary The modulation parameters γ and β are
learned conditioned on the text information, and the pre-
dicted semantic mask control the affine transformation spa-
tially. Thus, the text-image fusion is semantic-spatial aware.

3.3. Discriminator

We adopt the one-way discriminator proposed in [28] be-
cause of its effectiveness and simplicity, as shown in Fig. 2
(in the violet dashed box). It concatenates the features ex-
tracted from generated image and the text vector for com-
puting the adversarial loss through two convolution layers.
Associated with the Matching-Aware zero-centered Gradi-
ent Penalty (MA-GP) [28], it guides the generator to synthe-
size more realistic images with better text-image semantic
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consistency. Because the Discriminator is not the contri-
bution of this work, we will not extend its details here and
please refer to the paper for more information.

To further improve the quality of generated images and
the text-image consistency, and help train the text en-
coder jointly with the generator, we add the widely applied
DAMSM [30] to our framework. Note that, even without
the DAMSM, our method already reports the state-of-the-
art performance (see Table 2 in Sec.4).

3.4. Objective Functions

Discriminator Objective The adversarial loss associated
with the MA-GP loss is used to train our network.

LD
adv =Ex∽pdata

[max(0, 1−D(x, s))]

+
1

2
Ex∽pG

[max(0, 1 +D(x̂, s))]

+
1

2
Ex∽pdata

[max(0, 1 +D(x, ŝ))]

+ λMAEx∽pdata
[(∥▽xD(x, s)∥2

+ ∥▽sD(x, s)∥2)p],

(6)

where s is the given text description while ŝ is a mismatched
text description. x is the real image corresponding to s, and
x̂ is the generated image. D(·) is the decision given by
the discriminator that whether the input image matches the
input sentence. The variables λMA and p are the hyperpa-
rameters for MA-GP loss.

Generator Objective The total loss for the generator is
composed of an adversarial loss and a DAMSM loss [30]:

LG = LG
adv + λDALDAMSM

LG
adv = −Ex∽pG

[D(x̂, s)],
(7)

where LDAMSM is a word level fine-grained image-text
matching loss, and λDA is the weight of DAMSM loss.

4. Experiments
We evaluated our method on the COCO [18] and CUB

bird [29] benchmark datasets, and compared the perfor-
mance with the recent state-of-the-art GAN methods on T2I
generation, StackGAN++ [35], AttnGAN [30], Control-
GAN [16], SD-GAN [31], DM-GAN [39], DF-GAN [28],
and DAE-GAN [24]. Series of ablation studies are con-
ducted to get insight of how each proposed module works.

Datasets The CUB bird dataset [29] has 8,855 training
images (150 species) and 2,933 test images (50 species).
Each bird has 10 text descriptions. The COCO dataset [18]
contains 80k training images and 40k test images. Each
image has 5 text descriptions. Compared with the CUB
dataset, the images in COCO show complex visual scenes,
making it more challenging for T2I generation tasks.

Evaluation Metric We follow the previous works to
adopt the widely used Inception Score (IS) [25], Fréchet In-
ception Distance (FID) [9] and R-precision [30] to quantify
the performance. For the IS scores, a pre-trained Inception
v3 network [27] is used to compute the KL-divergence be-
tween the conditional class distribution (generated images)
and the marginal class distribution (real images). A large
IS indicates that the generated images are of high quality,
and each image clearly belongs to a specific class. The FID
computes the Fréchet Distance between the features distri-
bution of the generated and real-world images. The fea-
tures are extracted by a pre-trained Inception v3 network. A
lower FID implies the generated images are more realistic.
The R-precision is used to evaluate the image-text semantic
consistency. The cosine distance between the global image
vector and the global sentence vectors of 100 candidates
(one ground truth, i.e. R = 1, and 99 randomly selected
mismatching descriptions). The generated image is consid-
ered as semantically consistent with the ground truth if their
distance is the shortest. To evaluate the IS, FID scores and
R-precision, 30k images in resolution 256 × 256 are gen-
erated from each model by randomly selecting text descrip-
tions from the test dataset. For COCO dataset, previous
works [28, 36, 17] reported that the IS metric completely
fails in evaluating the synthesized images. Hence, we do
not compare the IS on the COCO dataset. The FID is more
robust and aligns manually evaluation on the COCO dataset.

Implementation details Our model is implemented in
Pytorch. The batch size is set to 24 distributed on 4 Nvidia
RTX 2080-Ti GPUs. The Adam optimizer [14] with β1 =
0.0 and β2 = 0.9 is used in the training. The learning
rates of the generator and the discriminator are 1e−4 and
4e−4, respectively. The hyper-parameters p = 6, λMA = 2
and λDA = 0.1 are adopted. The model is trained for 600
epochs on CUB dataset and 120 epochs on COCO dataset.

4.1. Quantitative Results

Table 1 shows the quantitative results of SSA-GAN and
several recent state-of-the-art GAN models for T2I. From
the second column of the table we can see that, SSA-GAN
reports the significant improvements in IS (from 4.86 to
5.17) on CUB dataset compared to the most recent state-
of-the-art method DF-GAN [28]. Higher IS means higher
quality and text-image semantic consistency. Our method
remarkably decreases the FID score from 28.12 to 19.37
on COCO dataset compared to the state-of-the-art perfor-
mance. On CUB dataset, our FID score is slightly inferior
to the ones given by StackGAN++ [35] and DAE-GAN [24]
(15.61 v.s. 15.30 and 15.19) but much lower than the other
recent methods: 19.24 in DF-GAN [28] and 16.09 in DM-
GAN [39]. Our R-precision scores are better than most of
the previous methods but inferior to DAE-GAN. The overall

518191



Table 1: Performance of IS, FID and R-precision scores of different state-of-the-art methods, and our method on the CUB
and COCO test set. The results are taken from the authors’ own papers. Note that the numbers reported in DF-GAN‡ [28] is
the updated results from DF-GAN [28]. Best results are in bold.

Methods IS ↑ FID ↓ R-precision ↑
CUB CUB COCO CUB COCO

StackGAN++ [35] 4.04±0.06 15.30 81.59 - -
AttnGAN [30] 4.36±0.03 23.98 35.49 67.82±4.43 85.47±3.69
ControlGAN [16] 4.58±0.09 - - 69.33±3.23 82.43±2.43
SD-GAN [31] 4.67±0.09 - - - -
DM-GAN [39] 4.75±0.07 16.09 32.64 72.31±0.91 88.56±0.28
DF-GAN [28] 4.86±0.04 19.24 28.92 - -
DF-GAN‡ [28] 5.10 14.81 21.42 - -
DAE-GAN [24] 4.42±0.04 15.19 28.12 85.4±0.57 92.6±0.50
Ours 5.17±0.08 15.61 19.37 75.9±0.92 90.6±0.71
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Figure 4: Qualitative comparison between our method and DM-GAN [39], DF-GAN [28] on the test set of CUB bird dataset
(1st - 4th columns) and COCO dataset (5th - 8th columns). The input text descriptions are given in the first row and the
corresponding generated images from different methods are shown in the same column. Best view in color and zoom in.

superiority and effectiveness of our SSA-GAN are demon-
strated by the extensive quantitative evaluation results that
SSA-GAN is able to generate high-quality images with bet-
ter holistic and local semantic consistency, both for the im-
ages with many detailed attributes and more complex im-
ages with multiple objects.

Compared with the CUB dataset, the COCO dataset is
more challenging because there are always multiple objects
in images and the background is more complex. Our supe-

rior performances indicate that SSA-GAN is able to synthe-
size complex images in high quality.

4.2. Qualitative Results

We qualitatively compare the generated images from our
method and three recent state-of-the-art GAN models for
T2I, i.e. DM-GAN [39], DF-GAN [28] and DAE [24].

For the CUB Bird dataset, shown in the first 4 columns in
Fig. 4, our SSA-GAN generates images with more vivid de-
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neck, black superciliary,
and black and white
striped secondaries.

The small bird has a
bright blue colored
body, a white short
beak, and gray tips
on the tail.
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Figure 5: Qualitative comparison between our method and DAE [24]. The DAE images are taken from their paper, and we
generate the images using the same descriptions as theirs for fairness purpose. Best view in color and zoom in.

tails that are semantically consistent with the given text de-
scriptions as well as clearer backgrounds. For example, in
the 1st column, given text “A small bird with an orange bill
and grey crown and breast”, our method generates an image
that has all the mentioned attributes. However, the image
generated by DM-GAN does not reflect “small” while the
image generated by DF-GAN does not have “grey crown
and breast”. More limitations of other methods can be ob-
served in other examples. DF-GAN can neither generate
the “red eye” in the 2nd column nor the “black bill” in
the 4th column. The birds generated by DM-GAN in the
2nd and 3rd columns are not natural or photo-realistic. The
qualitative results demonstrate that our SSA-GAN is more
effectively and deeply to fuse text and image features and
has higher text-image consistency. Particularly, the better
generated details of a bird demonstrate that pixelwise text-
image fusion of SSA block performs better than the sub-
region-based methods in capturing details.

For the COCO dataset, shown in the last 4 columns in
Fig. 4, one can observe that SSA-GAN is able to generate
complex images with multiple objects with different back-
grounds. In the 5th column, our image is more realistic
than the ones generated by DM-GAN and DF-GAN. In 6th
column, each of the generated cows can be clearly recog-
nized and separated, while the cows are mixed together gen-
erated by DF-GAN. The images in the 6th - 8th columns
are poorly synthesized by DM-GAN: the objects cannot be
recognized and the backgrounds are fuzzy. In the 7th and
8th columns, the “skier” and “elephants” generated by DF-
GAN do not seem as a natural part in the corresponding
image. These qualitative examples on the more challeng-
ing COCO dataset demonstrate that SSA-GAN is able to
generate a complex image with multiple objects as well
as the corresponding background. The images generated
by SSA-GAN are better holistically semantically consistent

with given text as well as locally semantically consistent
with important words in the text.

We compare the qualitative results of our method and
DAE [24] in Fig. 5. For fair comparison, we generate im-
ages using the same captions as in [24] and compare with
the images taken from their paper. We can see that, the
birds generated by our method are in comparable quality
as DAE but have better local semantic consistency with the
given text: the “black and white nape” is more visible in
our image (3st column), and our “long, narrow pointed bill”
is more natural and realistic (4nd column). DAE generates
better image in the 2nd column. In the complex scenes, our
images have better quality. In the 5th column, our image is
natural and visually recognizable while the image of DAE
is abstract and chaos. In the 8th column, our method gen-
erates “a clock in the middle” while DAE generates a clock
with ghost image. DAE has difficulty in generating multi-
ple objects which is confirmed by the authors. Both meth-
ods failed to generate images in the 7th column because the
description is too abstract.

4.3. Ablation Studies

In this subsection, we verify the effectiveness of each
component in SSA-GAN by conducting extensive ablation
studies on the testing set of the CUB dataset [29].

SSA Block and DAMSM Firstly, we verify how the pro-
posed SSA block and the additional DAMSM affect the
performance of the network. The results of using differ-
ent components are given in Table 2. We treat the DF-GAN
as the baseline denoted (ID0). Replacing the UPBlocks in
DF-GAN with our SSA blocks, both the IS and FID per-
formance are improved (ID1), which shows that our SSA
block is able to fuse text and image features better. When
DAMSM is added to our network (ID2), the overall per-
formance is improved. It indicates that DAMSM helps im-
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This small bird has a
short beak, a light gray
breast, a darker gray
and black wing tips.

Figure 6: Example of semantic masks predicted in different SSA blocks. From left to right: input text, generated image and
the 7 predicted semantic masks (from shallower to deeper layer). Best view in color and zoom in.

Table 2: Ablation study of evaluating the impact of SSA
block and DAMSM in our framework on the CUB test set.

ID Components IS ↑ FID ↓SSA DAMSM
0 - - 4.86 ± 0.04 19.24
1 ✓ - 4.97 ± 0.09 18.54
2 ✓ ✓ 5.07 ± 0.04 15.61
3 ✓ ✓(fine-tune) 5.17 ± 0.08 16.58

prove the text-image consistency. Then, we train the whole
framework in order to fine tune the text encoder (ID3).
Our method achieves further improvements in IS but infe-
rior performance in FID. The reason is that fine tuning the
text encoder helps text-image fusion and improves the text-
image consistency so that the IS score is improved. How-
ever, when the encoded text features become more adaptive
to the image features, the diversity of generated images also
increases (more deeply constrained by the diverse text de-
scriptions). Thus, the FID performance decreases while it
measures the KL divergence between the real images and
generated images. It is worth noting that, without adding
DAMSM, our method (ID1) achieves better performance
compared to the most recent state-of-the-art method (ID0).
Semantic Mask The predicted semantic mask provide
spatial information for the semantic CBN in each SSA
block. To evaluate how the semantic masks affect the text-
image fusion process, we add the mask predictor one by
one from the last SSA block to the first one and observe
how the performance varies. The results are given in Ta-
ble 3. We can see that the performance increases constantly
by increasing the semantic masks up to 4. However, the
performance is marginally worse when adding the 5th and
6th semantic mask. When the framework uses 7 masks, it
has the highest IS score and second best FID performance.
This phenomenon demonstrates that more semantic masks
help text-image fusion process and the generated images are
more realistic and text-image consistent (higher IS scores).
Meanwhile, deeper text-image fusion also makes the gen-
erated images be stronger controlled by the diverse text
descriptions. Consequently, the generated images become
more diverse which leads to higher FID. Note that, we use
7 semantic masks for all the rest experiments in this work.

To gain more insight, Fig. 6 shows the semantic masks
predicted on different stages. One can see that, the seman-

Table 3: Ablation study of evaluating how the performance
is affected by different numbers of semantic masks used in
the SSA-GAN. Note that, text encoder is not fine tuned here.

Parameter Stages IS ↑ FID ↓

#masks

2 4.98 ± 0.09 19.69
3 5.04 ± 0.07 18.40
4 5.05 ± 0.05 15.03
5 5.02 ± 0.07 17.64
6 4.97 ± 0.04 16.62
7 5.07 ± 0.04 15.61

tic masks become more focused on the bird when the text-
image fusion becomes deeper. Especially in the last two
stages, the main attention is on the whole bird to generate
the bird, then on the specific local parts of the bird to re-
fine the details. It visually demonstrates that the masks are
predicted based on the current generated image features and
deepen the text-image fusion process.

5. Conclusion
In this paper, we proposed a novel framework of

Semantic-Spatial Aware GAN (SSA-GAN) for T2I gen-
eration. It has one generator-discriminator pair and is
trained in an end-to-end fashion. The core module is
the Semantic-Spatial Aware (SSA) block which operates
Semantic-Spatial Condition Batch Normalization by pre-
dicting the semantic mask based on the current generated
image features, and learning the affine parameters from the
encoded text vector. The SSA block deepens the text-image
fusion through the image generation process, and guaran-
tees the text-image consistency. In the experimental results
and ablation studies, we demonstrated the effectiveness of
our model and the significant improvement over previous
state-of-the-art approaches in terms of T2I generation.
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