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A Big Data Analytics Method for Assessing Creditworthiness of 

SMEs: Fuzzy Equifinality Relationships Analysis 

Abstract: Nowadays, many financial institutions are beginning to use Big Data Analytics (BDA) 

to help them make better credit underwriting decisions, especially for small and medium-sized 

enterprises (SMEs) with limited financial histories and other information. The various 

complexities and the equifinality problem of Big Data make it difficult to apply 

traditionalstatistical techniques to creditworthiness evaluation, or credit scoring. In this study, 

we extend the existing research in the field of creditworthiness assessment and propose a novel 

approach based on neighborhood rough sets (NRSs), to evaluate and investigate the 

complexities and fuzzy equifinality relationships in the presence of Big Data. We utilize a real 

SME loan dataset from a Chinese commercial bank to generate interval number rules that 

provide insight into the fuzzy equifinality relationships between borrowers’ demographic 

information, company financial ratios, loan characteristics, other non-financial information, 

local macroeconomic indicators and rated creditworthiness level. In addition, the interval 

number rules are used to predict creditworthiness levels based on test data and the accuracy of 

the prediction is found to be 75.44%. One of the major advantages of using the proposed BDA 

approach is that it helps us to reduce complexity and identify equivalence relationships when 

using Big Data to assess the creditworthiness of SMEs. This study also provides important 

implications for practices in financial institutions and SMEs.  

Keywords: Big Data Analytics; Credit Risk; Equifinality; Rough Set; Small and Medium-sized 

Enterprises  
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1 Introduction  

Assessing and predicting credit risk is one of the most important topics for financial institutions 

and regulators (Medina-Olivares et al., 2022; Lu et al., 2022). The process of credit risk 

assessment is complex and unstructured. Many researchers and practitioners have developed 

statistical models for transforming relevant data into numerical measures so as to discriminate 

“good” from “bad” loan applications (Thomas et al., 2002). Historically, traditional statistical 

techniques such as multivariate discriminate analysis (Lessmann et al., 2015; D'Amato and 

Mastrolia, 2022), probit and logistic regressions (Altman, 1998) and multidimensional scaling 

(Molinero et al., 1996) have been the most widely used methods for constructing rating systems. 

The more recent developments in credit scoring are oriented towards adapting artificial 

intelligence techniques, including neural networks (Artem and Stefan, 2017; Abedin et al., 2018; 

Fombellida et al., 2019), case-based reasoning (Cao and Zhai, 2022), gradient boosting (He et 

al., 2018), support vector machines (SVM) (Yao et al., 2017; Abedin et al., 2019) and Bayes 

networks (Xia et al., 2017; Billie, 2020). Although large efforts have been made to construct a 

credit scoring system, modeling credit risk for small and medium-sized enterprises (SMEs) is 

more difficult than for large companies because of insufficient or unverifiable information 

(Calabrese et al., 2019; Bagale et al., 2023; Li and He, 2023).  

SMEs represent about 90% of businesses and more than 50% of employment worldwide 

according to the World Bank1. SMEs are generally considered the backbone of the economy in 

many countries. For example, by the end of 2021, SMEs in China had contributed more than 

50% of tax revenue, more than 60% of GDP, more than 70% of technological innovation and 

more than 80% of urban labor employment, playing an important role in promoting economic 

and employment growth, and stimulating innovation vitality (Guangming Tech, 2022). 

Similarly, at the start of 2019, SMEs accounted for three-fifths of the employment and around 

half of the turnover in the UK private sector. Due to a justified tendency for prudential lending 

and the lack of elaborate SME default and creditworthiness prediction models, SMEs still face 

challenges in accessing finance from banks, which is a very important factor constraining the 

 
1 https://www.worldbank.org/en/topic/smefinance.  
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growth of the economy. One of the immediate economic consequences of the coronavirus 

pandemic is the sudden lack of liquidity affecting small and medium-sized businesses. Gaining 

access to the financial support they need to survive and develop, and having a better 

understanding of their credit risk drivers, has become even more important during (and will 

continue to be after) the coronavirus pandemic. Several studies have attempted to model credit 

risk for SMEs using loan data from different countries and regions, such as the United States 

(Altman & Sabato, 2007), Italy (Angilella & Mazzu, 2015), European countries (Pederzoli et 

al., 2016), Brazil (Fernandes & Artes, 2016), China (Li et al., 2016) and the United Kingdom 

(Calabrese et al., 2019). However, there is still limited knowledge of the characteristics that 

determine SMEs’ default behavior, particularly for those in emerging markets.  

The digital age and new technologies have fostered a data explosion which is transforming 

the credit scoring industry. Financial institutions have begun to explore an “all data is credit 

data” approach, combining conventional credit information with thousands of data points 

collected or mined from various resources. Although more data are now available than ever 

before, in the absence of adequate approaches, financial institutions often face a myriad of 

challenges regarding how to extract and analyze information from Big Data, and make the 

smartest credit-granting decisions possible.  

Complexity and equivalence in Big Data make the traditional approaches of 

creditworthiness evaluation, such as statistical techniques, difficult to apply (Hooman et al., 

2016). The complexity of Big Data refers to the fact that creditworthiness evaluation involves 

analyzing borrowers’ demographic characteristics, financial information, credit history, public 

records, environmental and regulatory information, and digital footprints, involving large 

volumes, high velocities and several varieties of data, and their interactions (Bai et al., 2019a).  

An equifinality relationship is present when a system can reach the same outcome from 

different initial conditions and by a variety of different paths (Gresov & Drazin, 1997; Bai et al., 

2019a). Equifinality relationships exist in many fields, such as society (Verleye, 2019), the 

economy (Dahms, 2019), information technology (De Guinea & Raymond, 2020), 

creditworthiness assessment and so on. With the accumulation of customer data, credit data is 

gradually presenting the characteristics of Big Data. It not only includes structured data such as 
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the financial information of SMEs, but also unstructured data such as demographic 

characteristics, the status of legal disputes, tax records, external political, economic, social, 

technological, environmental and competitive factors, and digital footprints. The conditional 

factors are not only related to the predicted credit risk outcome (i.e. the creditworthiness level), 

but also to each other. In exploring the uncertainty and diversity in the relationship between the 

conditional factors and the outcome, fuzzy equifinality analysis is a powerful tool. Hence, 

creditworthiness assessment needs to consider the complexity and equivalence, based on the 

various interactions and interdependencies amongst that increased number of conditional factors 

(Bai & Sarkis, 2018).  

In recent years, BDA has attracted significant attention from academia and practitioners 

(Einav & Levin, 2014; Baru, 2018; Wamba et al., 2018; Óskarsdóttir et al., 2019)2. It could be a 

powerful tool that could help financial institutions make better credit underwriting decisions and 

more accurately predict SMEs’ creditworthiness (Kshetri, 2016). However, despite increasing 

efforts to use data-driven approaches with BDA to aid decision making, theory-driven research 

aimed at understanding the equifinality relationships between different types of conditional 

factors and the outcome is still limited. The equifinality relationships can effectively solve the 

problem of the interpretability of creditworthiness assessment results, which is one of the main 

challenges of BDA or artificial intelligence. Very few studies consider whether the combined 

effect of varying levels of conditional factors, when uniquely bundled together, results in 

differing or similar levels of performance outcomes in the context of Big Data. We need to build 

a new theory-driven approach to mining those equivalence relationships, and thereby explain 

some of the complex phenomena and unanswered questions within the context of Big Data. 

Therefore, in this study, we seek to contribute to the operational research and Big Data literature 

by proposing a novel BDA approach which not only aims to reduce complexity and find 

equifinality relationships in Big Data, but at the same time predict the creditworthiness of new 

SMEs through those identified fuzzy equifinality relationships (Bai et al., 2021).  

 
2 BDA involves the use of advanced analytic approaches (or techniques) which, in the processing of data with the 

“4Vs: high volume, high velocity, high veracity and high variety”, can help the user to extract meaningful and useful 

knowledge, and facilitate data-driven decision making (Wamba et al., 2017; Zhan & Tan, 2020).  
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Rough set theory (RST) is a valuable tool that could help deal with the complexity and 

equifinality that occur in BDA research (Pawlak, 1982; Rajesh, 2022). The various rules that are 

the main results of RST could help identify potentially useful knowledge through BDA to 

address the complexity and equifinality concerns (Bai & Sarkis, 2018; Bai et al., 2019b). 

However, the larger number of rules and crisp number rules are a formidable limitation when it 

comes to reducing complexity and finding equifinality in Big Data. Hence, we first introduce 

the neighborhood rough set (NRS) to reduce the complexity of SMEs’ conditional factors and 

eliminate redundant information (Hu et al., 2008). We then develop a novel approach based on 

the NRS to arrive at interval number rules that can be used to identify the various fuzzy 

equifinality relationships between the conditional factors (e.g. demographic characteristics, 

financial structure and performance information, non-financial information and economic 

environment factors) and creditworthiness levels. To the best of our knowledge, this is the first 

time that NRSs have been developed for investigating fuzzy equifinality relationships so as to 

predict the creditworthiness of SMEs. These interval number rules will help financial 

institutions and governmental agencies to predict the creditworthiness of SMEs in a complex 

and uncertain environment. To test the proposed approach, we use a dataset of SME loans 

granted by a Chinese commercial bank to identify fuzzy equifinality relationships regarding the 

creditworthiness of SMEs. This credit risk assessment approach based on Big Data can provide 

valuable insights for policy makers and practitioners regarding the management of broader 

information, such as non-financial information and social context.  

The remainder of the paper is organized as follows. In Section 2, we conduct a literature 

review on credit risk assessment and prediction for SMEs, and highlight the contributions of our 

study. In Section 3, we develop a novel approach based on NRSs. In Section 4, the proposed 

approach is applied to real loan data to evaluate SMEs’ creditworthiness from an equifinality 

perspective, and the experimental results are presented. Section 5 offers a discussion on the 

advantages of our proposed method. Section 6 highlights the theoretical, methodological and 

practical implications, based on the research results. The final section concludes, with 

limitations and future research directions.  
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2 Literature review  

SMEs play an important role in the promotion of economic development and the building 

of modern economic systems (Altman and Sabato, 2007; Bai et al., 2021). However, since the 

global financial crisis, financial intermediaries become more risk-averse and limit their credit 

exposures by avoiding credits to small businesses with limited available credit history, which in 

turn significantly increases the financing difficulty of SMEs and restricts their growth and 

development (Cowling et al., 2012). Such problems are more pronounced after the outbreak of 

the coronavirus pandemic. One of the effective ways to address the financing problems of SMEs 

is to develop appropriate methods for financial intermediaries to accurately assess and predict 

the credit risk of SMEs when they make lending decisions. Therefore, financial institutions 

around the world have developed various credit risk assessment models to facilitate their 

lending decision marking. For example, to assess the creditworthiness of their business clients. 

many banks in the US employ Z-score and logistic regression models (Altman et al., 2007), 

some Chinese banks, including Industrial and Commercial Bank of China (Sun et al., 2022), 

Postal Savings Bank of China (Shi et al., 2020) and Dalian Bank (Chai et al., 2019), adopt the 

credit rating approach, and some banks in Italy apply multivariate linear discriminant analysis 

(MLDA) (D'Amato and Mastrolia, 2022). These models are mainly aimed at assessing the credit 

risks of large companies with greater available credit history and may not be very suitable for 

assessing the creditworthiness of SMEs as they tend to be informal, and have less available 

information. 

Therefore, scholars have started to make efforts to address the key challenges in assessing 

SME credit risk from different perspectives. Early studies focused on the difficulties of 

financing SMEs, investigating the key factors of their profitability and credit risk 

(Martinez-Sola et al., 2014). However, incomplete financial information (Van et al., 2012), short 

operating histories, poorer performance, and high external environmental sensitivity, all of 

which result in higher information asymmetries and risk, and restrict most SMEs from obtaining 

financing through financial institutions. Recent literature has begun to focus on how to build 

methods for assessing and predicting the credit risk or creditworthiness of SMEs with limited 
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information, so as to help banks to make wise lending decisions and minimize their losses. 

Some scholars use traditional statistical methods, such as probit and logistic regressions, 

multivariate discriminate analysis, survival analysis, spatial analysis, multi-objective 

optimization, and multidimensional scaling, to assess the credit risk of SMEs. For example, 

Altman et al., (2007) and Ciampi (2015) use a logistic regression model for predicting SMEs’ 

credit risk. Glennon and Nigro (2005) employ a discrete-time hazard procedure, a survival 

analysis technique, to take the effect of change in economic conditions over time into account in 

the SME credit risk assessment. Fernandes and Artes (2016) and Medina-Olivares (2022) 

develop credit risk models for small businesses by incorporating spatial dependence among 

firms. Kou et al. (2021) propose a credit risk prediction model based on a two-stage 

multi-objective feature selection that optimizes the number of features and improves model 

classification performance.  

With the arrival of the fourth industrial revolution, many new technologies and approaches 

have emerged, such as Big Data, artificial intelligence, etc (Chen & Zhang, 2014). Scholars 

attempt to provide a better prediction on SME credit risk and default by using machine learning 

approaches. For example, Fantazzini and Figini (2009) propose a random survival forests model 

for modeling the credit risk of SMEs and find that their approach has a better prediction 

performance than the classical logit model. Kim et al. (2020) develop a deep learning model to 

support credit risk assessment decisions for SMEs, and demonstrate the superiority of deep 

learning over machine learning and rule-based benchmarks. Lu et al. (2022) propose a credit 

risk feature selection approach that integrates the binary opposite whale optimization algorithm 

(BOWOA) and the Kolmogorov–Smirnov (KS) statistic to improve the predictive performance 

of SMEs’ credit risk. Zhao and Li (2022) use the SVM combined with back propagation neural 

network to predict the credit risk of SMEs. However, these models still can’t fully address the 

SME finance problem which we discussed previously. SME information problem data are often 

insufficient for reliable assessment and prediction.  

As data is growing exponentially in recent years, BDA has been attracting increasing 

attention and is considered as an efficient strategy for achieving high-performance prediction.  

https://www.sciencedirect.com/science/article/pii/S1366554522000096?via%3Dihub#b0095
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Liu et al. (2019) propose a Big-Data-driven credit assessment framework for SMEs, 

highlighting the combination of financial and non-financial data, including Big Data from 

businesses, governments, social media and networks. Stevenson et al. (2021) employ a deep 

learning approach to predict SME loan defaults based on both the text and structured data. They 

show that the text data influences credit default predictions and suggest that the textual loan 

assessment can be a new strategy for mitigating the limited data availability of SMEs. Wang et 

al. (2020) establish a credit assessment indicator system by incorporating the "online" specific 

indicators of e-commerce platforms. Then a nonlinear LS-SVM model combining with BDA is 

constructed to evaluate the credit risk of SMEs in the automobile manufacturing industry. These 

studies are mainly aimed at internet, e-Business and digital platform financing (Guo et al., 

2023), because it is easier to obtain relevant data in such situations.  

Most of these existing studies focus on the improvement in the prediction accuracy of 

credit risk using some new or modified risk assessment models or multi-source heterogeneous 

data, while largely ignoring the process of the assessments. Our approach is different from theirs 

in the following three aspects. First, although we are in the era of Industry 4.0, few studies have 

used BDA for credit risk assessment based on large-scale and high-dimensional datasets. 

Moreover, most studies ignore the interpretability of the results and the identification of key 

indicators for credit assessment. We pay more attention to reducing the complexity of the data 

so as to focus on key determinants of credit default risk. By identifying key indicators, financial 

institutions can more easily collect relevant data at the lowest cost to complete their credit 

assessments. Second, although our ultimate goal is the creditworthiness assessment of SMEs, 

we also pay attention to the interpretability of the assessment results through equivalence 

relationships. With the transparency achieved through interpretability, financial institutions and 

enterprises can truly understand the reasons for their assessment results, improving access to 

finance for SMEs. Third, we build a set of fuzzy rules to help financial institutions assess the 

creditworthiness of SMEs. Although some rule-based methods are already used in credit 

assessment (Bai et al., 2021), the rules are too strict. Therefore, a large number of rules are 

inapplicable for the interpretability of the assessment results. All in all, we need to build a new 

theory-driven approach to reduce the dimensionality of the data and mine the equivalence 
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relationships, thereby predicting the creditworthiness of new SMEs through the identified fuzzy 

equifinality relationships and explaining some of the complex phenomena involved.  

3 Methodology 

In this section, we develop a multistep, novel approach which can be used to investigate the 

fuzzy equifinality relationships in the Big Data context, using NRSs (Appendix 1 provides 

detailed information about NRSs). 

 

Step 1: Develop an adjusted neighborhood decision system 

The Big Data generated from various types of information include both qualitative and 

quantitative data. We first need to preprocess these collected data and integrate them into a 

two-dimensional neighborhood decision system, NDS. Let NDS =〈U, C, D, V, W〉be a decision 

table or decision system, where U is a non-empty set of finite objects, usually called the 

universe. C is a non-empty finite set of conditional factors for the objects. D is a set of decision 

factors for the objects. V and W are the set of conditional and decision factor values. 
xav  and 

xdw  respectively denote the values of conditional factor a and decision factor d for object x.  

Second, we need to normalize those data for consistency, such that the values of each factor 

use similar scales. Some categorical data, such as the industry category, have no fixed order and 

do not need to be normalized. To complete this normalization of the values, we rely on 

expression (1) for the standardization values (Lu et al., 2022)  

 

min

max min

ij j

ij

j j

 


 

−
=

−
                        (1) 

where 
ijv  is the normalized value for object i, conditional factor j; 

max

jv  is the maximum value 

of factor j; 
min

jv  is the minimum value of factor j. This normalization will adjust all the 

standardization values (vij) such that they are normalized, with 0≤
ijv ≤1.  

 

Step 2: Identify the core conditional factor set 
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Initially, let Atr = , which is the core conditional factor set (reduct). We will select some 

conditional factors 
ka  with information significance in the core conditional factor set Atr 

through the following sub-steps: 

Sub-step 1: Calculate the distances between each of the objects on a conditional factor 

ja , as shown in expression (2):  

( , ) | |j i k ij kjx x v v = −                        (2) 

Sub-step 2: Compute the conditional neighborhood members ( )j ix  for each object 

ix  based on a given neighborhood size   and a conditional factor 
ja . The ( )j ix  is 

defined as the indistinguishable objects set with an object 
ix  for the similarity value of a 

conditional factor 
ja  under distance threshold  :  

( ) { | , ( , ) }j i k k j i kx x x U x x =                (3)
 

Sub-step 3: Compute the decision neighborhood members ( )D

j ix  for each object 
ix  

based on a conditional factor 
ja , decision factor D and given neighborhood size  . ( )D

B ix  

is defined as the indistinguishable objects set with an object 
ix  for the similarity value of a 

conditional factor 
ja  under distance threshold   and the same value of decision factor D:  

( ) { | , ( , ) ( ) ( )}D

j i k k j i k i kx x x U x x and D x D x =    =          (4) 

Sub-step 4: Determine the lower NRS ( )k

jPOS D  based on the inclusion measures and 

the selected inclusion threshold value k using expression (5):  

( )={ | ( ( ), ( )) , }k

j i j i i iPOS D x I x D x k x U  
                

(5) 

where

 

the measure of inclusion is 
( )

( ( ), ( )) , ( ) .
( )

D

j i

j i i j i

j i

x
I x D x where x

x


 


=    |*| is the 

cardinality of a set *.  

Sub-step 5: Determine the information significance ( , )jSig a D  of a conditional factor 
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ja . The information significance is the amount of influence a conditional factor has on a 

decision outcome (D). To calculate the information significance of a conditional attribute 
ja  

with respect to decision level D, we use expression (6):   

| ( ) |
( , )=

| |

k

j

j

POS D
Sig a D

U                       
 (6) 

Sub-step 6: Select the significance conditional factors and update the core conditional 

factor set Atr. We select the conditional factor ak into core conditional factor set Atr if it satisfies 

( , )kSIG a D  ; then AtraAtr k − .   is a positive infinitesimal real number used to 

control the convergence of Atr.  

Step 3: Identify fuzzy equifinality relationships (interval number rules) 

In this step, we develop a series of interval number rules to discern the fuzzy equifinality 

relationships based on the reduct Atr determined in Step 2. Rough set approaches regard any 

decision table as a set of generalized decision crisp number rules of the form 

( , ) ( , ),  where , , , ,g Dg v d w g Atr d D v V w W D Atr →           (7) 

where ( , )g v  is called the condition or premise, and v represents the value of the reduct 

factor g and belongs to the set V. The outcome or conclusion is represented by ( , )D w , where 

w represents the value of outcome factor D and belongs to the set W.  and are Boolean 

notation for “and” and “or”, respectively.  

The basic idea of interval number rules is to divide the multidimensional data space clearly 

using those fuzzy rules based on a fixed reliability degree. In other words, the proportion of 

objects in the interval area of rule division belonging to one decision level is greater than a fixed 

reliability degree. We set this fixed reliability to 0.9.  

Sub-step 1: Calculate the distances between each of the objects in the reduct Atr as 

shown in expression (8):  

( , ) max | |Atr i k ij kj
j Atr

x x v v


 = −                   (8) 

Sub-step 2: Compute the measure of inclusion ( ( ), ( ))Atr i iI x D x  for each object 
ix  

 
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using sub-steps 2 to 4 of Step 2 based on reduct set Atr.  

Sub-step 3: Identify various initial rules. First, identify the interval number rules with the 

object 
ix  such that the measure ( ( ), ( ))Atr i iI x D x

 
of inclusion (also called the fixed 

reliability degree) is greater than 0.9: 

 ( , ) ( ( ))ij ij ij ij ir v r v D x  = − = + →
                 

 (9) 

Second, identify the interval number rules with the object 
ix  such that the measure 

( ( ), ( ))Atr i iI x D x  of inclusion is smaller than 0.9:  

+
( , )

2
( , )= ( ( ))

+
( , )

2

( ) ( ) ( )

max( )

it kt
it kt it

it it i

it kt
it kt it

k i i k

kt it

v v
v v v

r r D x
v v

v v v

x x D x D x
for

t v v








+ 

 →
 − 


  


 −

                (10) 

where ( )k ix x  is a member of the neighborhood of object 
ix  based on similarity or 

indistinguishability relationships, but having a different creditworthiness level. The main 

purpose of 
+

( , )
2

it kt
it

v v
v +

+
( , )

2

it kt
it

v v
v −  is to narrow the scope of the interval number 

rules, so that the reliability degree of the objects within the rules is greater than the threshold 0.9. 

max( )kt itt v v −  is used to identify the biggest gap factor between objects 
ix  and 

kx .  

Sub-step 3: Reduce the number of rules. Integrate the interval number rules in a 

neighborhood such that they have the same decision value:  

(min( , ) max( , )) ( ( ))

( ) ( ) ( ) ( ( ), ( )) 0.9

ij kj ij kj i

k i i k Atr k k

r r r r D x

for x x D x D x I x D x 

 →

 = 

，

       
 (11) 

If 
*( ( ), ( )) 0.9Atr i iI r D x  , then retain the new integrated rule 

*

ir  and delete other rules 

kr  ( ) ( ) ( ) ( ( ), ( )) 0.9k i i k Atr k kfor x x D x D x I x D x  =  . 
*( )Atr ir  represents a set of 

objects within an interval number rule 
ir  area.  

If ( ( ), ( )) 0.9Atr i iI r D x  , do not update the interval number rule ir , and retain other 
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rules kr .  

Step 4: Use interval number rules to predict the outcome  

In this step, the decision value of a new object is predicted using the interval number rules 

developed in Step 3.  

Sub-step 1: Predict the decision value of a new object 
px  which meets rule ir : 

( ) { ( ) | ( ) }p i ij pj ijD x D r r v r j Atr=    
               

 (12) 

Sub-step 2: Predict the decision value of a new object 
px  which does not meet any rules. 

Then, calculate the distance between the object 
px  and each rule:  

( , ) max | |Atr i p ij pj
j Atr

r x r v


 = −                      (13) 

where 
ij pj ijr v r  , | |ij pjr v− =0; 

pj ijv r , | |ij pjr v− = -ij pjr v ; 
pj ijv r , | |ij pjr v− = -pj ijv r . 

Sub-step 3: Compute the neighborhood members ( )Atr px  for each rule ir  based on a 

given neighborhood size   and core conditional factors Atr:  

( ) { | , ( , ) }Atr p i i Atr i px r r R r x =           (14) 

Sub-step 4: Calculate the satisfaction degree of the predicted object for each rule ir  that 

belongs to the neighborhood members ( )Atr px : 

1

2

( )

( , )
( )

( , )
p

Atr i p

pi

k x Atr k p

r x
u

r x

−



 
=  

  


          
 (15) 

where piu
 

indicates the degree of association or membership function of object 
px  with rule 

ir .  

Sub-step 5: Summarize the satisfaction degree of each decision value for a new object 

px , and then use the maximum satisfaction degree to determine the decision value of object 
px : 

1( ) ( )

( ) { | max( , )}
w

p pr pr

D r W D r W

D x w w u u
 

= =               
 (16) 
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4 Experimental analysis 

4.1 Real credit dataset  

For our experiments, we use a dataset composed of loans granted to SMEs by a Chinese city 

commercial bank between 1998 and 2013. We apply the definition of SMEs proposed by the 

Ministry of Industry and Information Technology of the People’s Republic of China3. The bank 

was established in March 1998. By the end of 2022, it had ten branches (167 business outlets) in 

ten cities, with more than 5,000 employees and total assets of 472.1 billion Chinese yuan 

(approximately 66.5 billion US dollars based on 7.1 yuan equaling approximately one US 

dollar). The bank aims to serve local economic development and offer financing services to 

SMEs. The characteristics of the dataset are as follows:  

• We initially obtain more than 5,000 loan observations from the bank, then exclude loans 

for which more than 30% of the variable values are missing. The final sample consists 

of 3,111 loans granted to SMEs. Each loan is described by 83 variables, such as 

company financial ratios, company and owner demographic descriptors, loan 

characteristics, payment and public records, other non-financial information, local 

macroeconomic indicators and the creditworthiness level as rated by the bank.  

• The dataset has an average loan value of 3.5 million yuan with a mean term of eight 

months. The maximum loan amount is 60 million yuan and the minimum loan amount 

is 1,000 yuan. The maximum loan term is sixty months (i.e. five years), and the 

minimum is just one month. The sample is rather diversified and distributed across 12 

industries. The characteristics of the dataset and related variables used in evaluating 

SME creditworthiness are given below in Table 1 and detailed definitions of the 

variables are presented in Appendix 2.  

 

(Insert Table 1 about here) 

 

4.2 Experimental setup and results 

 
3 http://www.gov.cn/zwgk/2011-07/04/content_1898747.htm.  
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We apply the aforementioned proposed methodology to our loan dataset to generate interval 

number rules that provide insight into the fuzzy equifinality relationships between SMEs’ 

demographic information, financial ratios, other non-financial information, macroeconomic 

indicators and creditworthiness level.  

Step 1: Develop adjusted neighborhood decision system 

We initially collected nearly 500,000 pieces of data through financial institutions, the 

National Bureau of Statistics of China, the Internet and other sources. We preprocess all of the 

collected data and integrate them into a two-dimensional neighborhood decision system, NDS =

〈U, C, D, V, W〉. { |1, , 3111}iU x= K  is a set of 3,111 SMEs. { |1, , 83}jC c= K  contains 

83 conditional factors for each SME, as defined in Appendix 2. The conditional factors include 

four categories: loan characteristics, financial ratios, non-financial information and 

macroeconomic indicators. D={d} is a decision factor (creditworthiness level) for each SME. A 

number of experts were working alongside loan officers in the financial institution to evaluate 

SMEs and determine their creditworthiness levels, or D4. D takes one of four levels (1=very low 

creditworthiness, 2=low creditworthiness, 3=high creditworthiness and 4=very high 

creditworthiness). Next, we normalize the data using expression (1) to make sure the data for each 

input lie within the same interval. Thus, all the factor values (vij) are normalized to within [0, 1].  

 

Step 2: Identify the core conditional factor set 

The normalized data are used to reduce the conditional factors by means of expressions (2)-(7) 

to those that will be used to generate the core conditional factor set Atr of SME loan 

characteristics, financial ratios, non-financial information and macroeconomic indicators. We 

set the neighborhood size  = 0.1 to control neighborhood members, the inclusion threshold 

value k=0.6 to determine the lower NRS and  =0.01 to control the convergence of Atr. The 

final core conditional factor set is Atr={Principal, Quick asset ratio, Capitalization rate, 

Superquick asset ratio, Long-term asset suitability rate, Net profit divided by total operating 

costs and expenses, Total profit divided by total operating costs and expenses, Inventory 

 
4 Inputs from 17 experts at the China Banking Regulatory Commission (CBRC), the Postal Savings Bank 

of China (PSBC) and the city branch of the CBRC were utilized to determine the creditworthiness level. 
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turnover velocity, Velocity of fixed assets, Velocity of equity, Loans from bank divided by 

company’s total bank loans, Education background, Automobile and real estate, Monthly family 

income}. The information significance level of each core conditional factor is presented in Table 

2.  

 

(Insert Table 2 about here) 

 

Step 3: Identifying fuzzy equifinality relationships 

We identify a series of interval number rules to discern the fuzzy equifinality relationships 

between SMEs’ core conditional factors and creditworthiness levels. A total of 2,058 interval 

number rules are generated. Table 3 presents some of the generated interval number rules. For 

example, the first row in Table 3 shows: (Atr1 = [0, 0.102])  (Atr2 = [0.582, 0.782]) (Atr3 

= [0, 0.1])  …  (Atr14 = [0, 0.121]) → (Creditworthiness =4). This interval number rule 

indicates that, if an SME’s Principal factor (Atr1) belongs to [0, 0.102], Quick asset ratio factor 

(Atr2) belongs to [0.582, 0.782], …, and Monthly family income belongs to [0, 0.121], then this 

SME’s creditworthiness will be very high.  

 

(Insert Table 3 about here) 

 

Step 4: Use intervals to predict outcome 

We randomly select 11% of the new SMEs from the whole sample and use the interval number 

rule to make predictions of their creditworthiness. The creditworthiness levels of 342 new SMEs 

are predicted through the 2,058 interval number rules obtained in Step 3. Let us take the first 

new SME as an example to show how the creditworthiness of a SME is predicted. The first new 

SME does not satisfy any rules, but falls into the neighborhood of 122 rules. We use expressions 

(14)-(17) to predict the creditworthiness level 1y  of SME, and find that 
( )=0.25

=pr

D r

u 3.73%, 

( )=0.5

=pr

D r

u 48.99%, 
( )=0.75

=pr

D r

u 32.17% and 
( )=1

=pr

D r

u 15.11%. Then, we predict that the 

 

 
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creditworthiness level 1y  of SME is equal to 2 (i.e. it has a low creditworthiness level).  

The creditworthiness levels of the other 341 new SMEs in the predictive set are determined 

by the same process. The distribution of the predicted accuracy for each creditworthiness level 

is shown in Table 4. The overall predicted accuracy is 75.44%, reflecting the proportion of 

times out of 342 that the predicted creditworthiness level was the same as the expert-rated 

creditworthiness level.  

 

(Insert Table 4 about here) 

 

5 Discussion 

When compared to traditional statistical techniques, the complexity of the relationships (interactions 

among factors), absence of parametric requirements and many equifinality relationships are all 

advantages of this methodology.  

5.1 Fuzzy equifinality relationships in Big Data  

Big Data makes us more aware that our world is diverse. A system or object can reach the same 

outcome from different initial conditions and by a variety of different paths, which is termed 

equifinality (Gresov & Drazin, 1997). Hence, identifying equifinality relationships is a major 

challenge in the Big Data context, especially given the uncertainty and complexity of the 

relationship between the conditional factors and outcomes (Bai et al., 2016). We introduce a 

novel approach that is a viable solution for identifying those equivalence relationships by means 

of interval number rules. The generated intervals provide three insights into the equifinality 

relationships between the creditworthiness and various conditional factors of SMEs.  

First, these rules show a number of different paths by which SMEs can reach the same 

creditworthiness level from various initial conditional factors. In all, 2,058 interval number rules 

are generated. Our findings have three main implications. (1) Our approach can help SMEs to 

come up with their own development strategies or plans to improve their creditworthiness based 

on their own resources. For example, these rules can help determine the locus of investment and 
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effort required to boost specific factors that will help an SME achieve creditworthiness 

improvements. This provides more possibilities for the development of enterprises. (2) It can 

also be used as a reference for financial institutions, to specify relevant processes and policies 

for the evaluation of SMEs’ creditworthiness levels. For example, it indicates the kind of data a 

financial institution should collect and rely on. Financial institutions should not only focus on 

the values of the factors, but also on their combination or configuration. (3) It would be helpful 

for researchers and analysts to study the equivalence relationships between SMEs’ conditional 

factors, and their creditworthiness, an equivalence relationship being a type of non-linear 

relationship that can reveal the effects of different combinations or configurations of conditional 

factors on a decision factor.  

Second, these interval number rules show the complexity and uncertainty of equifinality in 

Big Data. In the real world, complex and uncertain situations are a constraint we have to face 

when evaluating SMEs’ creditworthiness. Traditional rules of rough sets are based on crisp data. 

It is difficult for SMEs to fully meet the requirements of the rules, which limits the scope of 

their application. Hence, interval number rules form one way of capturing the uncertainty 

present in the fuzzy equifinality relationships, which helps to tackle financial exclusion.  

Third, these rules can be used to predict the creditworthiness levels of SMEs and make 

lending decisions about new applications. The predicted accuracy is shown in Table 4. The most 

consistent result is 88.89% for SMEs with a creditworthiness level of 3 (i.e. high 

creditworthiness). One reason for the high accuracy is that most of the rules apply to a 

creditworthiness level of 3 (there are 446 rules for very low or level 1 creditworthiness, 286 for 

low or level 2, 702 for high or level 3, and 624 for very high or level 4). From Table 4, it can be 

observed that, when more objects generate more rules, a higher predictive accuracy rate results. 

Another reason for the high accuracy is the diversity of rules for creditworthiness level 4. These 

results also imply that we need to collect data with a greater number and diversity of objects to 

generate more rules and thereby achieve a more consistent predictive result.  

5.2 Complexity in Big Data 

Complexity is another major challenge of BDA. Vachon and Klassen (2002) suggest that the 
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complexity includes numerousness, interrelation and systems unpredictability. Numerousness 

refers to the “4Vs” of information, namely simultaneously having a large volume, high velocity, 

high veracity and several varieties of data. In our case, there is a large number of conditional 

attributes. In order to achieve effective creditworthiness evaluation, financial institutions should 

focus on the core conditional factors that play a significant role in the prediction and 

determination of creditworthiness. Our approach reduces the original conditional factor set from 

83 factors to 14 core factors. This core conditional factor set has the following advantages. (1) 

Financial institutions can, effectively and at a low cost, collect data and assess the 

creditworthiness of SMEs. (2) SMEs can focus on key conditional factors to achieve low-cost 

and efficient creditworthiness enhancement, so as to obtain financing more easily. (3) This 

smaller set of core factors can improve the accuracy of the prediction and enable the avoidance 

of the influence of noisy information on the prediction results. (4) It can help identify 

equifinality relationships more clearly if there is a reduced rule set. (5) It also helps to reduce 

the computational complexity of the BDA approach to creditworthiness prediction. The number 

of rules we generate is smaller than the number of data objects, but the traditional rough set 

generates about a hundred rules for every object, which significantly increases the 

computational complexity of predicting the creditworthiness level. When new objects are 

introduced, our approach can quickly generate new rules based on the differences between the 

new objects and the old objects. However, with traditional rough sets, one would need to 

recalculate the rules based on the differences among all the objects, which would require a lot of 

additional computation.  

Interrelation refers to the interactions or interconnectivity among the data. In our case, it is 

shown that the conditional factors will affect a decision factor, and also each other. The 

following points can be made. (1) Since the conditional factors affect a decision factor, we can 

use this to determine the factors that hold important information, so as to retain those important 

factors and delete the unimportant ones. Using NRSs, one loan characteristic, ten financial 

ratios and three non-financial information factors for SMEs are deemed to be the core 

conditional factors based on information significance. This shows that the main reference for 

experts in financial institutions when rating SMEs is their financial indicators. The presence of 
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three non-financial factors indicates that financial institutions should also collect a wide variety 

of information from different sources. (2) Regarding the interaction of the conditional factors, 

we mainly use rules to identify the impact of the combination of these conditional factors on the 

decision factor. 2,058 interval numbers are determined. This result suggests that a complex 

non-linear relationship exists between the conditional factors and the creditworthiness of SMEs.  

System unpredictability refers to the fact that the results of a system are always uncertain, 

with insufficient information, information uncertainty, dynamic decision parameters and 

changing decision boundaries. In our case, system unpredictability may exist since similar 

SMEs receive different creditworthiness evaluations. The intervals can be used to address the 

unpredictability of the complex system as they can guide decision makers and researchers to 

focus only on rules that provide strong evidence of correlation or causation with respect to the 

creditworthiness outcomes. Thus, for this Big Data example, interval number rules have been 

described that help us more fully understand system unpredictability.  

Identifying core variables refers to simplifying the data structure, when performing a credit 

assessment, from the huge amount and high dimensionality of information. Our method can 

reduce the dimensionality of credit data effectively and identify core variables for SMEs, and, as 

mentioned above, it reduces the original conditional factor set from 83 factors to 14 core factors. 

The core factors are mainly distributed among the categories of loan characteristics, financial 

ratios and non-financial information. “Monthly family income”, “Automobile and real estate” 

and “Education background” are the three most important factors for credit assessment, and they 

are just personal information about the owners. Therefore, the personal characteristics of the 

owners of SMEs are critical to the operation of enterprises. Financial information factors make 

up the largest category, with nine factors. Therefore, we need to systematically evaluate the 

possibility of default based on different financial perspectives. Macroeconomic factors are not 

found among the core factors, which is mainly because they have the same impact on all SMEs 

and cannot be effectively avoided individually, so they are not used as creditworthiness 

assessment factors. 

5.3 Comparative analysis 
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In this section, we conduct a comparative analysis to validate the effectiveness of our 

approach. The first comparison method is developed by Bai et al. (2019a) which is a knowledge 

rules methodology based on fuzzy RST and fuzzy C-means clustering. The method was used to 

evaluate and investigate the complex relationships between farmers’ characteristics, 

macro-environmental factors and farmers’ creditworthiness levels. We replicate their method to 

predict the creditworthiness levels of the same 342 SMEs studied earlier, based on the same 

original objects, conditional attributes and decision attributes. The predicted results for each 

creditworthiness level are reported in Table 5. In addition, we also apply a hybrid decision tree 

model (Farid et al., 2014) and a neural network model based on the genetic algorithm (Örkcü and 

Bal, 2011) on our dataset for the purpose of comparison. The prediction accuracies across four 

different methods are summarized in Table 6.  

 

(Insert Table 5 about here) 

(Insert Table 6 about here) 

 

The overall prediction accuracies of Bai et al.’s (2019a), Farid et al.’s (2014) and Örkcü & 

Bal’s (2011) methods show that only 61.11%, 44.74% and 48.83% of the predicted 

creditworthiness levels are the same as the expert-rated creditworthiness levels. The prediction 

accuracies of their methods are much lower than that of our approach (75.44%), verifying the 

effectiveness of our method. More specifically, compared with Bai et al.’s (2019a) method, the 

prediction accuracies of the Bai et al. (2019a) for ‘bad’ borrowers (i.e. creditworthiness levels 1 

and 2) are slightly better than those of our approach, but the performance of that method is 

much worse than ours in predicting ‘good’ borrowers (i.e. levels 3 and 4). As shown in Table 5, 

there are a significant proportion of ‘good’ borrowers that are misclassified as ‘bad’ borrowers. 

Therefore, if lending decisions are made based on Bai et al. (2019a) method, some high-quality 

borrowers are likely to be rejected for loans, which in turn leads to a negative effect on the 

profitability of the bank. Moreover, compared to the 2,058 rules of our approach, Bai et al. 

(2019a) generate 15,985 rules which significantly increase the complexity of the calculation. 

Furthermore, in Table 6, we find that Farid et al. (2014) and Örkcü & Bal (2011) methods 
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produce a bad prediction performance on borrowers with lower credit ratings, which could 

significantly increase the rate of loan defaults and lead to a large capital loss.  

 

6 Research implications 

6.1 Theoretical implications 

This study offers some theoretical and methodological implications for using BDA to 

understand borrowers’ default behaviors and help financial institutions to make sound credit 

decisions. First, with the rapid development of Internet economy and finance, using BDA for 

credit assessment has become a trend. In this era of Big Data, knowing how to quickly collect 

data and accurately identify factors that are strongly related to SMEs’ creditworthiness from 

high-dimensional datasets is the key for SMEs to ease financing constraints and/or access credit 

at better terms (Kshetri, 2016). There are two points to make here: (1) BDA expands the sources 

of information that can be used for assessing credit risk. The traditional data used for credit 

assessments are mainly related to lenders’ financial borrowing and repayment behaviors. The 

information is mainly obtained from a credit bureau and a borrower’s application. However, the 

traditional credit system disadvantages small and micro enterprises that generally don’t have 

healthy cash flow and enough information in their credit files. With new-age technology, a huge 

amount of non-financial and unstructured data, such as public and property records, transaction 

data, mobile data, voice recordings and social profile data, can be obtained through various 

channels such as the Internet, call centers, branches, and many other open sources. Alternative 

data can be supplemental for those borrowers who have insufficient traditional credit 

information for creditworthiness assessment. Combining alternative data with traditional data 

for credit scoring can help lenders make more informed credit decisions among a wider number 

of clients and accelerate financial inclusion. (2) BDA expands factors that are considered in 

credit quality assessment. Through data mining in Big Data, more hidden patterns and 

correlations can be uncovered, and some potential factors that strongly affect borrowers’ 

creditworthiness can be identified. For example, based on BDA, we find that “Monthly family 

income”, “Automobile and real estate” and “Education background” are the three most 
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important factors that should be considered for credit assessment. By mainly focusing on these 

important and useful factors, the costs of data collection and calculations can be significantly 

reduced.  

Second, when the prediction results of BDA have an impact on the development of SMEs, 

an interpretable conclusion will become crucial. The equivalence relationships can offer 

financial institutions an explanation of the credit rating/ranking of SMEs, so that they can 

understand why an SME has obtained a given rating and provide operable guidance for SMEs to 

help them improve their own credit ratings. It can be seen that interpretability is a necessity for 

protecting the rights and interests of SMEs, and an important indicator for financial institutions 

that operate with integrity, transparency and fairness. In sum, by using appropriate sources of 

credit information and factor selection methods, the BDA, as we proposed, can sharpen the 

accuracy of credit scoring models, reduce the computational complexity and provide useful 

insights into SMEs’ creditworthiness and development.  

 

6.2 Methodological implications  

From a methodological point of view, RST is a useful, intelligent, mathematical tool that 

can be used in BDA to provide valuable insights into credit risk evaluation (Wang et al., 2017; 

Bai et al., 2019a). The major applications of rough sets include attribute or object reductions to 

address the problem of large factors and large volume objects, and the identification of complex 

relationships (non-linear relationships) among attributes that cannot be identified by other 

techniques such as regression or fuzzy systems. Attribute or object selections and reductions 

play an important role in credit risk evaluation (Abedin et al., 2019). Moreover, a rough set is a 

simple tool that does not require parametric assumptions or additional information about the 

data, such as a priori distribution characteristics or the possible values used in fuzzy set theory 

(Bai et al., 2016). Rules generated from rough sets can also be used to address the predictability 

of complex systems, especially in the Big Data context.  

However, rough sets also have some limitations when it comes to BDA, in that they cannot 

deal effectively with continuous numeric data. Although the NRS, as an extension of the rough 



25 

 

set, has greater flexibility in dealing with such data (Bai & Sarkis, 2014), it is hard to identify 

fuzzy rules to address complex and uncertain relationships. Traditional crisp numbers, 

meanwhile, require strict classification or well-defined boundaries between objects, which is not 

suitable for direct application to Big Data.  

In this study, we develop a novel approach, based on the flexible measures of distance and 

inclusion in the NRS, to identify interval number rules that are more applicable than the rules 

derived from RST. Most artificial intelligence methods address the uncertainty of credit risk 

evaluation from a probabilistic perspective (Abedin et al., 2018), while this article adopts 

interval number rules to address this issue. Those interval number rules will allow for flexibility 

and ambiguity (fuzziness) that can be used to evaluate the fuzzy equifinality relationships and 

will also overcome the limitation that rough sets can only recognize crisp number rules (Bai & 

Sarkis, 2018). This approach can mitigate various credit system complexity and equifinality 

problems. Hence, we use this novel approach to investigate and evaluate the fuzzy equifinality 

relationships between SMEs’ loan characteristics, financial information, non-financial 

information, external economic and competitive factors, and creditworthiness levels. To the best 

of our knowledge, this is the first time that NRSs have been developed to investigate fuzzy 

equifinality relationships so as to predict the creditworthiness of SMEs.  

 

6.3 Practical implications  

This study provides an effective and useful credit assessment tool based on BDA for 

financial institutions. By adopting this method, lenders can have a more accurate assessment on 

the creditworthiness of SMEs, which can reduce losses caused by loan defaults and improve the 

soundness and safety of financial institutions (Lu et al., 2022). With the development of 

e-commerce, there is a need for a wider range of SMEs to conduct credit assessments, and 

accuracy is the core of this task (Guo et al., 2023). In particular, as illustrated in Table 6, our 

method provides an excellent prediction performance for SMEs with a high level of 

creditworthiness, which can considerably facilitate lending institutions to identify good 

borrowers and significantly increase revenue and profitability. Moreover, credit data generally 
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has a very high dimensionality and contains a lot of noise. Financial institutions can adopt our 

proposed method to reduce the dimensionality of credit data, so as to reduce the costs of data 

collection, calculation and assessment. Furthermore, our method can identify the equivalence 

relationships and provide interpretable results for credit analysis. These equivalence relations 

can not only help financial institutions understand the reasons behind financing decisions, but 

also create credit risk governance knowledge, which can be applied to the collection of credit 

data, credit risk monitoring, etc.  

This study also provides a low-cost credit improvement tool for SMEs. We have identified 

many equivalent relationships that SMEs can use as a guide to improve their creditworthiness. 

These equivalence relationships can not only help SMEs understand the reasons for their current 

scores, but also provide them with multiple paths for improving their creditworthiness. Based on 

these equivalent paths and their own situations, SMEs can efficiently and effectively choose 

appropriate investment strategies to improve their creditworthiness. In addition, the method 

provided in this paper significantly reduces the dimensionality of credit data, from the original 

83 variables to the 14 core variables, without prejudicing the predictive performance. This will 

help SMEs to focus on those core variables with a low cost, and thereby improve their 

creditworthiness and access to finance (Van Caneghem and Van Campenhout, 2012).  

Finally, our study also generates policy implications for the government and policy makers. 

In the context of Industry 4.0, BDA brings new opportunities for the fast and accurate 

assessment and prediction of the creditworthiness of SMEs. Therefore, the government should 

support and encourage financial institutions to apply BDA and other advanced methods for risk 

assessment. The findings from our study also can provide insights for government policies on 

improving access to finance for SMEs and promoting the growth and development of the sector.  

 

7 Conclusion and future work  

In the past decade, researchers and practitioners have begun to pay attention to the 

creditworthiness of SMEs in the context of Big Data. It has been shown that much of the 
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financial industry is collecting large amounts of data from a variety of sources. Hence, using 

Big Data in creditworthiness calculations is a challenge which needs to be studied. Equifinality 

relationships are a universal and important problem in Big Data but have not been thoroughly 

investigated. Hence, we develop a novel approach based on NRSs to identify equifinality 

relationships between different types of conditional factors, and the outcome of 

creditworthiness.  

We apply the proposed method to a real SME loan dataset. We find a core set of conditional 

factors for SMEs’ creditworthiness, and identify fuzzy equivalence relationships between 

various borrowers’ demographic information, financial ratios, loan characteristics, other 

non-financial information, local macroeconomic indicators and creditworthiness levels. We 

predict the creditworthiness levels from the test data based on the identified fuzzy equifinality 

relationships. The results show good accuracy in the prediction of SMEs’ creditworthiness 

levels. This investigation is one of the first to provide insights into fuzzy equifinality 

relationships based on Big Data and the results can be used to advance decision making. Our 

approach can easily deal with the “4Vs” and real-time changes in Big Data, and provides a 

powerful tool that can help both traditional financial institutions and fintech companies to make 

better credit underwriting decisions and more accurate predictions about the creditworthiness of 

their potential customers.  

Like any other study, ours has some limitations that also leave room for further 

investigation. First, although we reduce the number of rules to a large extent, we increase the 

complexity of the rules with many conditional factors. It would be helpful to find some rules in 

a short form to help SMEs better understand these equivalence relations. Second, the data 

distribution of each factor is uneven, making it inappropriate to use the same distance threshold 

to determine the neighborhood members in this approach. Further work could use the fuzzy 

C-means method to determine the neighborhood members according to the distribution of the 

data.  
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Tables and Appendices:  

Table 1: Construction of dataset for SMEs  

SMEs 

Loan information Financial ratios 
Non-financial 

factors 

Macroeconomic 

indicators 
Creditworthiness 

level Principal 

(RMB) 
… 

Debt-to-asse

ts ratio 
… 

Hierarchy of 

new product 
… 

GDP growth 

rate 
… 

SME 1 1,200,000 … 0.640 … 
No new product 

certificate 
… 16.2 … 1 

SME 2 13,000,000 … 0.949 … 

New product 

certificate 

issued by social 

organizations 

… 16.2 … 1 

SME 3 5,000,000 … 0.643 … 
No new product 

certificate 
… 16.2 … 3 

SME 4 1,300,000 … 0.624 … 
No new product 

certificate 
… 16.2 … 1 

SME 5 6,000,000 … 0.334 … 
No new product 

certificate 
… 16.2 … 2 

SME 6 1,500,000 … 0.523 … 
No new product 

certificate 
… 16.2 … 3 

SME 7 3,000,000 … 0.526 … 
No new product 

certificate 
… 16.2 … 3 

SME 8 5,000,000 … 0.523 … 

New product 

certificate 

issued by 

provincial 

government 

department 

… 16.2 … 3 

SME 9 900,000 … 0.040 … 
No new product 

certificate 
… 16.2 … 4 

SME 10 1,800,000 … 0.182 … 
No new product 

certificate 
… 16.2 … 3 

… … … … … … … … … … 

SME 3109 1,590,000 … 0.556 … 
No new product 

certificate 
… 10.3 … 1 

SME 3110 1,627,000 … 0.556 … 
No new product 

certificate 
… 10.3 … 1 

SME 3111 1,578,000 … 0.556 … 
No new product 

certificate 
… 10.3 … 1 
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Table 2: Information significance values of core conditional factor set 

Atr Core conditional factor Information significance 

Atr1 Principal 0.017 

Atr2 Quick asset ratio 0.017 

Atr3 Capitalization rate 0.016 

Atr4 Superquick asset ratio 0.020 

Atr5 Long-term asset suitability rate 0.032 

Atr6 Net profit divided by total operating costs and expenses 0.018 

Atr7 Total profit divided by total operating costs and expenses 0.034 

Atr8 Inventory turnover velocity 0.017 

Atr9 Velocity of fixed assets 0.022 

Atr10 Velocity of equity 0.022 

Atr11 The loan from the bank divided by the firm’s total bank loans  0.015 

Atr12 Education background 0.037 

Atr13 Automobile and real estate 0.046 

Atr14 Monthly family income 0.057 

 

 

Table 3: Examples of interval number rules for creditworthiness level (D) = 4 

Atr1 Atr2 Atr3 Atr4 Atr5 Atr6 Atr7 Atr8 Atr9 Atr10 Atr11 Atr12 Atr13 Atr14 D 

[0, 0.102] [0.582, 0.782] [0, 0.1] [0, 0.1] [0, 0.1] [0, 0.1] [0,0.1] [0,0.105] [0,0.1] [0,0.1] [0.9,1] [0.9,1] [0,0.144] [0,0.121] 4 

[0, 0.1] [0.599,0.799] [0.9, 1] [0.451, 0.651] [0, 0.113] [0.369, 0.569] [0.729,0.929] [0,0.1] [0,0.102] [0,0.118] [0.433,0.633] [0.9,1] [0.118,0.318] [0.254,0.454] 4 

[0, 0.101] [0.061, 0.261] [0.9, 1] [0.152, 0.352] [0.429, 0.629] [0, 0.106] [0.372,0.572] [0,0.104] [0,0.184] [0,0.143] [0.658,0.858] [0.3,0.5] [0.336,0.536] [0.608,0.808] 4 

[0, 0.102] [0.045, 0.245] [0.9, 1] [0.128, 0.328] [0.036, 0.236] [0, 0.176] [0.418,0.618] [0,0.105] [0,0.163] [0.025,0.225] [0,0.194] [0.8,1] [0,0.187] [0.254,0.454] 4 

[0, 0.111] [0.003, 0.203] [0.886, 1] [0, 0.146] [0, 0.105] [0, 0.1] [0,0.1] [0,0.1] [0,0.1] [0,0.1] [0.9,1] [0.9,1] [0,0.1] [0,0.142] 4 

[0, 0.123] [0.198, 0.398] [0.9, 1] [0.319, 0.519] [0, 0.113] [0, 0.163] [0.412,0.612] [0,0.103] [0,0.101] [0,0.13] [0.025,0.225] [0.9,1] [0.118,0.318] [0.75,0.95] 4 

[0, 0.111] [0.042, 0.242] [0.9, 1] [0.106, 0.306] [0.798, 0.998] [0.013, 0.213] [0.427,0.627] [0,0.107] [0.317,0.517] [0.025,0.225] [0.041,0.241] [0.9,1] [0.336,0.536] [0,0.1] 4 

 

 

Table 4: Distribution of predicted accuracy 

Credit level 
Predicted 

Number Accuracy Number of rules 
1 2 3 4 

Actual 

1 82 4 10 6 102 80.39% 446 

2 0 14 18 6 38 36.84% 286 

3 4 3 96 5 108 88.89% 702 

4 14 1 13 66 94 70.21% 624 

Sum 100 22 137 83 342 75.44% 2058 
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Table 5: Distribution of predicted accuracy, using the knowledge rules methodology developed 

by Bai et al. (2019a) 

Creditworthiness level 
Predicted 

Number Accuracy Number of rules 
1 2 3 4 

Experts’ ratings 

1 87 6 5 4 102 85.29% 2495 

2 3 16 15 4 38 42.11% 3624 

3 10 14 58 16 108 62.96% 6875 

4 17 27 2 48 94 51.06% 2991 

Sum 117 63 90 72 342 61.11% 15985 

 

 

Table 6: Prediction accuracies of our method and three other methods 

Creditworthiness level Number Our method 
Bai et al.’s 

(2019a) method 

Farid et al.’s 

(2014) 

method 

Örkcü & 

Bal’s (2011) 

method 

Experts’ ratings 

1 102 80.39% 85.29% 40.20% 64.71% 

2 38 36.84% 42.11% 23.68% 31.58% 

3 108 88.89% 62.96% 37.04% 22.22% 

4 94 70.21% 51.06% 67.02% 69.15% 

overall 342 75.44% 61.11% 44.74% 48.83% 

 

 

Appendix 1. Background on neighborhood rough sets (NRSs) 

The definitions of NRSs presented in this paper are based on the developments of Hu et al. 

(2008).  

Definition 1: Given an arbitrary ix U  and B C , the neighborhood )( iB x  of ix  in 

factor set B is defined as 

( ) { | , ( , ) },B i k k B i kx x x U x x =                (A1) 

where Δ is a distance function.  

Definition 2: Let xi and xk denote two objects in m-dimensional space A={a1,a2, …, am}. Then, 

an appropriate distance function between xi and xk is as follows:  

1

1

( , ) ( | ( , ) ( , ) | )
m

q q q

A i k i j k j

j

x x f x a f x a
=

 = −          (A2) 
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where ( , )jf x a
 

denotes the value of sample x in the jth attribute aj; q=1 is defined as a 

Manhattan distance; q=2 is a Euclidean distance; and q=  is a Chebychev distance.  

Definition 3: Let X1, X2, ..., XN be the object subsets with decisions 1 to N, the lower and upper 

approximations of decision D with respect to attributes B, defined as  

1 1= ,N N

B d B d B d B dN D N X N D N X= ==               (A3) 

where 

{ | ( ) , }, { | ( ) , }.B d i B i d i B d i B i d iN X x x X x U N X x x X x U =   =    (A4) 

Definition 4: Given two sets A and B in the universe U, we define A’s degree of inclusion in B 

as  

( , ) ,
A B

I A B where A
A

=            (A5) 

where |*| is the cardinality of a set.  

Definition 5: Given any subset X U  and inclusion measure, the lower and upper sets of X 

are  

}.,1)),((|{

},,)),((|{

UxkXxIxXN

UxkXxIxXN

iii

k

iii

k

−=

=




    (A6) 

where 0≤k≤1 

Definition 6: The dependency degree of D (decision attribute) to a set B is defined as 

𝛾𝐵(𝐷) =
|𝑁𝐵𝐷|

|𝑈|
              (A7) 

where )(DB  reflects the ability of set B to approximate D. Clearly, 0 ( ) 1B D  . If
 

)(DB =1, we can say that D completely depends on B; otherwise, we say that D
 depends on 

B.  

Definition 7: The significance of 
ja  in B is defined as  

( , , ) ( ) ( )
jj B B aSig a B D D D  −= −       (A8) 

If ( , , ) 0jSig a B D = , we say 
ja  is superfluous, which means 

ja  is useless for B to 

approximate D.  
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Appendix 2. Characteristic attributes of SME credit evaluation 

Category Characteristic attribute Explanation 

Basic loan 

characteristics 

Principal The principal of the loan obtained by the SME  

Industry 

The industry type of the SME, classified according to 

MIIT document No. 300 (MIIT, Ministry of Industry and 

Information Technology of PRC) 

Loan term The length of time within which the SME has to repay 

Financial ratios 

Debt-to-assets ratio Total liabilities divided by total assets 

Ratio of net cash flows 
"Cash flow from operating activities" divided by current 

liabilities 

Quick asset ratio Quick assets divided by current liabilities 

Liquidity ratio Current assets divided by current liabilities 

Net cash flow -to- main business 

income ratio 

"Cash flow from operating activities" divided by "prime 

operating revenue" 

EBIT -to- current liabilities ratio 
"Earnings before Interest and Tax (EBIT)" divided by 

current liabilities 

Capitalization rate 
"Long-term liabilities" divided by "Long-term liabilities 

plus owners’ equity" 

Net cash flow -to- asset ratio 
"Cash flow from operating activities" divided by total 

assets 

Equity ratio - 

Superquick asset ratio 
"Cash + short-dated securities + net receivables" divided 

by current liabilities 

Net cash flows from operating 

activities -to- net profit ratio 

"Cash flow from operating activities" divided by net 

profit 

Net assets divided by the sum of 

short-term loan balance and 

long-term loan balance 

- 

Capital immobilization ratio 
"Total assets minus current assets" divided by "the 

average owners' equity" 

Cash ratio "Cash + securities" divided by current liabilities 

Long-term asset suitability rate 

"The sum of long-term liabilities and owners’ equity" 

divided by "the sum of fixed assets and long-term 

investment" 

Total outstanding loans divided by 

total equity 
"The owed debt principal" divided by total equity 

Total outstanding loans divided by 

total assets 
"The owed debt principal" divided by total assets 

Net cash flows from operating 

activities -to- non-current liability 

ratio 

"Cash flow from operating activities" divided by 

non-current liability 

Net cash flows from operating 

activities -to- "assets plus funds 

borrowed" ratio 

"Cash flow from operating activities" divided by total 

assets after borrowing 

EBITDA divided by liabilities - 

Return on equity "Net profit" divided by "Owner's equity" 

Net cash flows from operating 

activities divided by sales revenue 
- 

Net profits divided by sales revenue - 

Return on total assets - 

Operating profit margin - 
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Cont. Appendix 2  

Category Characteristic attribute Explanation 

Financial ratios 

Net profit divided by total operating 

costs and expenses 

"Net profit" divided by (operating costs + selling 

expenses + management expenses + financial expenses) 

Gross profit rate - 

Total profit divided by total operating 

costs and expenses 
- 

EBITDA (earnings before interest, 

taxes, depreciation and amortization) 
- 

EBITDA divided by total revenue - 

Net profit - 

Net cash flows from operating 

activities 
- 

Total input of cash flows from 

operating activities 
- 

Receivable turnover velocity 

"Revenue from main operations" divided by [(original 

value of the beginning accounts receivable balance + 

original value of the balance of the accounts receivable 

at the end of the period) / 2] 

Inventory turnover velocity 
"Revenue from main operations" divided by [(beginning 

inventory + ending inventory)/2] 

Total assets turnover velocity 
"Net sales" divided by [(total assets at the beginning of 

the year + total assets at the end of the year) / 2] 

Velocity of liquid assets "Total operating income" divided by "current assets" 

Velocity of fixed assets "Total operating income" divided by "fixed assets" 

Velocity of equity "Total operating income" divided by "equity" 

Working capital ratio "Working capital" divided by "current assets" 

Rate of return on investment 
"Investment income (after tax)" divided by "investment 

cost" 

Accounts payable turnover velocity "Operating costs" divided by "accounts payable" 

Cash cycle  
Inventory turnover speed + accounts receivable turnover 

speed - accounts payable turnover speed 

Revenue growth rate - 

Profit growth rate - 

Total assets growth rate - 

Rate of capital accumulation Growth rate of shareholders' equity 

Retained earnings growth rate - 

Non-financial 

information 

Firm age 
The number of years a business owner has worked in the 

industry 

Audit or not Whether SME is audited annually by an auditing firm 

Hierarchy of new products 
Whether the new products produced by the SME have 

passed certification 

Patent condition Whether SME has any invention patent 

Business life Length of time the business has been in operation 

Bank account condition Whether SME has set up a basic account with the bank 

Sales scope Whether products are sold abroad 
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Cont. Appendix 2  

Category Characteristic attribute Explanation 

Non-financial 

information 

Whether brand products Whether the main products are brand-name products 

Loans from bank divided by total 

loans 
Loans from bank divided by total loans of SME 

Education background 
Education background of firm’s owner at the time the 

SME obtains the loan 

Default records of legal 

representatives 
Number of credit loan defaults by firm’s owner 

Credit history of legal representatives Number of credit card defaults by firm’s owner 

Marital status 
Marital status of firm’s owner at the time the SME 

obtains the loan 

Residence status Whether firm’s owner owns his (her) property 

The length of time for local residency The length of time the person has resided locally 

Gender Male or female 

Age Age of owner at the time the SME obtains the loan 

Automobile and real estate Total value of owner’s automobiles and real estate 

Monthly family income - 

Amount of time holding the position  - 

Type of registered capital Capital registered or physical capital registered 

Enterprise credit over last three 

years 
Number of defaults by the SME in the past three years 

Tax records Whether SME pays tax on time 

Legal dispute number 
Whether there is any legal dispute over the operation of 

the SME 

Lawful operation or not 

Whether there are industrial or commercial 

commendations or penalties regarding the SME’s 

operations 

Number of breaches of contract Number of contract breaches among enterprises 

Credit score based on collateral 
The converted score of the pledged goods submitted by 

the SME 

Macroeconomic 

indicators 

Business cycle index 
The business sentiment index published by the Chinese 

Bureau of Statistics at the time the SME obtains the loan 

Urban residents per capita savings at 

the end of the year (Yuan) 

Local per capita deposit balance at the time the SME 

applies for the loan 

GDP growth rate (%) 
Local GDP growth rate at the time the SME applies for 

the loan 

CPI (Consumer Price Index) Loacl CPI at the time the SME applies for the loan 

Urban citizens' per capita disposable 

income 
- 

Engel coefficient 
The Engel coefficient of the homeplace at the time the 

SME applies for the loan 

Creditworthiness level 
1-very low creditworthiness, 2-low creditworthiness, 

3-high creditworthiness, 4-very high creditworthiness 

 


