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ABSTRACT
AI-powered solutions are increasingly woven into the fabric of
children’s digital worlds. They’re found in interactive toys, home
automation systems, everyday apps, and various online services
that young users engage with. As we look ahead, it’s almost certain
that the prevalence of AI in tools and platforms designed for kids
will grow, given AI’s ability to offer rich, tailored, and dynamic ex-
periences. However, the nuances of how these AI-centric platforms
cater to children and how they can be optimized to meet the unique
needs of younger users remain largely underexplored. Building on
the momentum from our inaugural CCAI workshop at CHI 2023,
our aspirations for this year’s workshop include: (1) deepening the
discourse on the essence of AI that prioritizes children, (2) focusing
on actionable strategies to operationalise child-centered AI design
principles into practice, and (3) cultivating an ever-growing collec-
tive of professionals passionate about the future of child-focused
AI innovations.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI).

KEYWORDS
child-computer interaction, Child-Centred AI design
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1 BACKGROUND
AI technologies are becoming more integrated into children’s daily
routines. This encompasses assistive learning platforms, interactive
robots, intelligent home devices, and generative AI/LLMs platforms
like ChatGPT that children engage with regularly [1, 25]. Such AI
tools offer advantages such as customized educational guidance
from intelligent tutoring systems [9, 21], and online safety measures
to protect children [14, 24]. In the realm of education, AI provides
personalized content suggestions [10], while social robots animate
characters in relatable, human-like ways [4, 13], some of which
are particularly beneficial for vulnerable groups of children [3, 30].
Nevertheless, despite the claimed benefits AI systems could have in
children’s lives, their use also raises significant concerns given the
many long term uncertainties with their implementation [6]. For
example, AI systems could create potential biases against certain
groups [5, 12], such as vulnerable groups of children who might
face risks and unfairly treated in a way that impacts their wellbeing
and daily lives [1, 25]. Similarly, inscrutability and unpredictability
could inadvertently cause children to be exposed to harm in content
filtering systems in ways that were difficult to anticipate or pre-
dict, such as those crafted by malicious adversaries [1]. Moreover,
children are among those at greatest risk of privacy-related harms
when Internet-connected smart home devices designed without
children’s unique needs in mind collect children’s data that could
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have long-term impact on them [2, 23]. Parents also expressed con-
cerns regarding children’s safety using smart home technologies
when AI systems lack safety guardrails for child users, such as
lacking granular access control [23, 26]. Going forward, AI systems
are likely to become even more ubiquitous in children’s lives with
the rise of generative AI/LLMs; as such, there is a pressing need to
address these developments through a CCAI lens and explore how
to translate CCAI into the design of AI systems for children.

Last year, we hosted the first CCAI (child-centered AI) workshop
at CHI 2023. The event garnered 100+ submissions, drawing in 40+
participants both on-site and virtually. The results of the workshop
successfully culminated in the ‘Hamburg Declaration on Child-
Centered AI’, which was signed by all participants and identified
critical issues surrounding the design for child-centered AI. This
declaration was presented at the House of Lords and also inspired
a special issue call on Child-Centered AI at IJHCS. Our focus for
the first CCAI workshop was on understanding, conceptualising,
and framing child-centered AI, engaging in discussions about its
meaning and foundational design principles. This year, our focus
will shift to the practical implementation of child-centered AI. With
the increasing integration of new AI technologies into children’s
daily lives—such as the introduction of generative AI in classrooms
and LLMs in personal robots for kids—it is imperative to re-examine
the meaning of child-centered AI in these contexts. And we believe
there is a pressing need to transform high-level design principles
into actionable guidelines and best practices for practitioners and
developers.

We believe CHI is an ideal venue for this workshop. In fact, we
have already seen great interest in topics around child-centred AI
in CHI. For instance, varying work on designing for and with chil-
dren appear each year in different subcommittees such as Learning,
Education, and Families [11, 15, 28], Design [16, 18, 27], Games and
Play [7, 17, 19], and Privacy and Security [8, 22, 29]. We recognize a
compelling need to unite individuals from various domains within
CHI who share an interest in designing AI from a child-centered
perspective, along with designers and developers at the forefront of
creating products and services for children. Expanding on our prior
endeavors to foster interdisciplinary conversations—by engaging
experts from fields like education, child development, and public
policy, ensuring a multifaceted exploration of factors, methodolo-
gies, and viewpoints that influence AI and human interactions—we
aim this year to actively involve industry professionals, educators,
and hands-on practitioners who work directly with children, en-
riching the discourse even further. By doing so, we hope to create
a holistic dialogue that not only highlights theoretical insights but
also emphasizes real-world applications, bridging the gap between
research and on-the-ground practices in child-centered AI.

2 GOALS OF THEWORKSHOP
This workshop is designed to navigate the intricacies of translating
child-centered AI design principles into real-world applications. Ex-
isting policies, like the Online Safety Bill [20], introduce substantial
operational challenges when we attempt to embed these principles
into the actual design and rollout of child-centric AI systems. These
challenges are further amplified by the evolving landscape of legal

and policy frameworks. In spite of the progression in these frame-
works, there is a notable gap in identifying pragmatic solutions to
these challenges. As we explore operationalization, we’ll touch on
aspects ranging from conceptual to methodological to technical to
ethical. This encompasses frameworks, adaptable evaluation meth-
ods, and concrete design considerations. To guide our exploration,
we have outlined a series of questions, which, while not exhaustive,
serve as thought starters:

• What specific guidelines, standards, or benchmarks are nec-
essary for AI developers and companies to adhere to child-
centered policies? Additionally, howmightmarket regulators
and certification bodies weave child-centred AI criteria into
their evaluations and approvals?

• How can we establish effective feedback loops involving AI
practitioners, children, caregivers, policymakers, educators,
and students to consistently refine child-centered AI policies,
system designs, and classroom tools?

• How can design teams efficiently involve child psychologists,
educators, assessment specialists, and children in AI design
and testing? And, in terms of AI user interfaces (UI) and
user experiences (UX) for children, what best practices can
ensure safety, fairness, and transparency?

• Given the potential for higher costs or extended timelines,
how can we motivate app developers and product teams to
prioritize child-centered AI design considerations?

• What measures can educational institutions take to ensure
that AI tools used in classrooms adhere to child-centered
designs? Additionally, how should curricula evolve to com-
prehensively educate students on the utilization, advantages,
and potential risks of AI?

• What are the implications, both positive and negative, of
embedding child-centered AI into popular products and plat-
forms, and how can we effectively convey these to parents
and guardians?

3 ORGANISERS
We believe our organizing committee is well-suited to conduct this
workshop, given both the diversity of our disciplines as well as a
common interest grounded in child-centred AI design. Our team
comes from a variety of backgrounds in the field of HCI, User Ex-
perience (UX), Human-Robot-Interaction, Education, Law, as well
as Regulations and Policy.

Ayça Atabey will serve as the lead co-organiser for this workshop.
She is PhD student at Edinburgh University. She received PhD En-
richment Award from Alan Turing Institute, where she currently
works on Child-Centred AI. She is an affiliate at the Centre for
Data, Culture & Society of the Edinburgh Futures Institute. She
conducts interdisciplinary research at the intersection of IT Law
and Human-Computer Interaction. She also works as a Consultant
on AI and Data Protection at UNWomen and a researcher at IT Law
Institute. She has also worked at the Digital Futures Commission at
5Rights Foundation focusing on EdTech regulation and child rights
by design.
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GeWang is a PhD student at the University of Oxford, Department
of Computer Science. Her research focuses on Child-Computer/AI
interaction, and investigates the algorithmic impact on families and
children, exploring the potential for designingmore age-appropriate
and autonomy-supportive AI for families. She led the first CCAI
workshop @ CHI 2023, and has experience co-organising several
workshops, seminars and forums, and served as a volunteer in sev-
eral previous conferences and workshops.

Samantha-Kaye Johnston is a Researcher at the University of
Oxford, Department of Computer Science and a research affiliate at
the Berkman Klein Centre for Internet and Society at the Harvard
Law School. Her research is focused on how people read, think and
create in digital environments. She is currently leading the Digital
Autonomy Machine experiment and Project Amplify. Samantha is a
mixed-methods researcher with a background in conducting large
scale initiatives across schools and community organisations in
different countries to support global conversations around people’s
skill development as they navigate the digital world.

Cara Wilson is a Lecturer in Children and Technology and a
member of the Children and Technology Group at the Institute for
Education, Community and Society. With a background in Human-
Computer Interaction and Interaction Design, she explores how
to better support inclusion and diversity in the development of
technologies which pervade children’s lives, for example, working
with neurodiverse children in primary school contexts. Through
creative, explorative and participatory design methods, her research
endeavours to support the strengths, voice and agency of individu-
als who are often overlooked in the process of design.

Grace C Lin is a Learning Scientist and Assessment Designer at
MIT with over 10 years of experience in research projects focus-
ing on building students’ capacity to learn. Her past and present
projects include a practitioner-oriented early childhood measures
repository, ed tech games and apps, and project-based learning
curricula in math and AI that incorporate playful assessments.

Lachlan Urquhart is a Senior Lecturer in Technology Law and
Human-Computer Interaction. He is Director of the Regulation and
Design Lab and Co-Director of the Scottish Research Centre for
Intellectual Property and Technology Law (SCRIPT) and Centre
for Research on Information, Surveillance and Privacy. His main
research interests are in the socio-technical aspects of designing,
living with, and regulating emerging information technologies. He
has been awarded £7m in external research projects and published
60 papers across law, ethics and computing.

Jun Zhao is a Senior Research Fellow at the University of Oxford,
Department of Computer Science. Her research focuses on investi-
gating the impact of algorithm-based decision makings upon our
everyday life, especially for families and young children. For this,
she takes a human-centric approach, focusing on understanding
real users’ needs in order to design technologies that can make a
real impact. Currently, she is leading the KOALA project and the
ReEnTrust project. She work closely with schools, children, families

as well as technologists for children, to understand the technologi-
cal, societal and regulatory challenges that we are facing, to inform
national and international policymakers, technology designers and
families. Jun is also the UK regional leader for the 100 Brilliant
Women in AI and Ethics global initiative to promote diversity and
equality in this critical research area.

4 WORKSHOP LOGISTICS
Below we describe the logistics for our workshop, this includes
our pre-workshop plans, the mode of workshop, the website,
Discord channel and asynchronous engagement, as well as
our accessibility statement.

Pre-Workshop Plans. Our pre-workshop plans serve three goals:
advertising (to raise awareness and receive strong submissions),
building community, and recruiting extra expert reviewers.
First, the call for participation will be distributed via HCI-, UX-,
AI, Edu- and Policy- for children-related mailing lists. We will fur-
ther utilise the mailing list we had from our previous year’s CCAI
workshop (which attracted 100+ submissions). In addition to this,
our workshop from the previous year successfully evolved into
a special issue call on Child-Centered AI at IJHCS=. We will also
invite selected publications to present at our workshop. Second, in
terms of community building, apart from the organisers’ personal
academic networks, we also plan to utilize the engagement through
advertisements on social media to expand our community. Third,
drawing from last year’s data, we received over 100 submissions
spanning a variety of disciplines within HCI, including areas such
as Education and Law. Our review process will adopt a journal-
style approach. Initially, the committee members will conduct a
preliminary review to filter out submissions unrelated to the work-
shop topics. Subsequent to this, each submission will be evaluated
by two externally recruited reviewers. Our priority is to ensure a
diverse range of perspectives and representation, aiming to make
the workshop as inclusive and fair as possible.

Workshop Mode: Hybrid. To promote equitable participation,
we will host a hybrid workshop. We arrived at this decision after
consulting with various CHI stakeholders, taking into account visa
restrictions and sustainability considerations. The hybrid format
enhances global participation, as it diminishes the relevance of
travel costs and visa concerns for remote attendees. Additionally,
we hope it would promote sustainability for Hawaii. Meanwhile,
we aim to support both the experience of our in-person and remote
participants. Remote participants will engage in interaction with
in-person participants through a variety of means including our
website, Discord channel, Miro boards as well as Zoom (which has
been proven to be quite effective and engaging from our previous
year’s experience), as we outline below.

Website, Discord Channel, Zoom, Miro and Asynchronous
Engagement. The workshop website can be found at https://www.
ccai2023.org/. While it currently displays content from last year’s
workshop, we will update it upon acceptance of this proposal. It

https://www.ccai2023.org/
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contains the call for participation including dates and author in-
structions. We will provide background information on the topics,
actual links to interesting news on HCI and CCAI, as well as, the
background of each organizer. Our website will further provide
a rich source of information and engagement for the workshop
to enable the access of keynotes, expert panel discussions, paper
presentations, downloadable proceedings, as well as portals to our
group design activities. Given the hybrid nature of the proposed
workshop, Discord will host our participants virtually. We will also
have a hybrid registration desk to ensure registered participants
get access to workshop related activities. Taken together, the web-
site, Discord channel, Miro boards afford effective asynchronous
engagement as these tools proved to support discussions and save
records of the presentations and design activities based on our prior
experiences. Beyond asynchronous avenues, we will use Zoom for
live presentations and Q&A sessions.

Accessibility Statement. We are committed to providing an in-
clusive environment and we will do our best to accommodate re-
quests for any special assistance from our participants. All mate-
rials will be provided in an accessible format (e.g., subtitles and
transcriptions will be provided throughout the workshop). Au-
thors submitting to our workshop will be strongly encouraged
to work on improving the accessibility of their papers, including
adding figure descriptions, in compliance with the SIGCHI’s Guide
to an Accessible Submission (https://sigchi.org/conferences/author-
resources/accessibility-guide/).

5 WORKSHOP STRUCTURE
This will be a one-day workshop consisting of approx. 40 partici-
pants (both in-person and online) and the organizers. The workshop
will be conducted in a hybrid format, combining traditional paper
presentations and ideation and prototyping activities. Approxi-
mately 2 weeks before the workshop, we will send out links to
all participants to introduce themselves in the Discord channel and
to have access to workshop materials. Those intending to attend
in-person are invited to prepare a three-minute presentation and
forward us their slides. Meanwhile, online participants are asked to
submit a three-minute video recording of their work. The deadline
for both slides and video submissions is three days prior to the
workshop.

The workshop (see Table 1) will be devoted to a half-day keynote
speech and paper presentation session, and a half-day group activ-
ity session. The keynote speech and all paper presentations will
happen both in-person and in Zoom while the discussion happens
on dedicated channels in Discord. Based on previous experience,
this combination not only promoted a smooth experience (without
cluttering the chat on Zoom calls) but also allowed for asynchro-
nous engagement. Moreover, speakers appreciated being able to
continue the conversation threads in Discord even after their talks
are over.

In themorning sessions of the workshop, we will begin with a
brief introductory session that aligns participants with the workshop
goals, outlines key activities, and introduces the organizers. Next,
we will feature a keynote speech from a distinguished speaker who
is at the forefront of child-centred AI and HCI. Last year, we were

honored to host Baroness Beeban Kidron, who discussed the policy
implications of child-centered AI. This year, our aim is to invite
speakers from the industry to provide insight into the practical
aspects of child-centred AI. The rest of the morning will include
sessions for paper presentations.

The afternoon sessions of the workshop mainly involves group
activities including group discussion and group design activities. It
kicks off with an introductory session that aligns participants with
the goal of the group activities, and the material to use for group
discussion and design. Then, group discussion takes place, in which
the participants are invited to explore critical issues on translating
child-centered AI principles into practices, contributing towards a
deeper understanding of what future child-centred AI design might
mean for children. Discussion topics will be crowd-sourced and
curated by the organising committee, but mainly around topics
such as What are the design principles around child-centered AI? ;
How do we operationalise these principles into practices?. We will
gather topics through surveys before the workshop. These topics
can be shared before the workshop to allow for group formation
before we go live. This way, we can minimize coordination chal-
lenges, which will help us keep the workshop on time. Breakout
rooms on Zoom will be provided (max 6 people per room). After
the group discussion activity and coffee break, participants will
be invited to the group design activity, participants will form into
groups of 5-6, and explore the design space of child-centred AI
by envisioning and creating low-fidelity paper prototypes, opera-
tionalising the previously discussed design principles into practice.
To promote the interaction between in-person and remote partici-
pants, the design activities will be mainly conducted through Miro
(https://miro.com/), which is a tool for online board collaboration.
We will make sure each group contains an approximately equal
number of in-person and remote participants.

6 POST-WORKSHOP PLANS
We have a three-part plan regarding the post-workshop outcomes.
The first is to do with producing achievable results and contents.
Our workshop is committed to recognizing and disseminating the
valuable contributions of its participants. We intend to compile
and publish a collection of the submitted papers as workshop pro-
ceedings. To ensure accessibility and widespread distribution, we
are considering reputable platforms such as https://ceur-ws.org
and ArXive, utilizing their report numbers. This approach not only
elevates the visibility of participants’ work but also adds to the
collective knowledge in the field. We also plan to invite authors of
standout submissions from the workshop to further develop and
submit their papers to a special issue in a selected reputable jour-
nal, mirroring our approach from last year, when we expand our
workshop into a special issue call on Child-Centered AI at IJHCS.

Secondly, we plan to synthesise and analyse the results gathered
from our group discussion and group design activities into a report
on the workshop outcome first, which may be transformed into
publishable results to selected journals or magazines. Last year, our
collective efforts culminated in a joint report, the ‘Hamburg Decla-
ration on Child-Centered AI’, which was signed by all participants
and presented at the House of Lords.
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Time Session
2 weeks before the workshop Participants introduce themselves in the Discord Channel, and have access to workshop materials.
9:00 - 9:20 Introduction of workshop organisers, participants, topics, and goals
9:20 - 10:20 Keynote Speech by invited speaker and Q&A session
10:20 - 10:30 Coffee break
10:30 - 12:00 Paper Session
12:00 - 13:30 Lunch Break
13:30 - 14:00 Introduction of group activities, topics, and goals
14:00 - 15:20 Group Activity 1: Group Discussion
15:20 - 15:30 Coffee Break
15:30 - 17:00 Group Activity 2: Group Design
17:00 - 17:30 Wrap-up
17:30 Drinks & Dinner (optional)

Table 1: Tentative workshop schedule (time is in local timezone)

Thirdly, a central goal of this workshop is community build-
ing for researchers and practitioners in this area. So, we plan to
continue the conversation on Discord with our participants. We
also plan to use the website as an archival repository of workshop
contents and new resources to foster continuous conversations and
attract new community members. Last, if there is a critical mass of
interested participants, we will explore opportunities to transform
the workshop/forum into a new conference in the future (similar
to how FAT* workshops lead to ACM FAccT conference).

7 CALL FOR PARTICIPATION
AI systems and algorithms have become central to children’s digi-
tal landscapes, seamlessly integrating into connected toys, smart
home IoT devices, and daily-use apps. Their prevalence is attributed
to their ability to enhance user experiences, making them adap-
tive, compelling, and personalized. During our first CCAI work-
shop at CHI 2023, we focused on conceptualizing child-centered
AI and highlighted its significance. This year, our second CCAI
workshop will pivot to the hands-on application of these concep-
tual foundations in child-centered AI. We will investigate how
next-gen technologies like generative AI/LLMs and personal robots
can be designed from a child-centric perspective. We invite pa-
pers, up to 4 pages excluding references, covering: predominant
challenges, methodologies employed, foundational principles, prac-
tical safeguards, and insights for translating child-centered AI con-
cepts into practice. Submissions should conform to the CHI Ex-
tended Abstract format and be submitted via our workshop’s portal
(https://www.ccai2024.org/). The submissions will be reviewed by
the workshop organizers and program committee. All accepted
papers will be published through our website and presented at the
workshop, provided at least one author attends the workshop and
registers at least one day of the conference.
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