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Abstract

Background:
Conversational mental healthcare support plays a crucial role in aiding individuals with mental health concerns. Large language

models (LLMs) like GBT and BERT show potential in enhancing chat bot-based therapy responses. Despite their potential, there
are recognised limitations in directly deploying these LLMs for therapeutic interactions as they are trained in general context and
knowledge data. The overarching aim of this study is to integrate the capabilities of both GBT and BERT with the use of specialised
mental health dataset methodologies. Its goal is to enhance mental health conversations, limiting the risk and increasing quality.

Methods:
To achieve these aims, we will review existing chat bot methodologies from rule-based systems to advanced approaches based

on cognitive behavioural therapy principles (CBT). The study introduces a unique method which integrates a fine-tuned DialoGBT
model along with the real-time capabilities of the ChatGBT 3.5 API. This blended combination aims to leverage the contextual
awareness of LLMs and the precision of mental health-focused training. The evaluation involves a case study whereby our hybrid
model is compared to traditional and standalone LLM-based chat bots. The performance is assessed using metrics such as perplexity
and BLEU (Bilingual Evaluation Understudy) scores, along with subjective evaluations from end-users and mental health carers.

Results:
Our combined model outperforms others in conversational quality and relevance in mental healthcare. The positive feedback

from patients and mental healthcare professionals is evidence of this. However, vital limitations highlight the need for further
development in next-generation mental health support systems. Addressing these challenges is crucial for such technologies’
practical application and effectiveness.

Conclusions:
With the rise of digital mental health tools, integrating models such as LLMs transforms conversational support. The study

presents a promising approach combining state-of-the-art LLMs with domain-specific fine-tuned model principles. Results suggest
our combined model offers affordable and better everyday support, validated by positive feedback from patients and professionals.
Our research emphasises the potential of LLMs and points towards shaping responsible and effective policies for chat bot deploy-
ment in mental healthcare. These findings will contribute to future mental healthcare chat bot development and policy guidelines,
emphasising the need for balanced and effective integration of advanced models and traditional therapeutic principles.
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1. Introduction

In today’s world, where digital technology has become a per-
vasive aspect of daily life, mental health has become a con-
cern. Examples of this include depression, anxiety, addictions
and nutrition-related disorders (1). Throughout 2019, it was
estimated that one in eight individuals globally, approximating
970 million, were grappling with a form of mental health disor-
der. With the onset of the COVID-19 pandemic in 2020 boosted
these figures by 26% , highlighting the need for effective men-
tal health care interventions (2). Concurrently, there has been
a rise in AI-based mental healthcare solutions, such as chatbots
(3).

Advancements in AI technology, specifically developing
large language models (LLMs) like the ChatGPT framework,
present the potential to revolutionise mental health support ser-

vices. However, a challenge arises as these models are trained
on general-purpose knowledge and need domain-specific exper-
tise.

This paper explores developing and evaluating chat bots for
mental health support harnessing LLM techniques. The devel-
opment of the chat bot aims to provide accessible, empathetic
support and offer advice on coping strategies along with the
resources to alleviate feelings of loneliness and anxiety. The
overarching challenge is to ensure that the chat bots contents
adhere to clinical standards and are free from harmful data.

The research proposes the hypothesis: By enhancing an LLM
with data from real therapeutic conversations, we aim to trans-
form it into a more effective and reliable mental health support
chat bot. The enhancement involves equipping the chat bot with
a ’contextual response filter’. This feature aids it in understand-
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ing and responding to its users’ emotional needs in a way in-
formed by real-world therapy interactions. This integration of
expert knowledge into the general-purpose LLM is the critical
component of the research.

The research methodology includes refining the LLM using
a 5,000 unstructured text conversations data set from accessible
sources. The process involves applying NLP techniques and
optimising the model’s size and parameters, culminating in cre-
ating a specialised dialogue knowledge model that seamlessly
integrates with the ChatGBT 3.5 API.

The paper is structured as follows: Section 2 delves into the
contemporary—advancements in chat bot development tech-
niques and the landscape of various LLMs. Section 3 details
the research methodology, detailing the steps taken in develop-
ing and evaluating the mental health support chat bot. Section
4 presents the findings from the evaluation, while Section 5 ex-
plores the potential application of this research. Lastly, section
6 concludes with our reflections and perspectives on the study.

2. Conversational-based Therapy and Related Work

2.1. Conversational Therapy

Cognitive Behavioral Therapy (CBT) (4) is a form of psy-
chotherapy that focuses on the relationship between thoughts,
feelings, and behaviours. It is a goal-oriented and practical
approach that aims to help individuals understand how their
thoughts and beliefs influence their emotions and actions and
how to develop more adaptive and healthier ways of thinking
and behaving.

CBT is based on the premise that our thoughts, emotions, and
behaviours are interconnected, and by changing our thoughts,
we can bring about positive changes in our feelings and be-
haviours. The therapy typically involves identifying and chal-
lenging negative or unhelpful thoughts and beliefs and replac-
ing them with more realistic and positive ones. It also em-
phasises the importance of taking action and engaging in be-
haviours that promote well-being and improve one’s quality of
life.

In addition to CBT, several other therapeutic approaches
share similarities or have been influenced by CBT principles.
Here are a few examples:

Rational Emotive Behavior Therapy (REBT) (5): Developed
by Albert Ellis, REBT is similar to CBT and focuses on identi-
fying and challenging irrational beliefs and replacing them with
rational and constructive ones.

Dialectical Behavior Therapy (DBT) (5): Originally devel-
oped to treat borderline personality disorder, DBT combines
elements of CBT with mindfulness techniques. It emphasises
acceptance and validation while also encouraging change and
skills development.

Acceptance and Commitment Therapy (ACT) (6): ACT fo-
cuses on helping individuals accept their thoughts and emo-
tions while committing to actions that align with their values.
It utilises mindfulness and acceptance techniques to promote
psychological flexibility.

Mindfulness-Based Cognitive Therapy (MBCT) (7): Inte-
grating CBT principles with mindfulness practices, MBCT
helps individuals become more aware of their thoughts and
emotions and develop a non-judgmental and accepting attitude
towards them.

Schema Therapy (8): This approach extends beyond the
scope of traditional CBT by addressing long-standing patterns
or ”schema” that develop early in life. It helps individuals
identify and modify deeply ingrained negative beliefs and be-
havioural patterns.

These are just a few examples, and many other therapeutic
approaches draw on CBT principles or share similar goals. The
choice of therapy depends on the individual’s specific needs and
preferences and the therapist’s expertise.

2.2. Traditional Chat bot Approaches

The traditional chat bot approaches are rule and CBT (cogni-
tive behavioural therapy)–based. Rule-based chat bots are con-
versational agents that follow predefined criteria for interact-
ing with user queries. These chat bots understand and respond
to a limited and particular range of user commands. Rule-
based chat bots are often employed in situations requiring basic,
repetitive tasks and provide prompt and accurate responses to
straightforward queries. Eliza is the first published rule-based
chat bot in the 1960s by Joseph Weizenbaum. Eliza is one
of the earliest examples of a rule-based chat bot (9). It used
simple pattern-matching techniques to simulate a conversation
with a psychotherapist, specifically in the style of Rogerian psy-
chotherapy. Although rudimentary by today’s standards, Eliza
demonstrated the potential of chat bots in mental health support.
However, these chat bots may deliver unexpected or incorrect
answers when confronted with more complex questions. De-
spite this limitation, rule-based chat bots can be advantageous
in scenarios where rapid and precise responses are necessary,
such as booking flights, reserving movie tickets, or modifying
appointment dates (10).

While rule-based chat bots are less common for mental
health support due to their inherent limitations in handling com-
plex emotions and conversations, there are still many examples
combined with CBT which provide a certain level of scale and
sufficient support which also need to be mentioned:

• MoodGym: MoodGym is a web-based program that uses a
rule-based approach to deliver cognitive behavioural ther-
apy (CBT) for users experiencing depression and anx-
iety (11). It offers interactive modules and exercises
based on predefined rules to help users learn about their
thoughts, emotions, and behaviors.MoodGYM is a well-
known web-based intervention developed by researchers
at the Australian National University.

• Woebot: Woebot uses a combination of natural language
processing (NLP), decision trees and machine learning al-
gorithms to generate responses. Functionality: Woebot
provides cognitive behavioural therapy (CBT) techniques,
mood tracking, and psycho-educational content through
daily check-ins and interactive conversations. Studies have
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shown that Woebot can help reduce symptoms of depres-
sion and anxiety (12).

• Wysa: Wysa combines NLP techniques with AI algo-
rithms to create an empathetic and responsive chatbot.
Wysa offers support for anxiety, stress and sleep problems
through interactive conversations, CBT-based techniques,
mindfulness exercises and mental health resources. A
study found that Wysa significantly improved well-being
and reduced anxiety (13).

• Tess: Tess uses AI algorithms and NLP techniques to
simulate empathetic conversations with users. Tess of-
fers emotional support, coping strategies, and psychologi-
cal interventions through conversational interactions. Re-
search indicates that Tess can help reduce symptoms of
depression and anxiety (14).

While these examples demonstrate the use of rule-based
chatbots and programs for mental health support, there are lim-
itations to these traditional approaches, such as the struggle to
understand complex emotions within a context-understandable
scenario. It is important to note that more advanced AI-driven
approaches are becoming increasingly popular. This is due to
their ability to respond to an individual’s emotional needs co-
herently and handle complex and unstructured conversations.

2.3. Large Language Models (LLMs) in Chat bots

Large Language Models (LLMs) have emerged as a transfor-
mative technology in natural language processing (NLP). They
utilise deep learning techniques to process and generate human-
like language on a large scale, leading to unprecedented ad-
vances in various NLP tasks. LLMs have played a vital role in
developing chat bots, virtual assistants, machine translation and
other NLP applications.

Two of the most prominent LLMs are GPT-3 and BERT,
which have demonstrated remarkable performance in various
NLP tasks. GPT-3 is the largest and most powerful LLM
to date, containing over 175 billion parameters (15). It has
shown impressive coherence and fluency in generating human-
like text. On the other hand, BERT is a transformer-based LLM
that has succeeded in tasks such as question-answering and text
classification (16). It is trained using a masked language mod-
elling task, which allows it to contextualise surrounding words
and generate more accurate responses. LLMs have enabled sig-
nificant advances in NLP, and their development continues to
open up new avenues for research and innovation.

Large Language Models (LLMs) have significantly impacted
the development of chat bots and conversational agents, im-
proving performance in natural language processing (NLP)
tasks. These models enable chat bots to understand the context
of a conversation better and generate more accurate and human-
like responses, making them an attractive choice for chatbot de-
velopment.

The latest LLM-based chat bot, ChatGPT 3.5, is a state-of-
the-art open-access chat bot that can communicate with humans
and provide general information in different domains. While

ChatGPT-3 can provide some level of information to assist
mental health patients, it is not explicitly designed to provide
support for mental healthcare. GPT’s primary function is to
generate human-like text based on user prompts and questions
and is not intended for any specific purpose, including mental
healthcare.

However, there are some significant gaps in applying LLM-
based technology directly to serve mental healthcare purposes:

• The generated conversational responses are unpredictable
as there is a black hole in knowing what the LLM has pre-
viously learned in this domain.

• The style of the representation of the conversations may
not follow healthcare practice standards.

• Providing the most proper conversational therapy to differ-
ent levels of patients is minimal.

Therefore, to create domain-specific applications and en-
hance LLMs, research was conducted on existing generative
models, specifically GBT-3 and DialoGBT, focusing on au-
tomated dialogue generation. The process involved applying
transfer learning methods to train the models on therapy and
counselling data from sources like Reddit and AlexanderStreet
(17). The study then assessed the linguistic quality of these
models, discovering that the dialogue generated by DialoGBT,
enhanced with transfer learning on video data, achieved scores
on par with a human response baseline.

Figure 1 shows an example of conversations directly ap-
plying ChatGPT3.5 without prompting with generated context.
The results are very similar to CBT-based traditional chatbot re-
sponses. We will compare our final outcomes in the evaluation
section later.

Based on the research, the novelty is to use a relatively more
minor data set (5000 conversations) containing conversational
therapeutic practice data to train a smaller DialoGPT model as
a knowledge-base model (18) . The knowledge-based model
will then create context knowledge injections to the run-time
invocation of ChatGPT API for tuning the text prediction be-
havior to follow the domain-specific knowledge. The signifi-
cant advantage of this approach is that it is easier and cheaper
to implement than fine-tuning the whole LLM following this
transitional transform learning process.

3. Research Methodology

Our research approach includes five major stages for devel-
opment: trainable therapy transcription data, data processing,
model fine-tuning, the optimisation of the processed data, inte-
grated with ChatGPT3.5 API and prototype evaluation.

3.1. Creating trainable therapy transcription data

Various resources and websites were evaluated to find suit-
able data sets for model training. Firstly, we assessed the Men-
tal Health FAQ for Chatbot, a publicly available data set on the
Kaggle platform (19). However, the data set only allowed for
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Figure 1: Examples of ChatGPT conversations

Figure 2: An example of the transcripts between chat bot and patient.

responses to a set number of general questions regarding mental
health. It did not provide real support or guidance for personal
treatment, making the solution irrelevant.

The second option was a data set used in an existing project
that could detect positive cases of depression based on the
user’s words. However, the training data was structured and la-
belled for classification, not for regression or conversation data.
Therefore, we did not consider this option.

As we could not find a suitable data set, we created one
tailored to our research context. We used real-world therapy
transcript documents from websites and converted the HTML
conversation texts between patients and therapists into feature
format for processing. We generated around 7,000 lines of ther-
apy conversations, resulting in a final document size of approx-
imately 350 kB (18)

3.2. Data processing

The data set from the previous steps contains communica-
tion data typical of spoken language and includes numerous
name references. During the cleaning process, all name refer-
ences to individuals were replaced with general pronouns such
as ’him/her’ or ’you’. This step allowed for better generalisa-
tion of the data and increased data uniformity. Additionally,
we removed spoken language idioms where possible. We also
eliminated long replies that contained irrelevant information,
such as family stories or personal details, to protect privacy and
reduce computation complexities in subsequent analysis. These

steps were taken to make it possible for the model to find pat-
terns and relationships within the data.

3.3. Model fine-tuning and optimisation
To begin with, we used the pre-trained model called Di-

aloGPT, developed by Microsoft, with over 100 GB of col-
loquial data from various sources. This model is known for
its human-like engagement with users, unlike the formal or
machine-like tone of standard GPT models (Microsoft Re-
search, 2019). In previous research, DialoGPT has been shown
to produce better dialogue models than traditional GPT models,
as we discussed earlier.

To personalise this technology, we used a process called fine-
tuning, where we added personalised psychological data to the
model. The logical tree and resolution of the model were al-
ready in place, but we extracted the communication lexicon
from our data set to provide the last layer of word creation. In
other words, the model’s logic was established, and we used our
data set to determine the vocabulary used in communication.

To find the most optimised model, we used a perplexity ma-
trix to measure varying hyper-parameters (see Table 1) during
the fine-tuning process. The table shows the different versions
and hyperparameters used for fine-tuning DialoGPT.

We measured the perplexity score for each model, with
scores ranging from as high as 1.2338 to as low as 1.1794 (see
Figure 3 The uncertainty score for all models was less than 1.3,
indicating a high level of accuracy in conversation with humans.
Four models (versions 4, 7, 10, and 16) performed significantly
better than the others, with scores of 1.1808, 1.807, 1.1796, and
1.1794 (the best). The bottom figure of Figure 3 (values scaled
for better visibility) shows that these four models have many
training epochs and demonstrate minimum complexity.

Therefore, version 16 was the best-performing model in the
test.

Perplexity is a measurement of the effectiveness of a proba-
bility model to predict a sample. In natural language process-
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Table 1: Fine-tuning DialoGPT with Varying Hyperparameters
Version Rows Epochs Batch Size

1 1,600 12 12
2 5,000 8 8
3 5,000 8 10
4 5,000 10 8
5 6,000 8 8
6 6,000 8 10
7 6,000 10 8
8 7,000 8 8
9 7,000 8 10
10 7,000 10 8
11 7,000 9 8
12 7,000 9 9
13 7,000 9 10
14 7,000 10 10
15 7,000 10 11
16 7,000 11 11

Figure 3: Summarised results of hyperparameters: including perplexity and
epoch size

ing, perplexity measures how well a language model predicts a
text sequence. A lower perplexity score indicates that the model
can better predict the next word in a sentence and, therefore, has
a higher accuracy. In this case, the perplexity matrix was used
to measure the performance of different hyperarameters during
the fine-tuning process.

3.4. Knowledge injection with ChatGPT3.5 prompting engi-
neering

The fine-tuned DialoGPT transformer has demonstrated an
ability to generate primary responses during conversations.
However, its capability in context comprehension, dynamic
content generation, and advanced treatment support remains in-
ferior to the more advanced ChatGPT 3.5 model. To address

Figure 4: The fine-tuning knowledge injection with ChatGPT prompting engi-
neering process

Figure 5: Examples without (A) and with (B) GPT 3.5 prompts combinations

these limitations, we devised a novel approach while main-
taining robust control of content and ensuring conversation in-
tegrity. We integrate the output from the fine-tuned DialoGPT
transformer (output1) as a controlled context injection along-
side the user’s input, creating a composite prompt for ChatGPT
3.5. Consequently, every prompt processed at run time amalga-
mates the conversation history, the user’s direct input, and the
output1, allowing the ChatGPT 3.5 API to generate the final
output (designated as output2 in Figure 4). This methodology
seeks to surpass the individual performance metrics of both the
ChatGPT 3.5 (as shown in Figure 1) and the standalone fine-
tuned DialoGPT (detailed in Figure 5).

4. Chatbot Systematic and Human Evaluations

We simulated three scenarios based on the data set using
three distinct approaches evaluated through the perplexity and
BLEU scores. These approaches included solely ChatGPT-
based conversations (method 1), fine-tuned DialoGPT trans-
former conversations (method 2), and fine-tuned DialoGPT
transformer conversations combined with the GPT3 prompts
API (method 3). Human evaluations relied on two groups: men-
tal healthcare professionals and researchers.

4.1. Perplexity evaluations
Based on the table 2 comparing the perplexity scores for

the three approaches, it appears that the fine-tuned DialoGPT
transformer + GPT3 prompts API conversations approach has
the lowest perplexity score, followed by the fine-tuned Di-
aloGPT transformer conversations approach and the ChatGPT-
based conversations approach.
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Table 2: Comparison of the perplexity scores on the three approaches
Approach Average Highest Lowest
1 1.48 1.56 1.47
2 1.21 1.24 1.16
3 0.37 0.96 0.33

Note: ”Batch size” is the number of samples processed per model up-
date; ”epoch” is a full dataset pass.

The maximum, minimum, and average perplexity scores for
each approach also suggest that the fine-tuned DialoGPT trans-
former + GPT3 prompts API conversations approach consis-
tently outperforms the other two approaches in terms of per-
plexity scores.

However, it’s important to note that perplexity scores alone
do not necessarily indicate the overall quality of a language
model. Other metrics such as BLEU, human evaluations, and
task-specific evaluations should also be considered when eval-
uating the performance of a language model.

4.2. Introduction to BLEU scores

Before we delve into the BLEU scores of our chat bot model.
We need to provide a brief overview on the topic. BLEU
scores, in essence, are a method of analysis involving the eval-
uation of machine-generated text to that of referenced human
text. The closer the machine-generated text is to that of the
human-referenced text - the better it is. This is the core theme
of BLEU - these scores are calculated based on matching n-
grams - a sequence of ’n’ words which match a pre-existing
referenced text(20). With this understanding, let us now exam-
ine the BLEU scores of our model.

4.3. BLEU score evaluation

Table 3: Comparison of BLEU Scores on three Approaches
Approach Average Highest Lowest
1 0.13 0.23 0.07
2 0.32 0.38 0.12
3 0.65 0.83 0.55

The table 3 compares the BLEU scores on the three ap-
proaches, it appears that the fine-tuned DialoGPT transformer
+ GPT3 prompts API conversations approach has the highest
BLEU score, followed by the fine-tuned DialoGPT transformer
conversations approach and the ChatGPT-based conversations
approach.

We can conclude that the fine-tuned DialoGPT transformer
+ GPT3 prompts API conversations approach appears to be the
most effective approach based on both perplexity and BLEU
scores.

Figure 6: Standalone application interface

4.4. Human Evaluations
4.4.1. Standalone application for human evaluation

To support efficient human evaluation, we developed an
animation-based standalone application by embedding the chat
bot function into an unity game application. The game simu-
late a relaxed conversation environment with a patient (you can
select different types of figures) and a psychologist. The evalua-
tors can start the game to have chats with the psychologist (see
Figure 6). The application can be downloaded in the GitHub
reposition specified in the appendix section. We conducted two
types of human evaluation survey based on using the applica-
tion. The first one is evaluated by the people who need mental
health support and the second one is evaluated by the profes-
sional people who works on the mental healthcare domain.

4.4.2. User evaluation
We asked volunteers who believe they are suffering mental

health issue in our institution who work different roles such as
students, lecturers, support team and administrations. We col-
lected 10 responses to the questionnaires while tested the appli-
cation.

To gather crucial user insights and evaluate the chat bots
performance from a user’s perspective, we conducted surveys
among a select group of mental health users and carers. The sur-
vey comprised ten questions, focusing on users’ mental health
needs, the perceived usefulness of the chatbot, its conversation
quality, and potential areas of improvement. Below, we detail
the survey’s findings:

• Frequency of Mental Health Support Needs: When
asked about the frequency of their mental health chal-
lenges and corresponding support needs, the respondents’
needs varied. Very few required daily intervention, most
needed weekly, monthly and seasonally support, no one
seek for yearly support.

• Perceived Utility of Support Conversations: Every par-
ticipant (10 of 10) agreed that speaking with someone ca-
pable of providing mental support and therapy could be
beneficial.

• Willingness for Continued Chatbot Usage: When ques-
tioned about their willingness to engage with the chatbot
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again after the initial interaction, an overwhelming major-
ity (90%) expressed a positive intent to reuse the service.

• Rating of Conversation Quality (Human-likeness): Par-
ticipants rated the chatbot’s conversational quality in terms
of its human-like language on a scale from 1 to 5. The
chatbot received an average score of 4.3, indicating a high
degree of satisfaction with the chatbot’s language quality.

• Rating of Conversation Quality (Supportiveness):
When assessing the chatbot’s supportive nature in the con-
versation, participants gave an average score of 4.2 of 5,
reflecting their positive experience in terms of perceived
support.

• Length of Conversations: As for the length of the conver-
sations, most users had less than 16 lines of conversation
with the chatbot. A few (three participants) had conversa-
tions slightly longer than 16 but fewer than 20 lines. Only
one participant had a conversation with over 20 lines.

• Overall Rating of the Chatbot Application: When asked
to provide an overall rating of the chatbot application, par-
ticipants gave an average score of 4.6 out of 5. Notably, no
participant rated the application lower than 4, indicating a
high level of user satisfaction.

• Positive Feedback: Participants were invited to share any
positive feedback about their experience. We got 8 re-
sponses for this question and the most important points are
the LLM-based chatbot can always provide useful sugges-
tions and they feel very safe to talk to someone who are
always available and talkable about their issue and sad-
ness.

• Areas for Improvement: We also encouraged users to
suggest areas where the chatbot could be improved. The
survey participants found the chatbot to be generally help-
ful, but suggested improvements such as exposing the
training data to more diverse circumstances, enhancing the
emotional support aspect, avoiding risky responses to sen-
sitive inquiries, reducing repetition of examples, and fo-
cusing on more teaching sessions to make the interactions
feel less robotic and more like conversing with a human
friend.

• User Interface (UI) Suggestions: Participants were also
asked to provide suggestions for improving the chatbot’s
user interface functionalities to enhance its usefulness and
usability. The feedback is very useful for us to imple-
ment further improved version. The suggestions include
voice and image combined responses, able to track chat
history, VR or mixed reality innovation and realistic hu-
man tongues enhancement.

These findings, while indicating user satisfaction with the
chatbot, also provide valuable insights for future improvements
to ensure the chatbot’s continued efficacy and user-friendly ex-
perience. The survey’s qualitative data (questions 8, 9, and 10)
will be used to derive further insights and refine the chatbot’s
design and functioning.

4.5. Researchers and Professional carers’ Evaluation Analysis
We extended our evaluation to involve individuals working

in mental health support roles of researchers and individuals
working in adult care. This group included five researchers and
five adult carers who frequently interact with individuals ex-
periencing mental health issues, allowing us to assess the chat
bot from the perspective of professionals in the field. The car-
ers’ survey mirrored the structure of the users’ survey, aiming
to gather insights on the chat bot’s perceived value, effective-
ness, interaction quality, and improvement areas. Here are the
detailed findings:

• Frequency of Interaction with Mental Health Patients:
Most participants reported that they interact with individu-
als with mental health challenges daily or monthly, while a
few participants worked with such individuals every week,
and two of the participants are only doing mental health-
care research work barely to interactive with patients.

• Perceived Value of Chatbots: The majority (over 70%)
of the participants agreed that chatbots can bring signif-
icant value to supporting individuals with mental health
issues. Three participants were uncertain and did not com-
pletely disagree vote.

• Confidence in Chatbot’s Helpful Output: When asked
about their confidence in the chatbot’s ability to provide
helpful responses, the responses were overwhelmingly
positive. 30% of the participants were extremely confident
in the chatbot, 40% were confident and only one partici-
pant voted for ”somewhat not confident”.

• Rating of Conversation Quality (Human-likeness): The
participants rated the chatbot’s conversation quality in
terms of its human-like language. They gave it an aver-
age score of 4 out of 5. The rating is lower than users
who need mental health support because researchers and
professionals are more likely to be cautious about the re-
sponse in terms of usefulness and safety.

• Rating of Conversation Quality (Supportiveness): The
chatbot’s supportive nature was also highly rated, receiv-
ing an average score of 4.1 out of 5 from the participants.

• Overall Rating of the Chatbot Application: When asked
to provide an overall rating of the chatbot application, the
participants gave an average score of 4 out of 5.

• Identifying Risky Responses: Participants were asked if
they encountered any response content that could poten-
tially pose a risk or negative impact on the user. If so, they
were encouraged to provide examples for further analysis.
9 out of 10 responded no, and one provided a case that if
the user’s input is about harming themselves, the chat bot
did not provide enough suggestions that the user needed
to get help from nearby human services or telephone num-
bers. This is valuable feedback that we need to consider to
have some location tracking function that could provide in-
formation about local help services and support telephone
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lines if a user consents to this in the privacy settings. How-
ever, the chatbot aims to enable support by talking to the
user to avoid harmful activities. There are two comments
about finding some repeated responses and not meaningful
responses.

• Positive Feedback: We invited participants to share their
positive feedback about their experience with the chatbot.
The survey participants expressed positive views about the
developed mental support chatbot application, highlight-
ing its potential impact on the mental health care industry,
its ability to engage in natural conversations and provide
sensitive and supportive responses. The chat bot’s empa-
thetic approach, well-balanced advice, and 24/7 availabil-
ity were valuable assets. Users appreciated the chatbot as a
tool for bridging gaps in mental health services, maintain-
ing contact with patients, and providing constant, sensi-
tive, and accessible support. The interface was also noted
as being friendly. Overall, a supportive chatbot was seen
as promising, particularly for individuals without immedi-
ate access to professional help or prefer initial discussions
with a non-human entity.

• Areas for Improvement: Participants were also encour-
aged to suggest areas where the chat bot could be im-
proved. The survey respondents provided suggestions for
improving the chat bot application. They noted that the
conversations still felt like interactions between humans
and machines and recommended making the responses
more relaxed and concise. Other areas for improvement
included updating the chatbot’s database consistently, in-
creasing phrase variety to avoid repetition, understanding
different question phrasings, refining natural language pro-
cessing skills, integrating structured therapy techniques,
providing better-detailed answers, conducting research on
the efficacy of such bots, clarifying data privacy and in-
formed consent, addressing the bot’s limitations in under-
standing complex issues, and enhancing its understanding
of emotional nuances and subtleties in language to offer
more personalised advice. Overall, while acknowledging
the chatbot’s current state as good, there was a consensus
that there is room for growth and enhancement to better
support users, especially those with complex mental health
conditions.

• User Interface (UI) Suggestions: Lastly, participants
provided their suggestions on potential UI improvements
that could enhance the usability and usefulness of the chat-
bot. They recommended incorporating a more human fig-
ure with speech functionalities, allowing users to select the
preferred human figure. Adding a chat history option was
suggested, along with the inclusion of a ’Help’ or ’FAQ’
section to provide assistance to users. Offering categories
of questions that users can click on and implementing a
search function for quick information retrieval were also
proposed. An option to schedule ’check-in’ messages and
a ’quick help’ button to connect with a human professional
were suggested as additional safety net features. Provid-

ing a feature for users to clarify their statements and in-
cluding a switch between ’light’ and ’dark’ modes to ac-
commodate different environments and reduce eye strain
were also mentioned as valuable additions to the user in-
terface. These improvements aim to enhance the usability
and functionality of the chatbot application.

5. Discussions for Future Health Policy of Using LLM-
based Chat bot systems:

As we dive into the future of health policies, addressing the
evolving role of LLMs within the domain is essential. This is
due to their inherent potential but also the unique challenges.
Below are key points intended to guide developing and imple-
menting LLM-based chatbots within healthcare settings.

• Risk Assessment and Safety Measures: Healthcare poli-
cies need to scrutinize organizations proposing tools using
LLMs in domain-specific areas, such as mental health or
healthcare in general. This is due to their tendency to hal-
lucinate and provide inaccurate information to the user. In
2018, a survey published in the National Health Literacy
stated that only 11% of the general population strongly be-
lieved in their ability to appraise the reliability of health-
care information. This low confidence level indicates a
significant risk of individuals accepting potentially mis-
leading or inaccurate responses as factual.

In addition, organizations or governments need to employ
strategies to educate the public on the limitations of these
technologies and their appropriate usage. Providing the
proper resources and training aids individuals in evaluating
the information received and making informed decisions.

Moreover, integrating a browser tool in platforms like
ChatGBT allows the LLM to access and utilize up-to-date
information. This enhances its potential utility in health-
care contexts. In this role, the LLM can emulate the func-
tion of a healthcare informant by providing current advice
for various health-related information. Currently, how-
ever, there appears to be little way of updating its data-
banks concerning healthcare and providing up-to-date ad-
vice automatically, as the user has to prompt it. By cross-
referencing its output with current advice, it allows for bet-
ter reliability.

By combining suggested materials, the individual and the
developers may have enough fail-safes to prevent inap-
propriate outputs and empower the user. However, there
also needs to be a focus on improving pre-existing risk-
based algorithms. A study conducted in 2023 by Alexan-
der Muacevic and John R Adler discovered that conver-
sational agents specializing in mental health counseling
failed to reference crisis resources – and failed to halt con-
versational dialogue if the user’s input reverted to a lower
risk level – indicating a lack of sensitivity and adaptability
to the dynamic nature of mental health states (21).
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• Balancing Support and Harm Prevention: The dynamic
nature of emotions needs to be at the heart of the devel-
opment of LLMs. Conversational agents must be able to
engage with the individual and adapt to their needs, not
through stated guidelines but through the evolution of the
chatbot’s character through continual tone analysis. This
adaptative approach would involve the chatbot not only
understanding and responding to the user’s emotions but
also evolving its behaviour and developing a unique per-
sonality over time.

As such, a chatbot perpetually interacts with its users and
then needs to be able to learn from the nuances of each
conversation - gradually shaping their responses and inter-
action style to better align with the user’s preferences and
emotional state. This would give the individual a more
personalised and intimate experience reflecting a sentient
being that remembers past interactions and adapts accord-
ingly. This can be achieved, for example, by tracking a
user’s emotional state using a transition network which
predicts emotions based on past utterances and generates
the most appropriate responses or by applying the princi-
ple of Valance and Arousal. A method where each word is
embedded with an affective meaning (21)

By addressing these contemporary issues – individuals
may further engage with the chatbots – and build trust
to facilitate a lasting relationship focused on the patient’s
well-being.

Furthermore, health policies must propose a feedback
mechanism where patients can regularly express their
satisfaction or concerns – for the AI to adjust and
adapt—making each interaction more meaningful and ef-
fective. There will, however, be circumstances where a
user’s input may become increasingly concerning – and
during these situations, LangChain technology can be ap-
plied to create AI-supported high-risk methods that utilise
prompt templates.

• Data Updates and Response Enhancements: The sugges-
tions for improving the chat bot responses, including mak-
ing them more relaxed and concise, increasing phrase vari-
ety, and refining natural language processing skills, high-
light the need for regular database updates and response
enhancements. Future policies could emphasize the im-
portance of consistent updates to keep the chat bots knowl-
edge current and ensure meaningful and varied interac-
tions.

• Privacy and Informed Consent: The survey respondents
raised valid concerns about data privacy and informed con-
sent. Future health policies could address these concerns
by clearly explaining where user data is sent, providing
an explanation of the chatbot’s information sources, and
ensuring transparent mechanisms for obtaining informed
consent. These policies would help establish trust and
accountability in the use of chatbot technology for men-
tal healthcare. Implementing robust privacy and security
measures to safeguard user data and ensure compliance

with relevant data protection regulations (22). Policies
should address data storage, consent management, and se-
cure communication protocols to protect user confidential-
ity.

• The suggestion to integrate structured therapy techniques
and conduct research on the efficacy of chat bots in men-
tal health support indicates the potential for collabora-
tion between the chat bot application and professionals
in the field. Future policies could encourage partnerships
between developers and professionals in psychology and
counseling to enhance the chat bots effectiveness and pro-
vide a well-rounded approach to mental healthcare (23).

• User Interface Enhancements: The participants’ sugges-
tions for improving the user interface, such as incorpo-
rating a more human figure, providing a chat history op-
tion, support different lanaguages and implementing help-
ful features like categorized questions, search functions,
and quick help buttons, present opportunities to enhance
usability and user experience. Future health policies could
promote user-centered design principles and standards to
ensure user-friendly interfaces that facilitate seamless in-
teractions and access to information.

• Ethical Guidelines: Establishing clear ethical guidelines
for the development and deployment of LLM-based chat
bots to ensure user safety, privacy, and confidentiality.
Policies should address issues such as data protection, in-
formed consent, and the responsible use of AI technolo-
gies.

• Bias Mitigation: Implementing measures to identify and
mitigate biases within LLM-based chatbot systems. Poli-
cies should promote regular audits and monitoring to en-
sure fairness and prevent any discriminatory or harmful
outcomes (24).

• Training Data Diversity: Encouraging the use of diverse
and representative training data to enhance the inclusion
and accuracy of LLM-based chat bots. Policies should
promote the inclusion of diverse perspectives and address
potential biases in the data collection process.

• Continual Evaluation: Mandating regular evaluation and
testing of LLM-based chatbot systems to assess their per-
formance, reliability, and effectiveness. Policies should re-
quire transparency in reporting evaluation results and ad-
dressing any identified issues promptly.

• Accountability and Transparency: Establishing mecha-
nisms for accountability and transparency in the develop-
ment and use of LLM-based chat bot systems. Policies
should require clear disclosure of the system’s capabilities
and limitations, as well as the organizations responsible
for their development and operation.

future health policy should consider these discussion points
to ensure the safe and effective utilization of mental healthcare
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support chat bots. By addressing issues related to these points,
policies can help shape the development and implementation of
chat bot technology in a manner that aligns with ethical, reli-
able, and user-centric mental healthcare practices.

6. Conclusions and future work

Navigating the challenges and complexities of mental health-
care requires tools and techniques that are both sophisticated
and sensitive. A considerable part of these tools includes chat
bots capable of providing conversational support. While the
proficiency of chat bots has increased over the years, ensuring
their responses are reliable, professional, and ethically sound
in the delicate domain of mental health remains a substantial
challenge (25).

Our research undertook the challenge of developing a chat-
bot designed to augment the capabilities of mental healthcare
providers effectively. Traditional chatbots, predominantly rule-
based and rooted in specific therapeutic methods such as cogni-
tive behavioral therapy, offer commendable benefits. However,
these systems are often constrained by their rigidity, failing to
adapt to the complex and evolving nature of mental health dia-
logues. Acknowledging the merits of the rule-based approach,
we are considering its integration into the future iterations of
our chatbot to enhance its flexibility and adaptability, essential
for addressing the nuanced demands of mental health conversa-
tions. (26).

Current Large Language Model (LLM)-based chat bots, de-
spite their superior text generation capabilities, present another
set of challenges. The unpredictability of their responses and
potential deviation from standard mental healthcare practices
raise legitimate concerns (27).

In response to these challenges, we devised a new methodol-
ogy. We integrated a specifically fine-tuned DialoGPT model,
which acts as a guidance system rooted in professional ther-
apeutic practices, with the run time application of the Chat-
GPT API. The API lends the conversation a more dynamic and
human-like quality, enriching the interaction with spontaneity
and nuanced understanding, which are the hallmarks of human
conversations (28; 29).

Our evaluation results, as quantified by perplexity and BLEU
scores, demonstrate a promising improvement in performance
when compared to using either the DialoGPT model or the
ChatGPT API on their own. However, the real strength of our
approach is more profoundly reflected in the feedback from the
real-world users - mental health patients and professionals -
who participated in our evaluation (30). Their affirmation sig-
nals the potential of our chatbot to align with the ethical sensi-
tivity and supportive character demanded by mental healthcare
practices (31).

We want to emphasize, though, that our chat bot, while a step
forward, is not a replacement for human therapists. Instead, we
envision it as an auxiliary resource that can provide support in
scenarios where human resources are stretched thin, or as an
additional tool to complement traditional therapeutic processes
(32).

As we continue to refine this tool, we aim to deepen its com-
prehension of complex mental health issues and, more impor-
tantly, cultivate its ability to cater to the individual needs of
users. We hope that, with continued research and development,
we can make a meaningful contribution to the mental healthcare
field (33).

In conclusion, our research elucidates the potential of utilis-
ing large language models, specifically a fine-tuned DialoGPT
in conjunction with ChatGPT3.5, to deliver an efficient, pro-
fessional, and reliable chatbot to support mental health care.
We took a unique approach by training DialoGPT with a rel-
atively more minor dataset of authentic therapeutic conversa-
tions and subsequently employed this model as a knowledge
base for ChatGPT3.5. The integration of the models resulted in
a chatbot system that combines the domain-specific understand-
ing of the fine-tuned DialoGPT and the broader, more flexible
response generation capabilities of ChatGPT3.5.

There are many future works will be continued:
Personalisation and GUI (Graphical user interface) de-

sign: This could encompass the development of suitable types
of interface for different age group people based on more eval-
uations and feedback. Improving personalized experiences and
visualization of user progress. By integrating these compo-
nents, the chatbot could offer a more tailored, immersive, and
motivational mental health support system, thereby elevating
user engagement and satisfaction levels.

Incorporating Additional Datasets: Our current model uti-
lizes a specific dataset of therapeutic conversations. To enhance
the model’s versatility and robustness, future work can incorpo-
rate additional datasets from varied sources. This could include
conversations covering different types of therapy, diverse men-
tal health conditions, and multiple demographic groups.

Integration with Clinical Systems: Future research could
look into integrating the chatbot with existing clinical systems.
This would allow the chatbot to provide more personalized and
context-aware support. It could also facilitate better coordina-
tion with healthcare professionals, alerting them when the chat-
bot identifies potential serious concerns.

Multi-modal Inputs: Currently, the chatbot interacts
through text-based conversations. Future work could explore
multi-modal inputs like voice, facial expressions, or physiolog-
ical signals. This could help the chatbot understand the user’s
emotional state more accurately and respond more appropri-
ately.
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