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Abstract

This thesis reports on the development of a novel device, called PlomBOX, employing a CMOS

sensor and lead-sensing bacteria to assay lead in drinking water, up to the World Health Organisa-

tion (WHO)’s upper limit of 10 ppb. As a first step, a scientific CMOS was used to demonstrate the

capability of detecting gamma energies in an Si detector from a lead-210 (210Pb) sample through

calorimetry methods. While this technique is promising for dosimetry applications, it is not able to

reach the WHO level in sensitivity. A second step was to explore how the sensitivity range of any

device could be improved by increasing the concentration of the substance of interest in a sample.

Lead doped water samples were boiled to explore if an increase in heavy metal concentration was

observed. This technique was able to retain 99 ± 9 % of 210Pb, allowing for an increase of its

concentration. The third step involved the development of the PlomBOX. The project followed

three development paths: a) Certain bacteria can change colour when in the presence of lead. A

genetically modified strain of Escherichia coli sensitive to lead concentrations up to 10 ppb was

developed together with a team of biologists. This constitutes the biosensor that emits colour in

proportion to the presence of lead. b) Bacteria response is imaged using a microprocessor (ESP32)

with a camera module. This constitutes the optical metrology component of the PlomBOX. c)

Data acquisition and control of the PlomBOX is achieved through a Bluetooth connection with the

PlomApp, a custom-developed mobile phone application. Data are sent from the PlomApp to a

database where a bespoke automated analysis software provides a result of the lead concentration

in a sample of water. A full description of the experimental set up and analysis software is provided

and results of the first in situ assay are discussed.
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ital signal can be displayed in a computer monitor. [142] . . . . . . . . . . . . . . . 65

2.13 Quantum Efficiency (QE) vs wavelength for two epitaxial silicon materials, with

thicknesses of 12 µm and 5 µm. The material with greater thickness and therefore

absorption depth presents a higher QE [148] . . . . . . . . . . . . . . . . . . . . . . 67

2.14 QE vs wavelength for the Neo sCMOS device [149] . . . . . . . . . . . . . . . . . . 67

3.1 3.1a Photograph and 3.1b diagram of the source holder and the Neo sCMOS camera

in the dark-box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.2 The Neo sCMOS in the LD Didactic X-ray apparatus (554 800) – the blue lines are

for the water cooling circuit, which is not necessary for operation in the dark box. 71

3.3 Raw frames (without any correction) recorded when no source of radiation is present,

i.e background (Figure 3.3a), and when the camera is irradiated with an 241Am

source (Figure 3.3b). A zoom in x and y of Figure 3.3b is shown in Figure 3.6a. All

images are zoomed on the intensity scale, visible in the colour-bar to the right of

each image. (Which means values larger than 200 are displayed as 200.) . . . . . . 73
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3.4 3.4a Histograms of the raw pixel values C of all pixels in the frame in Figure 3.3a

(BKG C), Figure 3.3b (241Am C), and of the Ccol sub values calculated for the data

in these frames using Equation (3.3). 3.4b Histogram of the Ccol sub values after

time-series subtraction (T , form Equation (3.4)). . . . . . . . . . . . . . . . . . . . 74

3.5 Pair wise subtracted frames (cf. Section 3.3.1.2). The same frames as in Figure 3.3

are shown to illustrate this next step in the background rejection procedure. More

high intensity points in the 241Am frame than in the BKG frame are visble, when

comparing the two plots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.6 Detail view 3.6a of the frame in Figure 3.3b – raw frame without corrections applied

– and 3.6b of the frame in Figure 3.5b, pair wise subtracted frame. 3.6c Identified

clusters in the zoomed image shown in 3.6b using kseed = 10 and kskirt = 3 as

parameters for the cluster finding thresholds, cf. Section 3.3.2, Equation (3.7). The

scale to the right of the image shows the cluster number. . . . . . . . . . . . . . . . 77

3.7 The plots show cluster charge and maximal charge spectra for 241Am data in the left

column (3.7a, 3.7c, and 3.7e), and for background data in the right column (3.7b,

3.7d and 3.7f). As energy unit kilo Analogue− to−Digital(ADU), i.e kADU, is

used. The live-time of the camera during the 241Am data taking is 2470 s where

the camera is radiated with the corresponding source, while the live-time for the

background data taking as 2945 s. The first row shows spectra containing all clusters,

the second row shows cluster charge spectra grouped by cluster size in logarithmic

scale while third row shows all data displayed in the first column, which passed a

size > 2 cut. Note the larger binning in the second column. The labels in Figure

3.7c have been omitted to enhance visibility, but they match those in Figure 3.7d. 79

3.8 3.8a Combined plot showing an overview of different data sets acquired with the

Neo sCMOS. The live-time of the background (241Am, 55Fe and 210Pb, respectively)

measurement is 29 450 s (24 700 s, 41 800 s and 30 400 s, respectively). The spectra

are shown on a log scale for better visibility since the rates of the sources vary as does

the observed event rate. 3.8b, 3.8c, 3.8d shows spectra for the respective sources.

These spectra have been scaled to a live-time of 47 500 s and are subtracted with

the background spectrum scaled to the same live-time. Shaded regions represent

the statistical error. For all plots a cluster size > 2 pixels is required. The spectra

in 3.8b and 3.8d illustrate furthermore the peaks fitted with Gaussian functions, cf.

Section 3.4.1.1. (Note that only the Gaussians are plotted, and not the additionally

fitted backgrounds.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
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3.9 3.9a Combined plot showing an overview of the different data sets acquired with

the Neo sCMOS. The live-time of the background, 133Ba and 137Cs measurements

is 15 200 s. The spectra are shown on a log scale for better visibility since the rates

of the sources vary as does the observed event rate. 3.9b and 3.9c shows spectra for

the respective sources. These spectra are subtracted with the background spectrum

scaled to the same live-time. For all plots a cluster size > 2 pixels is required.

The spectra in 3.9b and 3.9c illustrate the peaks fitted with Gaussian functions, cf.

Section 3.4.1.1. (Note that only the Gaussians are plotted, and not the additionally

fitted backgrounds.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.10 3.10a Spectrum recorded with the molybdenum X-ray tube (cf. Section 3.2.1) as

well as fitted curves to establish the position of the Kα and Kβ peak. 3.10b The

same data as in 3.10a is shown together with data recorded when a Zr or a Cu filter

is placed between the X-ray tube with Mo target and the Neo sCMOS. For this plot

all data has been normalised to a live-time of 50 ms and a cluster size > 2 pixels is

required. Shaded regions indicate the statistical error. . . . . . . . . . . . . . . . . 85

3.11 3.11a Comparison between the expected and the measured peak and edge energies

(εpeak) in Table 3.5. One σpeak of the peak is used as uncertainty for εpeak and

the red line through the points is a fit without an additional axis intercept. 3.11b

Measured energy resolution (σpeak/εpeak) as function of the measured peak position.

The boxes indicate to what spectrum a given peak belongs to. . . . . . . . . . . . . 88

3.12 Diagram describing geometric acceptance calculation. 3.12a The circle in yellow

represents the sphere, Asphere, resultant from the emission of radiation from the

source, in red in the middle, with the CMOS positioned on the right, in black. 3.12b

shows Figure 3.12a zoomed into the CMOS region, showing the Aspherical cap in

green and the A© camera plane in blue. . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.13 Geometric acceptance of the experimental set-up with the Neo sCMOS: Shown is

the analytical function for a point source in Equation (3.10) and values from a toy

Monte Carlo resembling the actual source geometry. . . . . . . . . . . . . . . . . . 90
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3.14 3.14a Simulated incident activity on the camera chip for different camera-to-source

distances for the full source activity, and for the fractional activities corresponding

to the 26.3 keV and 59.5 keV γ-lines. 3.14b The measured rates are calculated using

Equation (3.11) and integrating over the full 241Am spectra in Figures 3.14c and

3.14d, or integrating only over the energy region of the 26.3 keV and 59.5 keV peaks

in the same spectra. The measured background rate is established by integrating

over the full spectrum recorded in absence of any source and in ±5σpeak windows

around the mentioned peak energies. The shaded areas in the left half of the plot

below the lines of the respective background rates show the 5 and 1.28 standard

deviation (σ) regions around the background rate in yellow and green, respectively.

3.14c and 3.14d Measured 241Am spectra at different distances with a live time of

3800 s. The data has to pass the cluster size > 2 pixels cut and is not background

subtracted. The background data sample in both plots is the same as it has been

shown previously (e.g. Figure 3.7f) and is normalised to the same live-time. . . . . 91

3.15 3.15a Intrinsic and 3.15b absolute efficiency for the 26.3 keV and the 59.5 keV peaks.

The bands in 3.15a correspond to the result of fitting a constant to the data as

discussed in Section 3.4.2.3 with its error bars. The two full sample points are

extracted from data in Figure 3.8b in the same manner as all the other points are

extracted from the data in Figure 3.14. . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.16 3.16a 241Am γ ray and X-ray simulation for 1M decays. The spectrum with no

material effects taken into account (No att.) is scaled by a factor of 1/1000 to

improve the readability of the plot. The other spectra show the photons which are

absorbed by a silicon layer of given thickness. 3.16b Photon absorption efficiencies in

silicon for different silicon layer thickness as well as the measured intrinsic efficiency

of the Neo sCMOS at the two 241Am γ ray energies. . . . . . . . . . . . . . . . . . 95

4.1 Diagram showing the two types of Germanium detector configurations. 4.1a planar,

with a germanium disk with the electrical contacts on its two flat surfaces; and

4.1b coaxial, with the electrical contacts on the outer and inner surfaces of a hollow

cylinder. This figure shows a cross section of the cylinder for a p-type and an n-type

detector configuration, on the left and right respectively. [51] . . . . . . . . . . . . 100

4.2 Comparison of 241Am energy spectra obtained with Cadmium Telluride (CdTe),

HPGe and Sodium Iodide (NaI(TI)) detectors [179] . . . . . . . . . . . . . . . . . . 101

4.3 Energy resolution for the three detectors mentioned in Figure 4.2 as a function of γ

ray energy [179] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
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4.4 4.4a Diagram of enclosed system set up detailing connections between the condenser

and the two flasks; 4.4b Photograph of the enclosed system during a boil showing

the flask undergoing volume-reduction, flask A, and the flask with the condensed

liquid, flask B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.5 Photo of two Pyrex R© trays positioned on top of two electric hobs to achieve the

open system reduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.6 4.6a Simulation showing sample placed on top of the Roseberry detector; 4.6b

Spectrum showing simulated efficiency of Roseberry detector. For an energy of

46.5 keV it describes a geometric efficiency of 10.2 %, highlighted in the black dotted

lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.7 Sample Green III - full spectrum for this sample in blue, and the background spec-

trum in grey. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.8 Figure 4.7 zoomed into the region of interest for 210Pb peak extraction - 30 to 60 keV.

The black line represents the 0th order polynomial fits made above and below the

peak. The region between 45 keV and 48 keV represents the peak region. . . . . . . 109

4.9 Spectra of open water system sample C. . . . . . . . . . . . . . . . . . . . . . . . . 110

4.10 Spectra of open system water sample D. It is evident it presents the highest concen-

tration factor out of all assayed samples. . . . . . . . . . . . . . . . . . . . . . . . . 111

4.11 Spectra of open system water sample D, zoomed to region of 210Pb peak. . . . . . 111

5.1 Diagram of the PlomBOX with all its working components. Point 1 represents the

biosensor, located in a tray, mixed with the water that is to be analysed. This

biosensor is imaged by the Data Acquisition device seen in point 2. The obtained

images are sent to the PlomApp, seen in point 3, via Bluetooth and consequently

sent from the PlomApp to the server via Wi-Fi. The server processes and analyses

the images and returns a final lead result to the PlomApp. . . . . . . . . . . . . . . 115

5.2 SensAr prototype, showing the casing and the biosensor colour results based on

arsenic concentration [189]. If the biosensor presents a yellow colour, the water has

an arsenic concentration below the WHO’s limit. If the colour is orange then the

sample has an arsenic concentration equal to WHO’s limit, and if the colour is red

then the concentration is greater than WHO’s limit and the water should not be

consumed, as shown in the Figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
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5.3 Measurement of GFP protein lead dose response. 5.3a GFP Fold Induction (bacteria

concentration increase %) vs Lead concentration in ppb for Construction n3; 5.3b

Petri dish with several Escherichia coli (E. coli) colonies expressing GFP. Negative

Control and Positive control correspond to an untransformed E. coli strain and a

GFP over-expressing strain, respectively. . . . . . . . . . . . . . . . . . . . . . . . 117

5.4 PlomBOX sample holder containing biosensor and water doped with lead concen-

trations of 0-5-10-15-20-25-50-100 ppb. 5.4a shows the sample holder before assay

started, and 5.4b shows the sample holder after overnight incubation, showing the

blue colour resultant from β-Gal expression. . . . . . . . . . . . . . . . . . . . . . . 118

5.5 ESP32 with OV2640 camera module connected to the Printed Circuit Board (PCB).

The ring with LEDs can be seen above the ESP32-CAM. [199] . . . . . . . . . . . 119

5.6 PlomBOX casing designs. 5.6a shows the difference in shape and size of the different

versions, with the model on the left being the oldest and the model on the right

being the most recent, final model; 5.6b shows all the components that fit inside

the PlomBOX: the PlomBOX lid, at the top of the image, the body of the box, the

sample holders and the PCB holders, at the bottom of the image. [199] . . . . . . 120

5.7 Comparison of sample holder imaging before and after focal distance adjustment

between the ESP32-CAM and the sample holder. 5.7a shows the imaging of a test

piece of paper placed on the sample holder of the second version of the PlomBOX,

out of focus; 5.7b shows the imaging of the biosensor mixed with water samples in

the sample holder wells of the third version of the PlomBOX, in focus. The corners

of the QR code in both images provide a good comparison of the outcome of the

focal distance adjustment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.8 PCB slotted on the PCB holder, with diffuser covering the LED ring. [199] . . . . 121

5.9 5.9a Photo of sample holders printed with different materials. The left and centre

sample holders were printed with Acrylonitrile Butadiene Styrene (ABS) plastic and

the right sample holder was printed with resin. To test leaking between wells, water

died with red ink was placed on alternating wells in the middle sample holder. 5.9b

Cross section of the different sample holders. The left is the ABS plastic sample

holder, centre is the ABS plastic sample holder showing the staining and the right

is the resin sample holder. [199] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.10 Photo of the PlomBOX’s final design, with PCB visible at the top. [199] . . . . . . 123

5.11 Layout of the server’s containers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
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5.12 PlomApp activities showing the 5.12a register and 5.12b log in screens. The user

can navigate from the register to the log in screen by clicking on the text "Already

Registered? Log in here". For the development of the PlomApp, a temporary

unique PlomBOX ID of 111 was used. . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.13 Activity to show user instructions on how to use the PlomApp and the PlomBOX. It

is currently being used as a placeholder and does not contain actionable instructions.128

5.14 Language activity showing three buttons with the languages the user can select to

navigate the PlomApp: Spanish, English and Portuguese. . . . . . . . . . . . . . . 128

5.15 Activity showing toolbar options. Figure 5.15a shows three buttons for the user to

look at assay results (left button), view user instructions (middle button) or view

further options (right button). This last button takes the user to further options, as

seen in Figure 5.15b, for the user to visit the PlomBOX webpage (About us), fill in

a survey about the assay process with the PlomBOX (Survey) and to logout from

the PlomApp (Logout). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.16 Bluetooth activity, with several connection options, including the option to pair with

PlomBOX device - Get paired devices. . . . . . . . . . . . . . . . . . . . . . . . 130

5.17 Activity where the user can choose to take data with the PlomBOX (Take data),

or retrieve the images captured by the PlomBOX for a given assay (Get results). 130

5.18 Activity dedicated to data acquisition. This activity requires user input to determine

how many runs should be acquired (Number of runs) and what the elapsed time

between runs should be (Time (seconds)). There are additional inputs for the

user to name the dataset (Dataset name) and to provide a date for when the water

samples were collected (Water sample date). The buttons presented in this activity

appear in the order these operations should occur. The microSD card connected to

the ESP32-CAM needs to be cleared before data acquisition can begin (Delete data

from ESP32), followed by a calibration run (Calibration) and the full calibrated

data acquisition (Take calibrated data). . . . . . . . . . . . . . . . . . . . . . . 131

5.19 Activity where user can obtain images from the PlomBOX or retrieve final lead

results from the server. 5.19a shows images being received from the PlomBOX

before being sent to the server. All the images will appear on the PlomApp one

by one. 5.19b shows the same activity as 5.19a but with final lead concentration

results. The lead concentration for each well is shown in addition to the analysed

image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.20 Results image obtained from the server, for a given data set. The red arrow shows

the first well results are presented for, proceeding clockwise for the rest of the wells. 134
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6.1 Conversion from the RGB colour cube to the HSV hexcone. 6.1a shows the RGB

colour cube, 6.1b shows the result of tilting the cube along its main diagonal (the grey

axis), 6.1c shows the resultant HSV hexcone model with the grey level changing from

0 (black) to 1 (white) and 6.1d shows the hexcone model expanded to a cylindrical

form, to simplify the conversion model formulae. . . . . . . . . . . . . . . . . . . . 137

6.2 HSV disk showing saturation as a vector centred on the grey point of the disk and

hue as the angle around the disk for a specific point. . . . . . . . . . . . . . . . . . 138

6.3 Images of white paper placed on sample holder inside the PlomBOX. This figure

shows the 6.3a red 6.3b green and 6.3c blue images taken. . . . . . . . . . . . . . . 139

6.4 This figure shows the 6.4a red 6.4b green and 6.4c blue images acquired. . . . . . . 140

6.5 Comparison of sample holder image 6.5a before and 6.5b after flat fielding. . . . . 141

6.6 regions of interest (ROIs) shown on the image as blue squares, labeled from 0 to 7 141

6.7 Example of how a value for lead concentration can be obtained by using a parallel

measurement of calibration samples, i.e. the "lead curve". The figure shows satu-

ration vs lead concentration, in ppb, for lead curve samples from 0 to 100 ppb. The

lead curve samples, in black, are fitted with an inversely exponential curve and lead

values for the unknown samples, in blue, can be obtained via interpolation of the

lead curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.8 Comparison of effects of temperature on saturation when the PlomBOX begins data

acquisition 0 and 30 min after being turned on, in red and blue respectively. Figure

6.8a compares the saturation values for the images acquired. Figure 6.8b compares

the temperature of the PlomBOX, in celsius, for the images acquired. . . . . . . . 144

6.9 Time series data acquisition of the white PlomBOX for ROI0. Data was taken over

18 h, with pictures taken 30 min apart. The top plot shows saturation over time,

the middle plot shows the PlomBOX temperature and the bottom plot shows the

external temperature over time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.10 Example of data acquisition set up for light leak study. A torch was pointed at the

PlomBOX from different directions . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.11 Comparison of saturation values for ROI 0 for the black (6.11a) and white Plom-

BOXes (6.11b) in terms of the positioning of the external torch. The black PlomBOX

is more stable in terms of saturation values when compared to the white PlomBOX.

The absolute saturation values of the dark PlomBOX exceed those of the white

PlomBOX due to the box’s interior being painted black. The black paint reduces

light diffusion, resulting in higher values. . . . . . . . . . . . . . . . . . . . . . . . . 146
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6.12 ROI size comparison. Figures 6.12a and 6.12b show the sample holder analysed

with ROIs with a radius of 0.01 and 0.07 units of length respectively. Figure 6.12c

compares the saturation values with the ROI side dimensions. . . . . . . . . . . . . 147

6.13 Saturation vs lead concentration of a tap water "lead curve". Data between 0 and

500 ppb is fitted with a logarithmic fit and data between 0 and 100 ppb is fitted with

a linear fit. After 100 ppb, saturation begins to plateau as opposed to increasing

linearly with lead concentration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

6.14 Analysis diagram for PlomBOX assays detailing different calibration methods ap-

plied to the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.15 Wheel with ROIs coloured digitally with different HSV values, placed on top of the

sample holder inside the PlomBOX. . . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.16 Digital saturation vs measured saturation with a logarithmic fit for sample ROIs

shown in Figure 6.15, as imaged by the PlomBOX. A logarithmic curve is fitted on

the samples, which are seen in red. The measured saturation values, in blue, are

interpolated, using the logarithmic fit, to determine their digital saturation values.

A 1σ error band is seen in light green. . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.17 Sample holder showing a tap vs deionised water assay. The wells contain bacteria

and water doped with different lead concentrations. * denotes deionised water and

** denotes tap water. Labels represent lead concentrations in ppb. . . . . . . . . . 153

6.18 Tap vs deionised water ratio. Two lead curves, one of tap water (in blue) and one of

deionised water (in red) were assayed and a ratio, ≈ 1.08, was obtained (in black).

This ratio is used to calibrate the deionised lead curve. . . . . . . . . . . . . . . . . 153

6.19 Resin sample holder used in assays exhibiting colour staining in some of its wells. . 154

6.20 Timelapse data of a given sample before (6.20a) and after (6.20b) first image satu-

ration subtraction, shown in blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

6.21 Example of timelapse fit, in dark blue, on sample data, in black, with a 1σ error

band in light blue. The χ2
reduced statistic for this fit is 1.02 and the fit returned a

saturation value of 21.8 ± 0.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.22 Lead curve fit for 1st December 2022 assay. A first-order polynomial fit is produced

from the lead curve data, in black. The samples’ saturation values are interpolated

on this fit to find their lead values in ppb, in blue. The fit is shown in red and the

1σ error band is shown in green. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.23 Correlation between PlomBOX and INA data for polylactic acid (PLA) (6.23a)

and resin (6.23b) sample holders. An axis break was introduced to improve data

readability. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
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6.24 Correlation between PlomBOX and INA data for undiluted (6.24a) and diluted

(6.24b) data sets. An axis break was introduced to improve data readability. . . . 162

6.25 Lead curve fits for the assays of the 1st, 14th and 15th December 2022. To obtain

the confidence intervals confidence interval (CI) (95 %) seen in Figure 6.26, the lead

curve fits are used to extract lead values for each element of the lead curve. This

plot shows the saturation values for 0 ppb interpolated to obtain its values of lead.

The obtained CI (95 %) are shown in Table 6.7 and in Figure 6.26. . . . . . . . . . 163

6.26 Confidence intervals CI (95 %) for different concentrations of lead, 0, 10, 15, 20, 50

and 100 ppb, as shown in Table 6.7. . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

A.1 Assay lead curves used to extract lead values for each element of the lead curve.

These plots show the saturation values for A.1a 10 ppb, A.1b 15 ppb, A.1c 20 ppb,

A.1d 50 ppb and A.1e 100 ppb interpolated to obtain their values of lead. The

100 ppb plot shows a large variation of results, when compared with other lead

concentrations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
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Chapter 1

Introduction

Rare event searches in particle physics address some of the most fundamental open questions in

science today, such as the search for Dark Matter (DM) particles. Due to the low probability

of DM interactions, these detectors require high sensitivities and an understanding of the back-

ground signal is necessary. Lead-210, an unstable radioactive isotope of lead, is an example of an

isotope whose presence can affect background measurements. Techniques have been developed to

detect it at high sensitivities. These techniques could in principal be applied for lead detection in

fields unrelated to particle physics. Lead is toxic for human consumption and the development of

environmental detection techniques should be explored.

This chapter details the motivations and state of the art methods for lead monitoring and

proposes a new innovative detector to measure quantities of lead in drinking water.

1.1 Motivation

Lead is a heavy metal that has been used by humans since at least 7000-6500 BCE [1]. Throughout

history, lead has been utilised by many civilisations for different purposes: Ancient Egyptians used

lead in fishing, by applying sinkers to fishing nets, enamels, glasses [2]; in the Fertile Crescent

region, civilisations used lead as coins [3] and construction material [2]; and in Ancient China lead

was used in royal courts as currency [4] and as a stimulant [2]. It was with the Roman Empire

and its development of lead mining that lead usage increased, as it became the greatest producer

of lead during this period, reaching an output peak of 80 000 t per year [5]. Lead was used in

medicine, currency, warfare, roofing [6] and chiefly in water utility infrastructure [1], due to a low

melting point of 600.71 K [7], ductility and inertness to oxidation [1].

The first time lead production rates exceeded those of the Roman Empire occurred during the

Industrial Revolution, beginning in the second half on the 18th century [5]. During this period,
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lead was necessary for plumbing and lead paints [8].

With the increase of lead usage and mining came reports of the health hazards associated with

lead. In the 2nd century BC, people who had acute effects associated with high-dose exposure were

described as suffering from colic and paralysis by the Greek botanist Nicander of Colophon [8, 9].

During the Renaissance period, it is postulated that the greatest exposure to lead was experienced

by painters, due to their use of lead-based colours [8]. In the 17th century, many physicians

advised on the hazards of handling lead: "Transactions of the Royal Society of England" published

several articles regarding the risks of the manufacturing of white lead and glass [8] and physician

Bernardino Ramazzini inferred that all the lead processing techniques used by craftsmen were

dangerous [10].

In this period, several outbreaks of saturnine colic appeared in some European areas. During

this time, wine preservatives derived from the Ancient Rome’s sapa (lead acetate used to sweeten

wine [11]) were still in use. Doctor Eberhard Gockel deduced that the lead levels in wine were

responsible for the saturnine colic outbreaks observed. This was the first instance in which expo-

sure to lead was presumed to happen across the general population and not just craftsmen and

manufacturers [12].

In the 19th century, the mechanisms of lead poisoning through dietary intake became under-

stood [8]. During the Industrial Revolution, there was an increase of workers suffering from lead

poisoning, due to its intensive use in manufacturing systems [8]. Several physicians took an inter-

est in these workers’ symptoms: Louis Tanquerel des Planches detailed the signs and symptoms

of chronic lead intoxication [13] and Sir Alfred Baring Garrod postulated a direct link between

lead poisoning and gout [14]. With this knowledge, attempts began to replace or remove harmful

agents, like lead, from the manufacturing cycle [15].

In the beginning of the 20th century, some governments began to produce legislation to reduce

the concentration of lead in paint [8]. This happened after it was identified that Australian children

presented high blood lead levels (BLL) and lead poisoning and it was deduced that this was caused

by lead paint present in their houses [16]. In the mid 20th century, the first preventative strategies

were introduced in factories, which involved the use of personal protective equipment, ventilation,

wetting of dusty processes and the abolition of the use of lead [8]. In late 20th century it was

understood that the tetraethylene lead (TEL) that was added to gasoline, to create more powerful

engines, caused environmental pollution and was hazardous to the general population [8]. In the

last two decades of the 20th century TEL was replaced with benzene and a reduction of BLLs by

half was reported in the general population [11].

To date, there is no confirmed biological role for lead [17]. Lead produces nefarious effects

on the human body: it interferes with enzymes that help produce vitamin D and maintain the
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integrity of cell membranes [18] and it damages cells structures, including DNA [19]. Lead also

interferes with the development of the brain and the nervous system in children, who are therefore

considered to be more at risk of lead poisoning than adults [20].

The WHO has identified lead as one of ten chemicals of major public concern [17] and has set

an upper limit of 0.01 mg/l (10 ppb - parts per billion) for lead in drinking water [21], although

there is no level of exposure that does not cause harmful effects [17]. The WHO has determined

that most occurrences of lead in drinking-water arise from lead service connections and plumbing

[21], although it can occur in small rural water systems, which include private wells and hand

pumps [22].

Despite all progress shown previously regarding awareness and understanding of the hazards

of lead poisoning, in 2019, according to the institute for Health Metrics and Evaluation, 900 000

people died from lead exposure [17]. In the United States of America (USA), the Centers for

Disease Control and Prevention (CDC) determined that in 2018, 87 144 children had confirmed

BLL ≥ 5 µg/dl, or 50 ppb [23]. In the United Kingdom (UK), Public Health England estimated

that 213 702 children aged between 0 and 19 years had a Blood Lead Concentration (BLC) ≥

5 µg/dl [24]. Low and middle income countries are mostly at risk from lead exposure, with an

estimated 26 million people being affected globally [25]. People in these countries are exposed to

lead via recycling of used lead-acid batteries, lead mining, metal smelting and production [25].

In the UK, lead screening tests are carried out in both public and private water supplies [26]. In

public water supplies samples are collected at water treatment facilities, service reservoirs, water

supply points, etc. In private water supplies samples are collected at the point of use. These

samples are analysed by laboratories which are accredited by the United Kingdom Accreditation

Service (UKAS) and the Drinking Water Testing Specification (DWTS). Their analysis is done

using ICP-MS [27] – this method is explained in Section 1.6.

In low and middle income countries access to accredited laboratories is more limited and possi-

bly expensive - a new ICP-MS device can cost between 50 000 $ and 500 000 $ [28]. In sub-Saharan

African countries, more than 400 million people rely on groundwater for their water supply, and

184 million use hand pumps in rural locations [29, 30]. These rural systems are monitored infre-

quently and laboratory capacity is limited [22].

Ergo, there is a demand to develop new and improved methods in environmental monitoring

with sensitivities comparable to ICP-MS devices that are portable, low-cost and rapid. Biosen-

sor technology has become more cost-effective and capable of delivering fast in situ results with

increased sensitivities reaching 0.9 pM (picomolar), or 1.86× 10−4 ppb [31]. Detecting such small

levels of contamination is a challenge that is common in DM experiments, which must assay de-

tector components for trace radioactivity at a level of 1× 10−8 ppb of 210Pb, in the presence of a
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background of natural radioactivity [32].

This thesis research combines these two approaches with the aim of developing a low-cost sensor

for lead in drinking water.

In this chapter, Section 1.2 introduces the lead isotopes (stable and unstable) present on the

Earth’s crust; Section 1.3 and 1.4 describe different methods of radiation emission and how they

interact with matter; Section 1.5 outlines how lead assays are done in DM experiments to char-

acterise radioactive traces in backgrounds; Section 1.6 describes the current methodology used by

water suppliers in the UK to assay lead in drinking water; Section 1.7 illustrates the historical

developments of biosensor technology, highlights its main defining features and depicts the latest

research on biosensor technology for the assay of lead in drinking water; Section 1.8 outlines how

lead interacts with bacteria; and Section 1.9 describes the goals and innovative characteristics of

this project compared with present research.

1.2 Isotopes of lead

On Earth, lead is found in the mineral galena, PbS, which is present in zinc ores [33], and combined

with sulphur [34]. Lead is rarely found in its metallic form [33]. It has an abundance of 14 ppm on

the Earth’s crust, with 4 820 000 t having been extracted in 2016 [35].

Naturally occurring lead contains four stable isotopes,204Pb, 206Pb, 207Pb and 208Pb [36], and

trace amounts of five radioisotopes: 209Pb, 210Pb, 211Pb, 212Pb, 214Pb [37].

1.2.1 Stable lead isotopes

Lead-204 is a primordial nuclide - it has existed in its current form prior to Earth’s formation

and is present in the Earth’s crust [38]. 206Pb, 207Pb and 208Pb are radiogenic nuclides, produced

in radioactive decays [39]. They are the end product of three decay chains: the uranium series

(starting with 238U – Figure 1.1a), the actinium series (starting with 235U – Figure 1.1b) and the

thorium series (starting with 232Th – Figure 1.1c) respectively [40–42].

These exist on Earth with the abundances shown in Table 1.1.

Isotope Abundance
204Pb 1.4 %
206Pb 24.1 %
207Pb 22.1 %
208Pb 52.4 %

Table 1.1: Abundances of stable lead isotopes [36]
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(a) (b)

(c)

Figure 1.1: 1.1a Uranium series; 1.1b Actinium series; 1.1c Thorium series [40–42]. These series
progress downwards with decreasing Z and A.
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1.2.2 Unstable lead isotopes

All the unstable lead isotopes exist on Earth in trace amounts. 209Pb is produced from the

decay chain of 237Np [43]. 211Pb, 212Pb are present in the actinium series and the thorium series,

respectively. 210Pb and 214Pb are present in the uranium series, thus traces of these isotopes are

found naturally. Table 1.2 shows the half-lives and decay modes of these unstable lead isotopes.

Lead-210 is of particular interest for the work in this thesis as it can occur in trace amounts

with stable lead. Methods to assay this isotope are described in Section 1.5 and further in Chapter

3.

Lead-210 decays with 84 % probability via β− decay resulting in an excited state of 210Bi,

whilst emitting an electron with an average decay energy of 4.16 keV. The nucleus de-excites by

emitting a γ of 46.5 keV with a 4 % yield per decay. The de-excitation is accompanied by the

emission of X-rays from approximately 9 keV to 16 keV with a yield of 22 % per decay. The second

most probable decay (16 %) is a β− decay with an electron mean energy of 16.2 keV to 210Bi in

the ground state [44].

This lead isotope can occur in trace amounts with stable lead, because it is a precursor of 206Pb

in the Uranium decay series - see Figure 1.1a. Measurements in [45] show a range of 3.9× 10−8 ppb

to 2.4× 10−5 ppb for the fraction of 206Pb in stable lead samples.

Assaying 210Pb at trace levels is of particular interest to geologists, because it can be used to

date sediment layers up to 100 yr [46]; in environmental science, to assess pollution levels [47]; and

in rare event searches, since radioactivity in materials contributes backgrounds to, for example,

DM searches [48].

Isotope Isotope Half-Life Decay Mode Decay Product
209Pb 3.253 ± 0.014 h β− 209Bi
210Pb 22.20 ± 0.22 y β− 210Bi
211Pb 36.1 ± 0.2 min β− 211Bi
212Pb 10.64 ± 0.01 h β− 212Bi
214Pb 26.8 ± 0.9 min β− 214Bi

Table 1.2: Unstable isotopes of lead [36]

1.3 Radioactive decays and de-excitations

Before discussing how 210Pb is assayed, it is important to understand how emissions from nuclear

processes occur and how the resulting decay radiation interacts with matter (see Section 1.4).

Nuclear decays can be divided into three categories: α, β and γ decays [49].
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1.3.1 Alpha decays

Heavy nuclei with an Z greater than 82 are energetically unstable and can spontaneously emit α

particles, which are helium nuclei - 4
2He [49]. The decay process can be written as [50]:

A
ZX →A−4

Z−2 Y +4
2 α (1.1)

Here, X and Y are the initial and final nuclear species, respectively and A is the species’ mass

number. Each decay between the initial and final nucleus has a fixed characteristic energy or Q-

value. The decay energy is split between the alpha particle and the recoil nucleus, Y . The energy

of the alpha particle is given by Q(A−4)
A [50], with a range between 4 and 10 MeV [49].

1.3.2 Beta decays

Beta decays are the spontaneous emission or absorption of an electron or a positron by a nucleus

[49]. β decays can occur via electron emission, positron emission or electron capture [49]. The β−

(electron) decay process can be written as [51]:

A
ZX →A

Z+1 Y + β− + νe (1.2)

X and Y are again the initial and final nuclear species respectively, and νe is an electron

antineutrino. A neutron is converted into a proton, and emits an electron in the process.

The β+ (positron) decay occurs as follows [52]:

A
ZX →A

Z−1 Y + β+ + νe (1.3)

Here, νe is an electron neutrino and a positron is emitted by the nucleus following the conversion

of a proton into a neutron.

For electron capture, the nucleus absorbs an orbital electron, and a proton is converted into a

neutron [52]:

A
ZX + e− →A

Z−1 Y + νe (1.4)

Y recoils with a small recoil energy, normally below the ionisation threshold, and thus cannot

be detected by conventional means [51].

The majority of β decays populate an excited state of Y , resulting in the emission of de-

excitation γ rays together with an electron and an antineutrino, for β− emission, or a positron and

a neutrino, for β+ emission.
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Analogous to α decays, β decays have a fixed decay energy or Q-value. As the recoil energy

of Y is ∼ 0, the decay energy is divided between the electron and the antineutrino for β− decay,

the positron and neutrino for β+ decay and the neutrino only, for electron capture. The energy of

the electron/positron/neutrino can vary between decays, with a range from 0 to the beta endpoint

energy, which is equal to the Q-value. β decay energies are typically below 1 MeV [49].

1.3.3 Gamma decays

Gamma radiation is emitted when excited nuclei transition to lower energy levels. Due to nuclear

excited states having energy differences greater than 10−3MeV, γ ray energy will be greater than

this value [49].

When γ radiation is emitted following a β decay, the γ ray has an energy equal to the difference

between the initial and final nuclear states X and Y . The γ rays will have a half-life characteristic

of the X electron decay, with an energy that reflects the energy level structure of Y [51].

The β decay ofX can exhibit various probabilities for de-excitation transitions, called branching

ratios. For each transition, the number of γ ray photons emitted can be deduced.

Gamma decays can occur via internal conversion. In this process, an excited nuclear state

de-excites and interacts with an orbital electron, ejecting it [52]. The nuclear excitation energy

Eex transferred directly to the electron will have an energy Ee− :

Ee− = Eex − Eb (1.5)

where Eb is the original binding energy in the electron shell. γ decay energies are typically

above 100 keV [53].

1.3.3.1 X-rays

Atoms can exist in an excited state for a short period of time if their orbital atoms are disrupted

from their normal configuration by some excitation process. Electrons tend to rearrange themselves

and return the atom to a ground state in a nanosecond or less, for solid materials [51]. When the

atom transitions from an excited state to a lower energy state, the energy is released in the form of

a characteristic X-ray photon, with its energy being equal to the difference between X and Y . For

example, if a space is created in the K shell of an atom (the closest electron shell to the nucleus),

then a characteristic K Shell X-ray is emitted when the space is subsequently filled.

In the electron capture process mentioned in Section 1.3.2, the capture of an orbital electron

from the K-shell will leave a vacancy. When the vacancy is filled, X-rays are emitted with an

energy characteristic of the daughter element Y . This decay may populate the ground state or an
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excited state, in the daughter nucleus, and the characteristic X-rays can be accompanied by γ rays

from subsequent nuclear de-excitation.

In internal conversion, K Shell X-rays are emitted along with the ejected electron. Radioactive

sources of this type emit γ rays in addition to the characteristic X-rays, because γ ray de-excitation

of the nuclear state is always a competing process to internal conversion.

Electron capture and internal conversion describe methods of excitation of an atom by radioac-

tive decay. Additionally, atoms can be excited by external radiation. In this process, an external

source of radiation (X-rays, γ rays, electrons, α particles) strikes a target, creating excited or

ionised atoms in the target. When the excited atoms or ions de-excite to a ground state, they emit

characteristic X-rays and the target is a localised source of X-rays. X-rays decay with energies

between 100 eV to 100 keV [53].

1.3.3.2 Auger-Meitner electrons

This process is analogous to internal conversion when the excitation energy originates in the elec-

tron cloud of the atom rather than in the nucleus. A preceding process may leave the atom with

a vacancy in an electron shell that would otherwise be complete. The vacancy can be filled with

an electron from the outer shells with the emission of a characteristic X-ray photon. Alternatively,

the excitation energy of the atom can be transferred to one or more of the outer electrons, which

are ejected from the atom.

1.4 Particle interactions with matter

1.4.1 Interaction of alpha particles with matter

When an α particle interacts with a medium, the interaction leads to the particle’s energy loss via

ionisation or excitation of the atoms in the medium [54].

This interaction happens simultaneously with many electrons and the α particle’s energy trans-

fer can be sufficient to raise the electrons to a higher-lying energy level in the atoms, causing excita-

tion, or high enough to remove the electron from the atom, causing ionisation. The momentum of

the α particle will be reduced due to the energy that is transferred to the electrons. The maximum

energy that can be transferred by an α particle of mass m, with kinetic energy E, to an electron of

mass me in a single collision is 4Eme
m [51]. This is a small fraction of the α particle’s total energy

and the particle will lose energy in similar interactions as it passes through the interacting medium.

Its momentum will become zero after interacting with many electrons.

The linear stopping power S of an α particle is given by the differential energy loss within the

material, divided by the corresponding differential path length [51, 54]:
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S = −dE
dx

=
4πe4z2

m0ν2
NZ

[
ln

2m0ν
2

I
− ln

(
1− ν2

c2

)
− ν2

c2

]
(1.6)

Here, ν and z are the velocity and charge of the α particle, N is the number density of the

atoms in the interacting medium, e is the electronic charge, m0 is the electron rest mass, E is the

energy of the α particle, I is the average excitation and ionisation potential of the atoms and c is

the speed of light.

Table 1.3 shows the range of α particles for different elements and H2O, assuming the particle

has an energy of 4 MeV.

Element Range (cm) Stopping Power (MeV · cm2/g)

Silicon 1.781× 10−3 7.137× 102

Germanium 1.37× 10−3 4.533× 102

Lead 0.11× 10−2 2.586× 102

H2O 2.72× 10−3 1.035× 103

Table 1.3: Table showing the ranges of an α particle with an energy of 4 MeV for different elements
and H2O [55].

1.4.2 Interaction of beta particles with matter

Upon interaction with matter, β particles (electrons and positrons) lose their energy in two pro-

cesses: ionisation at low energies and via Bremsstrahlung processes at energies above the critical

energy Ec, when the two types of energy loss are equal [54, 56].

Bremsstrahlung radiation refers to the phenomena when β particles (or other charged particles)

interact with matter and part of their energy is converted into electromagnetic radiation, resulting

in photon emission in the X-ray energy range [49]. The amount of electron energy that is converted

into Bremsstrahlung rises with increasing electron energy and is greatest for absorbing materials

of high Z.

Unlike α particles, the β particle’s path shows large deviations because its mass is equal to

the mass of orbital electrons and a larger fraction of its energy can be lost in a single interaction.

Additionally, electron-nucleus interactions can occur which change the electron direction [51].

The stopping power from ionisation processes is given by [51]:

(
dE
dx

)

c
=

2πe4NZ

meν2

(
ln

meν
2E

2I2(1− ν
c
2)
−(ln 2)

(
2

√
1− ν

c

2
−1+

ν

c

2
)

+

(
1− ν

c

2
)

+
1

8

(
1−
√

1− ν

c

2
)2)

(1.7)

Here, ν is the velocity of the β particle, N is the number density of the atoms in the interacting

medium, e is the electronic charge, E is the energy of the β particle, I is the average excitation
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and ionisation potential of the atoms and c is the speed of light.

For Bremsstrahlung processes the stopping power is given by [51]:
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(1.8)

The total linear stopping power dE
dx will be a combination of energy loss via the Bremsstrahlung

process and the ionisation and excitation of the interacting medium:
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r

(1.9)

The ratio of the specific energy losses is given by:

(
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)
r

∼=
E · Z
700

(1.10)

where E is shown in units of MeV. The energies of the electrons are less than a few MeV,

therefore the contribution of radiative losses is a small fraction of the contribution of losses from

ionisation and excitation, and they only become significant in interacting media with large Z [51].

Table 1.4 shows the range of β particles for different elements and H2O, assuming the particle

has an energy of 1 MeV.

Element Range (cm) Stopping Power (MeV · cm2/g)

Silicon 0.23 1.531
Germanium 0.12 1.283
Lead 0.07 1.123
H2O 0.44 1.862

Table 1.4: Table showing the ranges of electrons with an energy of 1 MeV for different elements
and H2O [55].

1.4.3 Interaction of gamma rays with matter

There are three interaction mechanisms of photons (X-rays and γ rays) with matter that are

important in radiation measurements: photoelectric absorption, Compton/Rayleigh scattering and

pair production. These processes lead to partial or complete transfer of photon energy to electron

energy. Contrary to α and β decays addressed earlier, photons are absorbed or scattered.

Figure 1.2 summarises the dominance of each process for different photon energies, for lead.

It shows the cross section σ i.e. the probability of a photon interacting with the atom, for the

Compton and Rayleigh scattering (σs), the photoelectric effect (σPE) and pair production (σPR).

For lead, the photoelectric effect will be dominant for energies < 5× 105 eV, Compton and Rayleigh
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scattering will be present for energies between 5× 105 eV and 5× 106 eV and pair production for

energies above 5× 106 eV [49].

Figure 1.2: Cross sections for Compton and Rayleigh scattering (σs), photoelectric effect (σPE)
and pair production (σPR), with respect to energy hν in eV, for a lead atom. σ is the total cross
section [49].

1.4.3.1 Photo electric absorption

This process dominates at low energies [54]. A photon undergoes an interaction with an atom in

the interacting medium and is absorbed. In its place there will be an energetic photo-electron that

is ejected from one of the atom’s shells. If the photon has sufficient energy, the photo-electron will

be ejected from the K-Shell. The photo-electron will have the following energy Ee− :

Ee− = hν − Eb (1.11)

where Eb is the binding energy of the photo-electron to its original shell and hν is the energy

of the photon.

1.4.3.2 Compton and Rayleigh scattering

This interaction takes place between the incident γ ray photon and an electron in the interacting

medium. It occurs more often for γ ray energies typical of radioisotope sources [51].

The photon is deflected by an angle θ with respect to its original direction and it transfers some
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of its energy to a recoil electron, changing the photon’s frequency and wavelength [49]. The energy

transferred to the electron can vary from zero to a large fraction of the photon’s original energy.

The relation between the transferred energy and the scattering angle is given by:

hν′ =
hν

1 + hν
mec2

(1− cos θ)
(1.12)

where mec
2 is the rest-mass energy of the electron (0.510 MeV) [57]. Low amounts of energy

are transferred for small scattering angles θ. Some of the original energy is always retained by the

incident photon.

In the event that the recoil electron remains bound to the atom after the collision, the photon’s

wavelength will not change, and this is the Rayleigh scattering process [49]. Rayleigh scattering

will be the dominant process for photon energies below X-ray values. For X-ray and γ ray energies,

Compton scattering will be the dominant process [49].

1.4.3.3 Pair production

Pair production occurs when the γ ray energy exceeds twice the rest mass of an electron, 1.02 MeV

[51]. The probability of this interaction is very low until the γ ray energy approaches several MeV

i.e. this interaction happens with high-energy γ rays.

The photon is absorbed, producing an electron-positron pair. All the photon energy, excluding

the 1.02 MeV necessary to create the pair, will be kinetic energy shared by the electron and the

positron. The positron will annihilate after slowing down in the interacting medium and two an-

nihilation photons are produced as secondary products of the interaction.

1.5 Lead assay procedures in particle physics

In the Uranium series (Figure 1.1a) 226Ra decays into the noble gas 222Rn, which has a half life of

3.8 d [32]. 226Ra can diffuse out of the Earth’s crust, where it is formed, and contaminate surfaces

through diffusion and deposition [32]. 226Ra can be deposited in acrylic during its casting process,

which is used in Neutrino and DM experiments, and can therefore contribute to background events

[32]. As these experiments operate with rare events, background events can be mistaken with the

detector’s signal; therefore, all sources of background need to be studied and measured [58]. 226Ra

decays to 210Pb, which has a half life of 22.20 ± 0.22 y, as seen in Table 1.1.

In Particle Physics experiments, the detection of 210Pb is done with radiometric methods such

as β counting, α and γ spectroscopy [59].
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• β Counting - this method measures the electrons emitted during the decay from 210Bi

to 210Po. Gas-based detectors can measure the endpoint energy of the emitted electron

(1.1 MeV) [32]. Detection limits of 6 mBq have been observed for this method [32]. Another

method is the detection of the low energy electrons emitted during the 210Pb decay with a

liquid scintillator [32]. In [59] it is stated a detection limit of 33 mBq for liquid scintillation

counting.

• α Spectrometry - an indirect measurement of the activity of 210Pb is done by determining

the activity of 210Po. Semiconductor surface barriers or PIN diodes are used to detect the

5.4 MeV α emission of 210Po [32]. This method provides a detection limit of 1 mBq [60].

• γ Spectroscopy - uses low-energy sensitive semiconductor detectors, such as HPGe, to directly

detect the 46.5 keV γ [32]. A description of how HPGe detectors work is given in Chapter 4.

This method has provided a detection limit of 172 mBq for 210Pb. [61]

DEAP-3600 and SNO+ are two particle physics experiments that have limits on the concentra-

tions of 210Pb that can be found in their acrylic vessels. DEAP-3600 allows for up to 1.1× 10−8 ppt

(parts per trillion) of 210Pb [58] and SNO+ allows for up to 4.5× 10−13 g238U/gH2O (0.45 ppt of

238U), which is the predecessor of 210Pb in the uranium decay chain, as seen in Section 1.2.2 [62].

It is necessary to measure the radiopurity of the acrylic at such low concentrations and the next

two sections describe 210Pb measurement techniques that are capable of achieving this.

1.5.1 Radiopurity measurement of acrylic for DEAP-3600 experiment

DEAP-3600 is a DM experiment based in the SNOLAB, Canada. This detector is located 2 km

underground at SNOLAB, to shield against cosmic muons. It comprises a liquid argon detector

which is searching for weakly interacting massive particles (WIMP). The detector contains 3600 kg

of liquid argon inside a 2 in thick acrylic vessel with an inner radius of 85 cm.

Reference [63] addresses surface backgrounds on the detector i.e. α decays from the surface of

the vessel. All other potential sources of background have been studied. The acrylic contains trace

levels of 238U and 232Th, although the collaboration was involved in the manufacturing process to

ensure that the acrylic material was clean.

Monte Carlo simulations were developed to infer the maximum allowed concentrations of 238U,

232Th and 210Pb, ensuring they do not affect WIMP detection and remain within the background

budget. To detect the concentrations of these elements in the acrylic, an assay was made using

a vaporisation technique that had been used by the Sudbury Neutrino Observatory (SNO). This

technique was able to achieve 0.5 ppt sensitivity for 238U and 232Th [64]. 10 kg of the acrylic

material was vaporised and its residue was collected by rinsing with heating acids. The 214Pb and
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212Pb γ rays resulting from the 238U and 232Th decay chains were measured with an ultra low

background HPGe detector. 210Pb was measured by a well detector and by its 210Po daughter,

using an α counter.

The well detector showed a result of (2 ± 7) × 10−19 g/g 210Pb; ICP-MS returned a value

of (0.6 ± 2.2) × 10−19 g/g 210Pb [58]; The α counter presented a value of (0.8 ± 2.1) × 10−19

g/g 210Pb [58]. All the results obtained were consistent with a level of 1× 10−19 g/g 210Pb, or

1× 10−7 ppt [58].

1.5.2 Sensitive assay technique for 210Pb in water for SNO+ experiment

The SNO+ experiment aims to search for neutrinoless double electron decay [65].

The detector consists of a 12 m diameter acrylic vessel containing the detector media. This

vessel is surrounded by a steel structure with a 17 m diameter containing ∼ 9500 photomultiplier

tubes (PMT).

The volume between the acrylic vessel and the steel structure is filled with 1700 t of ultrapure

water (UPW) and the region between the steel structure and the cavity is filled with 5300 t of

UPW. The UPW is used to shield the detector from radioactivity coming from the rock, PMTs,

ropes and the steel structure [65]. Analogous to what was mentioned in Section 1.5.1, the main

source of background for SNO+ is the radioactivity resulting from 238U and 232Th decay chains.

The experiment requires very low radioactivity levels in the water. The SNO experiment developed

a water assay technique, called Hydrous Titanium Oxide (HTiO) technique, to measure the amount

of radium and thorium radioisotopes in the water regions [66]. This is an inorganic ion exchanger

that can remove heavy metal ions, such as lead, thorium and radium, from water. HTiO adsorbent

is deposited onto a pair of 1 m long filters. The loaded filters are connected to the water systems

of the detector and radium is extracted. The radium in the filters is removed through elution

(process in which the filters are washed with HNO3). The HNO3 eluate is further concentrated to

a small sample volume and the radium present in it is counted with a liquid scintillation counter

[66]. With this assay technique the following sensitivities were achieved: 4 × 10−16 gTh/gD2O for

232Th and 3 × 10−16 gU/gD2O for 238U for a 275 t heavy water assay in SNO [66].

When SNO was being constructed and during the transition from SNO to SNO+, 222Ra daugh-

ter isotopes, such as 210Pb, were embedded on the surface of detector materials. 210Pb could

contaminate the detector and increase its radioactivity levels, which would affect background mea-

surements. Therefore, the SNO+ collaboration extended the HTiO technique to allow for measure-

ments of 210Pb to be made in the water [65]. The modified HTiO technique was able to increase

its sensitivity to 210Pb to 0.4 ± 0.13 mBq/m3.

40



1.6 Assay methodology used by water suppliers in the UK

This section discusses the assay methodology used by Affinity Water Ltd, which is typical for

UK suppliers. Affinity Water Ltd is the drinking water supplier to Royal Holloway University of

London (RHUL).

Affinity Water Ltd has sampling teams located in Staines, Stevenage, Rickmansworth, Man-

ningtree and Folkestone [67]. The analysis of the samples is carried out in the laboratory at Staines.

This lab contains four departments: microbiology, cryptosporidium, organic chemistry and inor-

ganic chemistry. Tests can be done for cryptosporidium, E. coli , cyanides, pesticides, algae and

metals [68].

In 2018, Affinity Water Ltd carried out ∼ 180,000 tests on water leaving treatment works.

Table 1.5 shows the lead values detected in 2021 in the water supply zone containing RHUL [69].

< 1.00 ppb was detected in the area.

Parameter Units Number of Samples PCV Minimum Mean Maximum

Lead µgPb/l (ppb) 8 10 < 1.00 < 1.00 < 1.00

Table 1.5: Lead values detected in 2021 by Affinity Water Ltd in the Bagshot/Sunninghill water
supply zone [69]. PCV stands for Prescribed Concentration or Value or Specification Concentration
or Value.

To carry out assays of lead in surface, drinking and groundwater, Affinity Water uses ICP-

MS devices. The methodology used references the Blue Book Method produced by the Standing

Committee of Analysts [70]. The equipment has a limit of detection (LOD) of 31.25 µg/l and a

relative standard deviation (% RSD) of 5.1 %, assuming the analysed water is hard [27, 71].

Prior to the ICP-MS analysis, the water samples are acidified with nitric acid to 1% v/v (1%

of nitric acid in total sample volume) and oven digested at 80±5 ◦C for a minimum of 6 h [27].

Figure 1.3 shows a diagram of an ICP-MS which illustrates how the device works and how

samples are analysed by Affinity Water Ltd.

The liquid sample is pumped into a nebuliser where it is converted into an aerosol with argon

gas - this is seen in Figure 1.3, labelled "spray chamber and nebuliser". The Blue Book Method

recommends an Argon gas supply of high purity grade (minimum 99.996 %) [27]. The smaller

droplets of the sample are separated from the larger ones and are transported into the plasma

torch via a sample injector, seen in Figure 1.3 in the inductively coupled plasma section.

In the loaded coil segment, argon gas is contained within electric and magnetic fields at radio

frequencies (RF). When an electron is introduced into this region, argon plasma is created. The

electrons collide, with high energy, with argon atoms, producing an electron avalanche. This process

continues with the electrons colliding with more argon atoms, resulting in a plasma containing argon

41



Figure 1.3: Diagram of an ICP-MS [72]. An explanation of how the detector works is shown in the
text.

atoms, ions and electrons. The plasma has a high temperature >6000 K [27].

The ions that are produced in the plasma are directed to the mass spectrometer via the interface

region, which is maintained in a vacuum. The ions are focused towards the mass separation device

by an electrostatic lens system, which also eliminates photons and other particulates from reaching

the detector [27].

The ion beam passes into the mass separation device, which is also kept at vacuum - seen in

Figure 1.3 labelled as quadrupole. This mass separation device allows ions of a specific mass-to-

charge ratio to pass through to the detection. All other ions are removed, ensuring that only one

element is being measured.

The detectors used are electron multiplier detectors. The impact of ions releases an avalanche

of electrons, which are amplified and turned into a measurable electrical signal.

The water samples are compared with blanks of deionised water and Analytical Quality Control

(AQC) solutions, which are solutions that may include reference materials, certified reference

materials, spiked samples, duplicates and blanks [27]. The blanks and AQC solutions undergo the

same filtration and acidification procedures as the water samples of unknown lead concentrations.

This ensures that any contamination that occurs during sampling or preparation is detected [27].

This assay method is reviewed by several individuals and organisations to ensure the procedure

is reliable and robust [27].
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1.7 Biosensor technology

This thesis develops a new method for lead assay in drinking water based on using biosensors in

the detection process. Biosensor technology is used in food control, forensics, biomedical research

and diagnosis, monitoring of progression and treatment of diseases, and environmental monitoring

[73]. This section presents a brief historical overview and a general introduction to biosensors.

1.7.1 Characteristics of a biosensor

A biosensor is a device which measures chemical or biological reactions by generating a signal

proportional to the concentration of the substance of interest in the reaction [73]. Biosensors

contain several components [73], seen in Figure 1.4:

Figure 1.4: Diagram of a biosensor, showing its main components: analytes, bioreceptors, trans-
ducers and electronics.

• Analytes - the substance of interest in the reaction that needs to be detected. In the case

of this project, the analyte will be lead.

• Bioreceptors - the molecule designed to recognise the analyte. These can be enzymes,

nanoparticles, DNA, etc.

• Transducers - an element that converts one form of energy into another. In biosensors this

entails converting one bio-recognition event (light or heat emission, pH or mass change) into

a measurable signal, also referred to as signalisation. The most common measurable signals

are optical or electrical, like photo diodes, thermistors, quartz electrodes, etc.

• Electronics - this element comprises signal amplifiers, processors and displays [74]. When

the transducer signal is produced, the electronics process it by amplifying and converting
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the signal from analogue to digital. The processed signals are quantified and shown in the

display unit of the biosensor.

The key characteristics and the optimisation criteria for biosensors are the following: selectivity,

reproducibility, stability, sensitivity and linearity [73]. Selectivity is the ability of a biosensor to

detect a specific analyte when in the presence of contaminants and other substances. Reproducibil-

ity is the ability of a biosensor to produce identical responses to an analyte in several experimental

set-ups. A biosensor exhibiting reproducible signals is considered reliable and robust. Stability is

related to how susceptible the biosensor is to ambient disturbances surrounding it. Disturbances

can affect the output signal of a biosensor and cause an error on the measured analyte concen-

tration. Several factors can affect the stability of a biosensor: the transducer and electronics can

be temperature sensitive, the degree to which the analyte can bind with the bioreceptor (i.e. the

affinity of the bioreceptor) and the degradation of the bioreceptor over time. Sensitivity is the

minimum amount of analyte that can be detected by a biosensor, referred to as LOD. In medical

and environmental monitoring, concentrations of ng/ml or fg/ml are required. Linearity relates the

measurements to a linear polynomial (y = mc). Here, y is the output signal, m is the sensitivity

of the biosensor and c is the concentration of the analyte. The resolution of a biosensor relates the

change in the response of a biosensor resultant from the change in concentration of an analyte.

1.7.2 Historical background

In 1906, M. Cremer laid the groundwork for biosensors, by demonstrating that the concentration of

an acid placed in a liquid separated by a glass membrane was proportional to the electric potential

between the liquid located in opposite sides of the membrane [75].

In 1956 Clark developed the Clark electrode for oxygen detection in blood during cardiopul-

monary bypass surgery [76]. This lead to the development of the first biosensor in 1962, to measure

glucose levels. To calibrate the Clark electrode, he deoxygenated test solutions by adding small

amounts of the glucose oxidase enzyme and its substrate, glucose, which converted oxygen into

hydrogen peroxide. Thus, the oxygen levels would decrease proportionally to the concentration of

glucose in a solution [76].

In 1969, Guilbault and Montalvo developed the first potentiometric biosensor, which measures

the potential difference between a working electrode and a reference electrode, to detect urea [77].

The potential of the working electrode is dependent on the concentration of the substance to be

detected.

The first commercial biosensor was developed in 1975 by Yellow Spring Instruments (YSI),

for glucose detection [78]. From 1975 to 1992, important developments occurred in biosensor

technology, with the first microbe-based immunosensor being developed in 1975 [79], a fibre-optic
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biosensor for glucose detection developed in 1982 [80] and a handheld blood biosensor developed

in 1992 [81].

Today, biosensors are used to monitor air, water and soil pollutants such as pesticides and toxins

[82] and to detect pathogenic organisms [83]. Recently, biosensors have been embedded in face

masks to detect severe acute respiratory syndrome Coronavirus 2 (SARS-CoV-2) [84]. Biosensor

technology can be applied to applications in food analysis, such as the detection of gluten in beer

and soy sauce [85]. Oncological biosensors have been developed to detect breast [86] and lung

cancers [87].

Bioassays suffer limitations from high costs, long assay times, specialised hardware, high data

variability, low specificity for distinct metals and ethical considerations [88]. However, new biosen-

sors are becoming more cost effective, and are capable of delivering fast in situ results [88].

1.7.3 Biosensors to assay lead in drinking water

The following sections summarise two of the latest biosensor research for heavy metal and lead

detection.

1.7.3.1 Paper-based microfluidic platform for detection of Pb+2 ions in a solution

Some molecules can undergo changes in their shape in the presence of heavy metal ions, such as the

lead ion Pb+2 [89]. Molecules with modified shape can enhance the light emission of the iridium

ion Ir+3. This research, [90], tests the detection of Pb+2 based on Ir+3 light emission, using a

self-contained paper-based system [89].

Microfluidic paper-based analytical devices are capable of transporting fluid from an inlet to an

outlet via capillary action [91]. In the design of the biosensor, the paper contains reservoirs where

the liquid is suspended. The paper is tilted and the liquid moves to other reservoirs, following

specific channels. This motion is driven by gravity rather than capillary force. The device was

named suspending-droplet mode paper-based microfluidic device.

The paper is placed inside a portable detection device and a smartphone is used to acquire

images of the optical signal from Ir+3, from a filter window. The paper contains two reservoirs

referred to as reaction zones and detection zones. On the first one, the modified shape molecules

are formed under heat. On the later one, the molecules and Ir+3 complex are mixed. The paper

contains three channels which are set for positive control, negative control and the sample. A Pb+2

ion standard solution with a concentration of 50 nM (∼ 10 ppb) was used as the positive control

while deionised water was used as the negative control. This allows for the sample results to be

compared with the controls, and to be disqualified when the sample’s concentration is greater than

the one for the positive control.
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The device contains a heater to form the molecules in the reaction zone – Figure 1.5 A. After

heating, the paper is tilted 90◦ and the liquid sample flows to the detection zone, and reacts with

the Ir+3 complex. The Ir+3 complex has an excitation wavelength at ∼ 365 nm and a maximum

emission wavelength at ∼ 650 nm, thus optical filters and a LED light source, for excitation, were

used – Figure 1.5 B. The optical signal can be captured by a low-cost portable device i.e. a mobile

phone [90] – Figure 1.5 D.

Figure 1.5: A – Layout structure of the portable detection device; B – detection principle; C –
detection device; D – lead detection using a mobile phone [90].

The system was tested with other common metal ions, such as K+, Na+, Li+, Zn+2, Cu+2,

Mg+2, Ca+2, Hg+2, Al+3, and Fe+3 ions. Only Pb+2 ions could enhance the light emission of the

system.

Assays were performed to the system and the results indicated good linearity in the correlation

between Pb+2 ion concentration and emission intensity, in the range of 10 nM (2.072 ppb) and

100 nM (20.72 ppb).

1.7.3.2 Detection of lead ions in drinking water based on a strip immunosensor

This research, [92], used lateral flow assay technology, similar to the one used in COVID tests, to

detect lead ions in drinking water. Lateral flow assay is a paper-based platform for the detection

and quantification of analytes in mixtures, in a low-cost manner [93].

A strip immunosensor was constructed capable of achieving a visual LOD of 2 ng/ml (2 ppb),

as seen in Figure 1.6. When a lead solution is applied to the sample pad, it spreads through the

paper via capillary action. The paper contains a red control zone at the top (C) and a red test

zone at the bottom (T) - highlighted with arrows in Figure 1.6. The colour intensity of the test

zone will decrease as the concentration of lead increases.
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Figure 1.6: Detection results of the lateral flow assay method, with lead concentrations between
0 ng (0 ppb) and 2 ng, per ml (2 ppb) of water [92].

To determine the sensitivity of the method, the visual detection limit was defined as the mini-

mum target lead concentration making the colour on the test line disappear. The visual LOD was

2 ppb and the LOD for semi-quantitative detection could reach 0.19 ppb, using a scanning reader.

Interference from other metals, namely Hg+2, Cd+2, Cu+2, Cr+3, Mn+2, Co+2, Fe+2, Zn+2, Al+3,

Mg+2 and Ca+2 were tested. No cross-reactivity was observed, even when the concentrations of

these metals were 1 ppb.

This research proposes this method can be used as a preliminary tool for monitoring lead

contamination in drinking water as the process is simple and provides results in 15 min.

1.8 Lead interaction with bacteria

The biosensor developed in this project uses bacteria, therefore it is important to highlight the

different methods through which lead can interact with bacteria [94].

Lead can be bioabsorbed on cell surfaces. An example of this is on Gram-positive and Gram-

negative bacteria. The Gram term comes from the Gram’s method, which is a process of staining

(technique used to enhance contrast in samples) used to classify bacterial species into two large

groups, gram-positive and gram-negative bacteria. The differentiation comes from the chemical and

physical properties of their cells walls. If a bacteria is gram-positive, its cell walls contain a thick

layer of peptidoglycan, a carbohydrate that retains the stain inside the cells walls. If the bacteria

are gram-negative the walls have a thinner layer of peptidoglycan and the stain can propagate

outside the cell’s walls [95]. Gram-positive and negative bacteria naturally carry a negative charge

in their cell walls [94]. This charge binds with positively charged metal ions and regulates the
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movement of metals across the membrane [94].

Bacteria can also interact with lead by absorbing metals by secreting extracellular polymeric

substances (EPS), which are organic polymers of microbial origin [96]. EPS can be involved in

the flocculation process (precipitation of particles in the shape of a floc, i.e. bacteria aggregate)

and binding of metal ions from solutions [97]. After binding, the metal becomes immobilised,

preventing toxic metals from entering the cell. EPS has enzymatic activities which can detoxify

metals by transforming and precipitating them [94].

Lead can be bio-accumulated. This is an active metabolic process that requires energy [98].

Bio-accumulation binds metals inside the cell walls [99].

Precipitation is another mechanism used by several bacteria to lower the concentration of

free metals to insoluble complexes, therefore reducing their bio-availability and toxicity. The

precipitation process can occur outside or inside the cell [100].

1.9 Innovation of lead detection with the PlomBOX project

Section 1.7.3 showed that advancements have been made in biosensor technology to assay lead in

drinking water with low-cost devices that can provide fast results with sensitivities comparable to

WHO’s limit of 10 ppb. However, this research did not cross-calibrate their results with external

lead assay from chemical water analysis such as ICP-MS detectors. Section 1.5 described how

detecting small indicators of contamination is a challenge that is common in particle physics ex-

periments. Often, detector components must be assayed for trace radioactivity levels at or below

1 ppb of lead.

Chapter 2 outlines how CMOS sensors and Biosensors work.

Chapter 3 explores if CMOS sensors built for optical light detection can perform as decay

radiation detectors. Detecting the decay radiation of radioisotopes occurring in trace amounts

with lead, e.g. 210Pb, can potentially enable its detection in food and drinking water. This chapter

showcases the research featured in [101], in which I served as the second author and played a

role in drafting the initial manuscript, alongside contributing to its review and editing process. I

made substantial contributions encompassing the methodology, software development, validation

processes, formal analysis, data curation and visualisation techniques for the research presented in

this chapter.

Chapter 4 examines the principles of reducing samples in volume, introduced in Section 1.5,

to increase the concentration of heavy metals for measurement. Lead retention through volume

reduction can be investigated by boiling water samples, spiked with a known amount of 210Pb.

This chapter presents the research featured in [102], for which I was the first author. I made
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substantial contributions towards the data acquisition, data curation, visualisation techniques and

validation processes of the work presented.

Finally, the project will combine biology and particle physics assay approaches with the aim of

developing a sensor for lead in drinking water called PlomBOX. Such a sensor would expedite access

to on-demand assay methods and help mitigate lead intake through contaminated drinking water.

Sensors are widely available, such as CMOS sensors in mobile phone cameras. Furthermore, low-

cost microprocessors with CMOS cameras are available off-the shelf (COTS) and can be used by

non-experts in the field. The principles of biosensor and CMOS detectors are described in Chapter

2. The operational concept of PlomBOX is based on the ability of specially engineered bacteria

to change colour when exposed to a water sample, reflecting its lead level. This can be measured

precisely via colour spectroscopy using a CMOS sensor. The project follows three development

paths: the design of a genetically modified strain of E. coli sensitive to lead concentrations up to

10 ppb (Section 5.1), the development of the imaging platform that will record the bacteria response

(Section 5.2) and the design of a custom-developed mobile phone application, the PlomApp, that

will control data acquisition with the PlomBOX and will send the data to a server, where bespoke

automated analysis software provides a result of the lead concentration in a water sample (Section

5.3). I designed and developed the PlomApp and its communication protocols with the imaging

platform. The progress of research and development concerning the biosensor detailed in Section

5.1.2 was significantly hindered by the COVID-19 pandemic, requiring a shift in focus. The project

proceeded with an established biosensor, as described in Section 5.1.3. The analysis and results

presented in Chapter 6 are performed by myself in their entirety.

Following design and development, the project aims to undertake a field test, to optimize user

experience and utility by obtaining a field evaluation and survey on user experience. Furthermore,

the field test results will be cross-calibrated with Germanium and ICP-MS detectors.

In addition to the scientific significance of the project, there is a notable emphasis on its social

implications, particularly regarding the potential impact on small local communities through the

analysis of contaminated samples from people’s homes. Outreach activities were conducted with

local schools to educate pupils on the risks of drinking water contaminated with lead.
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Chapter 2

Detection of small signals in

biological and CMOS sensors

This chapter examines two detection devices used in the project: biosensors and CMOS image

sensors.

In Section 2.1, the operation of biosensors, introduced in Chapter 1, is explored. The work-

ing components of analytes, bioreceptors, and biotransducers used in biosensor construction are

explained in Sections 2.1.1, 2.1.2 and 2.1.3.

To understand CMOS sensors, knowledge of semiconductor devices and photodiodes is nec-

essary. Section 2.2 details the properties of semiconductors, effects of ionising radiation, use as

a radiation detector, and photodiode integration. Section 2.3 explains the working principle and

applications of CMOS sensors.

2.1 Biosensors

This section describes the components of the biosensor used in our project. The bioreceptors use

transcription-factor based methods while the biotransducer employs colourimetry. The subsequent

sections provide an explanation of the functioning of these types of bioreceptors and biotransducers,

with a brief overview of the analyte and electronic components.

2.1.1 Analytes - samples under test

The biosensor used in this project detects lead in water. Both deionised and tap water are tested,

with doped and naturally occurring concentrations of lead.
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2.1.2 Bioreceptors

A transcription-factor based biosensor, associated with the process of controlling protein synthesis

in a cell, is referred to as a transcription biosensor. This process involves copying DNA segments

into RNA [103].

Cells are fundamental units of life that are defined by their membrane boundary and contain

various specialised subunits known as organelles. One organelle, the nucleus, serves as the central

repository of genetic information necessary for cell growth and reproduction [104]. Cytoplasm is

a semifluid substance contained inside the cell walls, but external to the nucleus [105]. Cells can

contain or lack a nucleus and thus be classified as eukaryotic and prokaryotic, respectively [106,

107]. Bacteria are microscopic single-celled organisms with no nucleus [108].

In cells with a nucleus the copying of target genes can be stimulated or inhibited when there are

molecules, called transcriptional factors, which move from the cytoplasm into the nucleus, initiating

or inhibiting transcription [109]. The transcriptional factors will bind to certain sequences of DNA,

and thus control the gene’s possibility to create a protein [110]. A transcription control is present

to determine whether a copy of DNA can occur or not.

To initiate transcription, transcription factors, referred to as activators, bind to the target DNA

to which they are complementary in shape – Figure 2.1a. A copy of that gene is created, and it

moves into the cytoplasm to create a protein [110].

In the case of inhibiting transcription, transcription factors, referred to as repressors, bind to

the target DNA, preventing any copies of this gene from occurring – Figure 2.1b [110].

The action of transcription factors can be affected by interactions with molecules, ions, physical

parameters like temperature, protein to protein interactions or protein modifications [103].

Transcription can also occur in cells with no nucleus, thus occurring in the cytoplasm.

When this mechanism is applied to transcription factor based biosensors, the analytes combine

with the transcription factors [112]. The transcription system is modified to express a gene that

will report a signal [113]. This reporter gene will constitute the biotransducer of the biosensor and

will be described in the next section.

2.1.3 Biotransducers

As mentioned in Section 1.7.1, transducers are the ADC of assay with biosensors.

The level of expression of a reporter gene, which is the signal, is directly related to the tran-

scriptional activity resultant from the introduction of transgenic factors i.e. the analyte that binds

with the receptor transcriptional factor [114].

When reporter genes are expressed they produce a protein which can have visual responses,

such as bioluminescence and fluorescence [114]. Bioluminescence occurs when oxidative chemical
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(a)

(b)

Figure 2.1: Diagram describing the transcription process inside the nucleus. Transcription factors
move from the cytoplasm to the nucleus and bind to target DNA. 2.1a In the case of activator tran-
scription factors, RNA polymerase is able to bind to the target sequence and begin transcription.
RNA polymerase is an enzyme responsible for copying a DNA sequence into an RNA sequence
[111]; 2.1b For repressor transcription factors, RNA polymerase is unable to bind to the target
gene and transcription is inhibited [110].
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reactions in organisms emit light [115]. Fluorescence occurs when an atom absorbs a photon and

is excited to a higher energy state. The de-excitation that follows is quantised, and the emitted

de-excitation photons will have lower energies, individually, than the absorbed photon – Figure

2.2. If the absorbed photon is in the ultraviolet (UV) region of the electromagnetic spectrum and

the emitted photon is in the visible region of the spectrum, fluorescence will be observed [52].

Figure 2.2: Energy level diagram detailing fluorescence process. An atom can absorb a photon and
be excited to a higher energy state. When de-excitation occurs, several photons can be emitted
which have lower energies than the original absorbed photon.

Three commonly used proteins in reporter gene assays will be discussed in the next sections.

Luciferase produces a bioluminescence response, sfGFP produces a fluorescent response and β-

Galactosidase produces a chromogenic response.

2.1.3.1 Luciferase enzyme

Fireflies exhibit the bioluminescence response of the luciferase enzyme. The luciferase reaction

occurs in the peroxisomes of the firefly’s light organs [114]. Peroxisomes are organelles that facilitate

oxidative reactions within cells and serve important functions in metabolism, detoxification of

reactive oxygen species and signaling pathways [116]. The reaction requires adenosine triphosphate

(ATP), a compound that provides energy to cells, Mg2+, O2 and the substrate luciferin. Luciferin

is a compound that oxidises and produces light in the presence of luciferase [117]. Light with a

wavelength of 560 nm is emitted from this reaction – Figure 2.3.
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Figure 2.3: The Brazilian Amydetes vivianii firefly on the left and its luciferase bioluminescence
in vitro on the right [118]

Figure 2.4: sfGFP spectrum showing the maximum emission and excitation wavelengths for this
protein [120].

2.1.3.2 sfGFP

The sfGFP, a type of protein, emits green fluorescent light when exposed to light ranging from

blue to the UV spectrum [119]. This protein can be found in Aequorea victoria jellyfish and, unlike

luciferin, it does not require other enzymes or compounds [114]. This protein has a maximum

excitation wavelength of 498 nm and the emission wavelength peaks at 513 nm – Figure 2.4 [120].

Figure 5.3 presents initial tests done in the project to explore different reporter genes such as the

sfGFP. A petri dish is shown with several E. coli bacteria colonies expressing sfGFP.

2.1.3.3 β-Galactosidase

β-Galactosidase, referred to as β-Gal, is an enzyme that can be used with the compound 5-bromo-

4-chloro-3-indolyl-β-D-galactopyranoside, known as X-Gal, to reflect light in the visible band at

wavelengths between 450 and 495 nm (blue) – Figure 2.5. The X-Gal is hydrolised by β-Gal,
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splitting its glycosidic bond [121]. Hydrolysis is a chemical decomposition reaction in which water is

a component, resulting in the chemical species breaking into smaller parts [122]. Glycosidic bonds

are a type of covalent bond that joins a carbohydrate molecule to another group of molecules

[123]. When the glycosidic bond is split in X-Gal, a sugar and a chromogenic compound are

formed, which are galactose and 5-bromo-4-chloro-3-hydroxyindole, respectively [124, 125]. The

chromogenic compound is dimerised (combines with a similar molecule to form a dimer) and

oxidised to an organic compound with blue colour with strong optical absorption, 5,5’-dibromo-

4,4’-dichloro-indigo [121, 126, 127].

Figure 2.5: Diagram describing the hydrolysis process of X-Gal by β-Gal. Following hy-
drolysis, galactose and 5-bromo-4-chloro-3-hydroxyindole are formed. The 5-bromo-4-chloro-3-
hydroxyindole is dimerised and oxidised to 5,5’-dibromo-4,4’-dichloro-indigo. This component re-
flects blue colour [128]

This project explored the uses of sfGFP and β-Gal as reporter genes for the biosensor. β-Gal

was the preferred reporter gene and the design of the biosensor is described in Chapter 5.

2.1.4 Electronics

Section 1.7.3 described applications of biosensors to assay lead in drinking water, which used

different methods to display results. Section 1.7.3.1 showed how a mobile phone camera acquired

images of the biosensor response and Section 1.7.3.2 described how a lateral flow assays (LFA) test

displayed the results of the assay.

In our project, CMOS sensors are employed, as described in Section 2.2, to acquire images of the

biosensor response. These images are subjected to processing and analysis. The biosensor response

exhibits a proportional relationship with the concentration of lead in the water sample. Therefore,

as the concentration of lead increases, the biosensor will emit a greater amount of blue light upon

interaction with more analytes. This light is captured by the CMOS sensor. The property of the

image that is analysed is saturation, which refers to the colorfulness of a stimulus in relation to its

own brightness [129]. These methods are described in detail in Chapter 5 and Chapter 6.
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2.2 Semiconductor detectors

When atoms combine to form a solid, each of the individual atom’s energy levels become continuous

energy bands [49, 52]. An electron in this material is confined to these bands, which can be

separated by forbidden regions, where there are no electron energy levels [49, 51]. The band

containing the outer-shell electrons is the valence band. The band above it is the conduction

band, where electrons can move freely between atoms, resulting in an increase of the electrical

conductivity of the material [51].

Materials can be classified as conductors, insulators and semiconductors depending on the size

of energy bandgap between the valence band and the conduction band – Figure 2.6. In conductors,

the valence band is partially filled and it overlaps with the conduction band, thus electrons can

move freely between these bands – Figure 2.6 a) [49]. Magnesium, sodium, iron and copper are

examples of conductor materials [52, 130]. In insulators, the valence band is completely full and

there is a bandgap between the valence and conduction bands with an energy of 5 eV – Figure 2.6

b) [51, 52, 131]. At room temperature conditions (300 K), few electrons can obtain an energy equal

or greater than 5 eV to reach the conduction band [52]. In semiconductors, the valence band is full

but the bandgap between the valence and conduction bands has an energy of 1 eV – Figure 2.6 c)

[51, 52, 131]. Thermally excited electrons are capable of crossing the bandgap to the conduction

band, thus the conductivity of a semiconductor is proportional to temperature [49, 51].

Figure 2.6: Band structure for conductor, insulator and semiconductor materials.
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2.2.1 Semiconductor properties

When an electron transitions from the valence band to fill a vacancy in the conduction band, it

leaves behind a hole [51]. The electron-hole pairs in semiconductors constitute the charge carriers

and are analogous to electron-ion pairs in gaseous detectors. The electron will have a negative

charge and the hole will have a positive effective charge therefore, if an electric field is applied to

the system, the charge carriers will move in opposite directions [51].

Semiconductors exhibiting electric conductivity solely from thermal excitation, without ionising

radiation, are referred to as intrinsic semiconductors [49, 51]. In this system the number of

electrons is equal to the number of holes. In practice it is impossible to achieve this system, as

residual impurities can be present in the material [51]. These impurities are atoms of another

element, called dopants, and their presence can increase the conductivity, extrinsic conductivity,

of the semiconductor [49].

The doping of materials, such as silicon, can result in the creation of N-type or P-type semi-

conductors.

Silicon is a tetravalent material which forms covalent bonds with the four nearest silicon atoms

in the lattice. A pentavalent impurity, such as a phosphorous atom, can be introduced, replacing a

silicon atom – Figure 2.7a. Four of its electrons are involved in covalent binding with neighbouring

silicon atoms but the fifth electron moves in the material lattice and forms a donor level below

the conduction band – Figure 2.7b [131]. Electrons from this level can be thermally excited into

the conduction band, increasing the electrical conductivity of the material [49]. Materials that

contain excess free electrons (majority charge carriers) due to the introduction of donor impurities

are called n-type (negative) semiconductors [49]. In this material, electrons and holes represent

majority and minority charge carriers, respectively [132].

(a) (b)

Figure 2.7: 2.7a Diagram of a silicon crystal showing a phosphorus donor impurity substituting a
silicon atom; 2.7b Donor levels created in the silicon by the introduction of a donor impurity [51].
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Conversely, a trivalent impurity, such as a boron atom, can be introduced to replace a silicon

atom – Figure 2.8a. This atom will have one fewer valence electron compared to the silicon atoms

in the material. This vacancy results in a hole that can move through the material, as electrons

will create holes when filling the vacancy caused by the impurity [49]. The impurity introduces

an acceptor energy level above the valence band which is filled by thermally excited electrons,

increasing electrical conductivity – Figure 2.8b [51]. Materials that contain a deficiency in free

electrons (minority charge carriers) due to the introduction of acceptor impurities are called p-

type (positive) semiconductors [49]. In this material, electrons and holes represent minority and

majority charge carriers, respectively [132].

(a) (b)

Figure 2.8: 2.8a Diagram of a silicon crystal showing a boron acceptor impurity substituting a
silicon atom; 2.8b Acceptor levels created in the silicon by the introduction of an acceptor impurity
[51].

2.2.2 Ionising radiation in semiconductors

A charged particle traversing a semiconductor will undergo ionisation energy loss, as described in

Sections 1.4.1 and 1.4.2, which creates electron-hole pairs along its path. For uncharged radiation

such as X-rays, the photons interact with target electrons, as seen in Section 1.4.3, which conse-

quently create electron-hole pairs [133]. The ionising energy w represents the amount of energy

lost by the interacting particle to produce one electron-hole pair and is specific to the absorbing

material [51, 133]. Table 2.1 compares the average energy required for electron-hole pair creation

for different semiconductor materials. The number of electron-hole pairs N can be obtained by

dividing the absorbed energy E by w [133]:

N =
E

w
(2.1)

An advantage of the use of semiconductors as radiation detectors is their high energy resolu-
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Material w (eV)

Si 3.65
Ge 2.96
GaAs 4.2
CdTe 4.43
Diamond 13.1

Table 2.1: Energy required for electron-hole pair creation for silicon, germanium, gallium arsenide,
cadmium telluride and diamond [134]

tion. In silicon and germanium semiconductors an energy of ∼3 eV will create an electron-hole

pair compared with ∼30 eV necessary to create an electron-ion pair in gas detectors [51]. Thus,

semiconductor detectors will have ten times more charge carriers than gas detectors, for the same

deposited energy E. Semiconductor detectors present compact sizes, an effective thickness that

can be built to suit the experiments needs and fast timing characteristics [51].

2.2.3 Semiconductors as radiation detectors

If an electric field is applied across a semiconductor, the electrons and holes created by ionising

radiation will move in opposite directions [51]. The displacement of the carriers will create a

current that will be present in the system until they are collected at the edges of the detector,

where electrodes connect to a detection circuit [51].

Semiconductors become useful radiation detectors when n and p-type semiconductors are

brought into contact, creating a diode junction [133]. Diode junctions constitute the basic compo-

nent of a solid state device [132].

This is achieved by diffusing acceptor impurities into an n-type material or diffusing donor

impurities into a p-type material. In the junction there will be a migration of majority charge

carriers in opposite directions, i.e. motion of electrons from the n-type material into the p-type

material and the migration of holes from the p-type material into the n-type material [132]. This

will create a diffusion current (Idiff). At the junction, holes and electrons recombine, resulting

in the region becoming depleted of mobile charge carriers. This depleted region of the system

contains static uncompensated ions, constituting a space charge [132]. An electric field is created

by these ions, which will decrease the tendency for further electron-hole migration [132]. This field

causes a current in the opposite direction of Idiff, referred to as drift current (Idrift). At equilibrium

between Idiff and Idrift, no further migration will occur and a "steady-state" is established, with

the junction exhibiting high resistivity and the other parts of the semiconductor presenting low

resistivity [51, 132]. The depleted region represents the active volume of a semiconductor detector

and any electron-hole pairs created within it by ionising radiation will migrate to the boundaries

of the detector, contributing to the Idiff and creating an electric signal [133].
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This junction is referred to as an unbiased junction – Figure 2.9a. It is an inefficient detector

because the depletion region is small, the capacitance in the junction is high and the electric field is

low, thus being unable to collect charge carriers that are lost due to recombination with vacancies

in the material [51, 133].

When an external voltage is applied, with a higher potential applied to the p-side and a lower

potential applied to the n-side, a forward bias junction is created [132] – Figure 2.9b. The entire

system remains electrically neutral and the potential difference is only relative to both sides of the

junction. The presence of this external field will enhance Idrift relative to Idiff and thus enable the

motion of the majority charge carriers into the depleted region, reducing its size. The potential

barrier between the n-side and p-side of the junction will be reduced, allowing the motion of

minority carriers across the junction, thus creating a current across it [132].

If an external voltage is applied, with a more negative potential applied to the p-side and a

more positive potential applied to the n-side, the bias of the junction is reversed, improving the

performance of the detector [131, 133]. A reversed bias junction will be created – Figure 2.9c. The

external voltage increases the electric field in the depleted region and the majority carriers will

move away from the depleted region, increasing its size [132, 133]. The energy of the electrons in

the p-side will increase and the energy of the electrons in the n-side will decrease, thus increasing

the potential difference between the two regions and making Idrift small [49, 51, 132]. If the external

voltage increases, the width of the depletion region increases, the junction capacitance decreases

and the detection performance improves, as a larger depletion zone corresponds to a larger sensitive

volume for radiation detection [135]. However, if the external voltage is increased continuously,

a point of breakdown in the junction will be reached in which minority carriers can move freely

across the junction, increasing Idrift and making the junction conductive [51, 132]. This voltage is

referred to as breakdown voltage and should be avoided as it damages the semiconductor material

and damages the detector performance, thus decreasing the energy resolution [51, 132].

Semiconductor diodes are used in many devices, such as zener diodes, light emitting diodes

(LED), solar cells, etc [132]. They can be built with different materials mentioned in Table 2.1.

Silicon is the material best suited for particle or radiation detection [136]. Silicon has a bandgap

energy of 1.12 eV between the valence and conduction bands, which is greater than the energy

resultant from thermal oscillations at room temperature of 25.9 meV [137]. Therefore, silicon does

not require cooling, unless being operated in ultra-low noise conditions or to mitigate radiation

damage. Silicon has a low density 2.33 g/cm3, and a large radiation length, as seen in Tables 1.3

and 1.4 [136]. Other materials, such as GaAs, are preferred over silicon when a large quantum

efficiency, introduced in Section 2.3.3.1, is required for high energetic photons in the keV region

[136]. Germanium is preferred over silicon in experiments which require a high energy resolution
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(a)

(b)

(c)

Figure 2.9: Diagram of a diode junction showing the n-side, p-side and depleted region in 2.9a
unbiased conditions; 2.9b forward biased conditions and 2.9c reverse biased conditions
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as it presents a smaller band gap energy of 0.7 eV [136]. However, it requires cooling to reduce

thermal oscillations. For the purposes of this thesis, I will focus on silicon photodiodes used in

CMOS image sensors. A description of how semiconductor germanium detectors work will be

shown in Chapter 4.

2.2.4 Photodiodes

Photodiodes are reversed bias diode junctions that absorb light and convert it to electrical energy

[132] – Figure 2.10a. When photons hit the surface of a semiconductor, electrons are excited

from the valence band to the conduction band if the energy of the photon is greater than the

bandgap energy. The excited electrons will create holes in the valence band, therefore the incidence

of photons will increase the number of mobile electron-hole pair charge carriers in the material

[132]. As an electric field is present in the semiconductor, the mobile charge carriers will move

through the material towards their majority sides, creating a reverse-bias current. An increase of

optical excitation leads to an increase in the reverse-bias current, thus photodiodes can be used as

photodetectors [132].

Even when there are no photons present, there is some diffusion current flowing through the

semiconductor, derived from the motion of minority carriers. This reverse leakage current is referred

to as dark current, in the context of photon detectors [132]. Dark current is dependent on the

reverse supplied voltage, the resistance of the junction and the ambient temperature [132].

PIN photodiodes and avalanche photodiodes constitute semiconductor devices with structure

variations of the photodiode described in this section [132].

2.2.4.1 PIN photodiodes

This device contains p and n regions separated by a lightly doped intrinsic region [132] – Figure

2.10b. The depletion region extends into the intrinsic region therefore increasing the active volume

of the semiconductor available to capture photons and, by extension, the detector’s sensitivity,

when compared to the diode junction described in Section 2.2.4.

2.2.4.2 Avalanche photodiodes

Avalanche photodiodes (APD) present a similar structure to PIN photodiodes, with an added

internal gain mechanism that amplifies the reverse-bias current. The diode has a p+ π p n+

configuration [132] – Figure 2.10c. The p+ and n+ regions are heavily doped with low resistance.

The π region is lightly doped and considered to be intrinsic.

Photons pass through the p+ region, hitting the π region, creating electron-hole pairs. In the

p-n+ region, the depletion region increases with the reverse bias voltage increase. With further
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(a) (b)

(c)

Figure 2.10: Side view schematic of a 2.10a photodiode; 2.10b PIN photodiode; 2.10c APD photo-
diode

reverse bias voltage increase, the depletion region is wide enough to reach the π region. The electric

field becomes very high and the electron-hole pairs generated by the photons have enough energy

to create further electron-hole pairs in an avalanche effect. This ensures high current gain due to

charge carrier multiplication.

2.3 CMOS image sensors

The scope of this project includes the utilisation of two distinct types of CMOS imaging devices:

the Neo sCMOS, designed for low-noise imaging of electromagnetic radiation within the visible

band and the OV2640 device, which images the visible band under standard noise conditions. The

Neo sCMOS will be described in detail in Chapter 3 and the OV2640 will be covered in Chapter

5. The latter works in tandem with a biosensor, the workings of which where explained in Section

2.1.

CMOS devices are composed of an array of pixels, with each pixel containing one photodiode

and a row selecting (RS) transistor, which acts as a switch. The pixel arrays are enclosed by

vertical (Y) and horizontal (X) scan circuits that can access the sensor line-by-line. The sensor

also contains an output amplifier [138] – Figure 2.11.

Silicon is used to manufacture CMOS devices, although sensors which use Germanium based

substrates have been reported in literature [139].
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Figure 2.11: 2D CMOS image sensor schematic architecture [138]

2.3.1 Working principle

A CMOS sensor operates in the following manner, and as seen in Figure 2.12 [140, 141]:

• Before exposure starts, the photodiodes are reverse biased to a high voltage ∼3 V. The pixels

are reset, and exposure can begin.

• During exposure, photons travel through the sensor and are absorbed by the silicon, gen-

erating electron-hole pairs. The electric field present in the junction will separate the two

charged carriers. Electrons will move to the n-side and holes will move to the p-side of the

diode. This will result in the decrease of the reverse voltage across the photodiode.

• When the exposure ends on the photodiode, the remaining reverse voltage is measured, and

the difference between this final value and the original reverse voltage value is a measure

of the number of photons that were absorbed during exposure. Following this process, this

value, which represents the signal voltage, is amplified.

• The pixel array is accessed one row at a time via the RS transistors and, at the bottom of

the array, the signal voltage of each individual pixel is read one by one. This type of readout

process is known as rolling shutter.

• The signal voltages for all pixels are supplied to an analogue output amplifier and an ADC.

The ADC works as follows: the signal that needs to be converted, VIN , is compared to an

analogue ramp signal, Vramp, which is generated by a digital counter. When VIN and Vramp

have the same value, the counter stores the value into the device’s memory. Data stored in

memory is therefore the digital value corresponding to VIN and is referred to as grey level.

The ADC rate is known as gain [142]. For example, if 100 electrons are converted to 200

grey levels, the sensor has a gain of 2.
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• The grey levels can be mapped and displayed on a computer monitor as an image [142].

• Before a new exposure begins, the photodiodes are reset again i.e. discharged.

Figure 2.12: Diagram of CMOS sensor operation. Photons travel through the sensor and create
electron-hole pairs. Quantum efficiency is the percentage of photons that create electron-hole pairs
and is described in detail in Section 2.3.3.1. The electrons are converted into a digital signal via
an ADC. The digital signal can be displayed in a computer monitor. [142]

A drawback of CMOS sensors using rolling shutter as the readout process of the pixel arrays is

that exposures for each pixel row begin and end at different times. This creates motion artefacts in

the resulting image which are difficult to compensate for [138]. Global shutter has been developed

for CMOS sensors, which allows for all pixels to start and end the exposure at the same time.

2.3.2 Photon shot noise

CMOS sensors experience different sources of noise, with dark current being a source of noise

addressed earlier in Section 2.2.4. The Neo sCMOS exhibits capabilities in cooling the chip to

−30 ◦C, resulting in a low value of dark current – 0.015 e−/pixel/sec, at −30 ◦C. In contrast,

the OV2640 lacks cooling capabilities, leading to a comparatively higher dark current value –

4.88 e−/pixel/sec, at 60 ◦C.

Another important component of noise that should be considered is the photon shot noise.

This type of noise relates to the statistical variation in the amount of photons hitting the sensor

during exposure [138]. This process can be described by a Poisson distribution. Pixels receive an
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average amount of photons µγ during exposure which have a noise component σγ . The average

amount of photons and the noise are related by σγ =
√
µγ [138]. This relation holds when photons

are converted to electrons, as the average amount of electrons µe in the pixel will contain a noise

component σe, related by σe =
√
µe [138]. This source of noise is constantly present and influences

the maximum signal-to-noise ratio S
N possible for the sensor [138]:

S

N
=
µe
σe

=
µe√
µe

=
√
µe (2.2)

A minimum S
N of 40 dB is required for CMOS sensors used for consumer applications [138] and

is the value specified for the OV2640. A S
N value for the Neo sCMOS could not be found.

As the Neo sCMOS will be used as a radiation detector, maintaining low noise conditions is of

utmost importance. The OV2640 will be used for optical light detection without a cooling system,

therefore higher noise is expected.

2.3.3 Light sensitivity

Another consideration with CMOS sensors is their light sensitivity. Not all the photons that hit

the pixels are converted to signal voltage due to several aspects: some of the sections of the pixel

surface aren’t sensitive to incoming photons, as they house the readout electronics, some of the

photons hitting the pixel surface will not generate electron-hole pairs, as they can be reflected

on the pixel surface, and not every generated electron-hole pair will be collected at the edges of

the sensor, as they can recombine with other electrons and holes in the junction [138]. Several

techniques have been developed to overcome the challenges mentioned above: microlenses can be

placed on top of the pixels [143], inner-lenses can be built into the pixel during the fabrication

process [144], light guides can be placed on top of pixels [145] and CMOS sensors can be back-side

illuminated [146].

2.3.3.1 Quantum efficiency

The light sensitivity of a CMOS sensor can be quantified by its QE. QE is the percentage of

incident photons that a CMOS sensor can convert to signal voltage [147]. It is dependent on

the wavelength of the incident light and on the sensor’s semiconductor material. The absorption

depth of the material is related to the incident photon wavelength i.e. the penetration depth will be

shorter for shorter wavelengths [147]. Photons need an energy greater than the material’s band gap

energy to create an electron-hole pair. Silicon, with a bandgap energy of 1.12 eV, has a QE of 95 %

for incident photon wavelengths between 500 and 600 nm but lower QE for larger wavelengths [147].

To illustrate this, Figure 2.13 compares the QE of two epitaxial silicon materials (EPI - silicon in
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crystal structure), with thicknesses of 12 µm and 5 µm [148]. The material with greater thickness

and thus greater absorption depth presents a higher QE, specially at longer wavelengths.

Figure 2.14 shows the QE with respect to wavelength for the Neo sCMOS and it is briefly

discussed in Section 3.1. A similar plot could not be found for the OV2640 device.

Figure 2.13: QE vs wavelength for two epitaxial silicon materials, with thicknesses of 12 µm and
5 µm. The material with greater thickness and therefore absorption depth presents a higher QE
[148]

Figure 2.14: QE vs wavelength for the Neo sCMOS device [149]
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2.3.4 Active pixel and passive pixel sensors

There are two different types of CMOS image sensors: active pixel sensors (APS) and passive pixel

sensors (PPS).

APS are the most common type of CMOS image sensors. They use a transistor for each pixel

in the sensor that amplify the signal voltage and reduce noise [150]. PPS are the precursors to

APS and are readout without any amplification. As each pixel only contains a photodiode and a

switch transistor, the cost of the circuit is low [150].
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Chapter 3

Dosimetry and calorimetry

performance of a scientific CMOS

This chapter examines the performance of a scientific CMOS sensor, built for optical light detection,

as a radiation detector. Previous studies have shown that it is possible to use CMOS sensors to

distinguish between α-decays and other types of radiation, as well as counting events from different

radiation dosages [151]. Additionally, these sensors can provide good spatial resolution, since

they allow for a geometrical confinement of the received signal, for either X-rays or for charged

particles [152]. Gaseous detectors, used in high energy physics research, have been reported to

have conducted measurements with a hybrid use of charge and optical readout (CMOS sensors)

[153].

This chapter, which presents work published in [101], is structured as follows: in Section 3.1

technical details of the scientific CMOS sensor – Neo sCMOS [149] are provided; in Section 3.2 the

experimental set-up and measurement procedures are outlined; Section 3.3 describes the analysis

procedure – the steps taken to go from camera exposure frames to the reconstruction of the energy

deposited in the CMOS chip. Results from measurements with radioactive sources and a X-ray

tube are presented in Section 3.4. The general performance of the Neo sCMOS when exposed to

X-rays and γ rays is examined. As the camera has a glass lens before the sensor, α particles emitted

by the sources tested in Section 3.4 cannot be measured. The performance analysis includes a study

of the calorimetric capabilities of the camera, i.e. its capabilities to measure the energy of incident

photons and its energy resolution as function of the incident energy, as seen in Section 3.4.1.

Furthermore, this chapter describes the measurements of the background rate without any source

present, the minimal detectable rate with an 241Am source and the camera’s detection efficiency

for X-rays and γ rays, in Section 3.4.2. The measured efficiencies were used to make an estimate

on the sensor thickness in Section 3.4.2.4. The chapter concludes with a discussion of the results in
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Section 3.5 in which the sensitivity of the CMOS approach to measure lead concentration in water

down to the WHO limit of 10 ppb is addressed, based on potential trace radioisotopes present in

lead.

3.1 CMOS camera specifications

The Neo sCMOS camera [149] features a chip with 2560 × 2160 active pixels, each with a height

and width of 6.5 µm. The active size of the sensor is 16.6 × 14.0 mm2 (height × width). Each

pixel in the Neo sCMOS’s chip has a typical well depth of 30× 103 e− (electron) and is equipped

with its own micro lens. The micro lens array ensures that light arriving at the chip’s surface is

focused into the active region of the pixels. As addressed in Section 2.2.3, silicon can be cooled

to operate in ultra-low noise conditions to improve energy resolution. The Neo sCMOS’s cooling

system allows cooling of the chip to −30 ◦C in a room temperature environment. Connecting an

external water cooling system allows a minimal temperature of −40 ◦C to be reached. The dark

current is 0.015 e−/pixel/ sec at −30 ◦C and 0.01 e−/pixel/ sec at −40 ◦C. Groups of hardware

pixels (2 × 2, 3 × 3, 4 × 4, 8 × 8) can be binned together, prior to readout, to reduce the overall

contribution of readout noise and increase readout speed. These are read together as one readout

pixel. Table 3.1 lists the operating parameters for the CMOS during the measurements presented

in this chapter. They were chosen for several reasons: a readout binning of 4×4 was preferred over

1 × 1 due to limitations of the data transfer rate and to optimise data processing; the number of

exposures and exposure time were chosen to ensure enough γ ray and X-ray events were recorded

to result in a clear peak in the energy spectra.

No information on the cross section of the camera chip, i.e. its different layers and the thickness

of the active silicon, is provided by the supplier. Information on the QE is only available for

radiation in the wavelength range from 300 nm to 1000 nm and not for short wavelengths (X-ray

and γ ray energies). It is not known how layers on top of the silicon (i.e. the micro lenses) affect

a measurement of X-rays / γ rays. The thickness of the sensor was assessed by comparing the

measurements to toy Monte Carlo simulations treating the camera as only one silicon layer, as

described in Section 3.4.2.4.

3.2 Experimental description

CMOS data for radioactive source measurements were acquired inside a dark box, with dimensions

of 244 cm×122 cm×122 cm (L×W×H). The large size of the box allows the distance between the

radioactive source and the camera to be increased up to ∼2.5 m. This permits a measurement of

the minimal detectable source activity to be made, as described in Section 3.4.2.2. The camera was
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Setting Value

Temperature −30 ◦C
Readout binning 4× 4
Exposure time 10 s
Camera to source distance 1.75± 0.04 cm
Number of exposures / data taking run 100

Table 3.1: Default settings of Neo sCMOS camera during all measurement runs. Runs with different
settings are explicitly noted.

(a)

(b)

Figure 3.1: 3.1a Photograph and 3.1b diagram of the source holder and the Neo sCMOS camera
in the dark-box.

Figure 3.2: The Neo sCMOS in the LD Didactic X-ray apparatus (554 800) – the blue lines are
for the water cooling circuit, which is not necessary for operation in the dark box.
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positioned inside the box as shown in Figure 3.1 and all data was taken whilst the box is closed.

Several calibration sources were used to understand the camera’s behaviour and to obtain different

spectra for calorimetry. Background data was taken without any sources and 241Am, 55Fe, 210Pb,

133Ba and 137Cs sources were also used. Data taking with the X-ray tube was performed under

dark-box conditions, in a different enclosure, shown in Figure 3.2 and described in Section 3.2.1.

Prior to a data acquisition run the camera was cooled to −30 ◦C and the respective source was po-

sitioned in front of the camera, with the source aligned with the chip centre, as seen in Figure 3.1a.

The NEO sCMOS was controlled via a cable, which was fanned out of the dark-box and connected

to a custom PCIe card hosted in the data acquisition computer. The Andor SOLIS for Imaging

software package was used for the data acquisition and to set the camera’s parameters [154].

3.2.1 X-ray data taking

A LD Didactic X-ray apparatus (554 800) [155] was used for the X-ray data taking. Figure 3.2

shows the camera inside the apparatus. The door to the compartment containing the camera

was closed before data taking and the compartment was sealed light-tight. The X-ray tube and

camera developed substantial heat, therefore the camera’s water cooling was used to ensure stable

operation at −30 ◦C. The rate of X-rays of the apparatus was larger than the rate of any of the

other radioactive sources used, allowing shorter exposure times than stated in Table 3.1: 0.004 s

and 0.025 s.

The anode in the X-ray tube was made of Mo, with its characteristic Kα and Kβ lines at 17.41 keV

and 19.61 keV, respectively. Data was acquired with Cu and Zr filters between the X-ray tube and

the camera. The observation of absorption edges adds more energy measurements in addition to

the two X-ray lines, which makes these tests valuable for the energy calibration of the sensor. In

Section 3.4.1.1 the results with the X-ray source are discussed.

3.3 Data analysis

The camera control software produced files in the Flexible Image Transport System (FITS) format

[156]. Each FITS file can contain several frames, i.e. 2D arrays with one ADU measurement for

each camera pixel – shown in Figure 3.3. After data taking, frames were processed by python

code and CERN ROOT [157] routines. During normal data acquisition conditions several runs of

Nf = 100 frames were taken, as seen in Table 3.1.
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Figure 3.3: Raw frames (without any correction) recorded when no source of radiation is present,
i.e background (Figure 3.3a), and when the camera is irradiated with an 241Am source (Figure
3.3b). A zoom in x and y of Figure 3.3b is shown in Figure 3.6a. All images are zoomed on the
intensity scale, visible in the colour-bar to the right of each image. (Which means values larger
than 200 are displayed as 200.)

3.3.1 Frame background calculation

The image processing analysis corrected for the pixel pedestal in two steps, described in Sec-

tion 3.3.1.1 and Section 3.3.1.2, found clusters of signal pixels, described in Section 3.3.2, and

measured the energy within each cluster. These clusters were identified by their difference to the

remaining pedestal value, after the corrections.

3.3.1.1 Column correction

The first step of the analysis was to correct for the raw image pedestal, which is defined as the

background ADU measurement in each pixel in the absence of a source. The ADU values of

each pixel in a given column are correlated with each other, giving rise to the distinct columns in

Figure 3.3. This is due to the rolling shutter readout introduced in Section 2.3.1. The mean column

value 〈C 〉col (x, nf) and its standard deviation σCcol (x, nf) for each column were calculated:

〈C 〉col (x, nf) =
1

Ny

Ny∑

y=0

C(x, y, nf) (3.1)

σCcol (x, nf) =

√√√√ 1

Ny − 1

Ny∑

y=0

(C(x, y, nf)− 〈C 〉col (x, nf))2 , nf = j, x = k (3.2)

where C(x, y, nf) is the charge, in ADU, measured by a pixel at a given x, y position in frame nf. The

column coordinate and the frame number were fixed (x = k, nf = j) while the sum runs over the

row coordinate (y = 0 . . . Ny). After a first calculation of the column mean and standard deviation

using Equation (3.1) and Equation (3.2), all pixel values C(k, y, j) 6∈ 〈C 〉col (k, j)± 5 · σCcol (k, j)

were excluded and 〈C 〉col (k, j) and σCcol (k, j) were calculated again until σCcol (k, j) changes less
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Figure 3.4: 3.4a Histograms of the raw pixel values C of all pixels in the frame in Figure 3.3a
(BKG C), Figure 3.3b (241Am C), and of the Ccol sub values calculated for the data in these frames
using Equation (3.3). 3.4b Histogram of the Ccol sub values after time-series subtraction (T , form
Equation (3.4)).

than 0.5 % between two iterations. This iterative approach is necessary to exclude pixels with a

high charge value as e.g. hot pixels – transient high values in a certain x, y position – or pixels

with a higher charge value due to a signal induced by incident radiation. In the zoomed image in

Figure 3.6a some pixels with a high charge value are visible with C ≥ 200. After the final mean

and standard deviation were found, that mean was subtracted from each pixel value:

Ccol sub(x, y, nf) = C(x, y, nf)− 〈C 〉col (xk, nf) (3.3)

xk in 〈C 〉 indicates that the column mean is the same for all the C(x, y, nf) along a column with

x = k, i.e. in y direction.

The result of this column-pedestal correction procedure is shown in Figure 3.4a, for the raw data

of Figure 3.3. A raw frame recorded during data taking with no source and with 241Am has a

mean of 129± 20 ADU and 130± 73 ADU, respectively, where the uncertainty is chosen to be one

standard deviation. After the column correction the mean moves to 0± 18 ADU and 0± 73 ADU,

respectively.

3.3.1.2 Time-series analysis

At this stage it is possible that there were still substructures in the recorded frames, e.g. pixels

which have, in every frame, a C value elevated over the neighbouring pixel’s values. These pixels

may be hot pixels or pixels with charge values of a few 100 ADU. To correct for these a time-

series approach was adopted: all charge values Ccol sub(x, y, j) in the nf = j frame in a run, with

Nf frames in total, were subtracted from their corresponding values in the nf = j + 1 frame,

74



0 200 400

x [bin nb]

0

100

200

300

400

500

600

y
[b

in
nb

] image 10 timeSeries

−50

0

50

100

150

200

(a) BKG

0 200 400

x [bin nb]

0

100

200

300

400

500

600

y
[b

in
nb

] image 10 timeSeries

−50

0

50

100

150

200

(b) 241Am

Figure 3.5: Pair wise subtracted frames (cf. Section 3.3.1.2). The same frames as in Figure 3.3
are shown to illustrate this next step in the background rejection procedure. More high intensity
points in the 241Am frame than in the BKG frame are visble, when comparing the two plots.

Ccol sub(x, y, j + 1). The result were Nf − 1 frames with pixel intensities T (x, y, nf) given by

T (x, y, nf) = Ccol sub(x, y, nf)− Ccol sub(x, y, nf + 1) nf = 0 . . . Nf − 1 . (3.4)

The time series pair-wise subtraction removed effects that are persistent in time. Transient

features, e.g. radiation from a source, may create negative entries during this procedure, cf Fig-

ure 3.6b. This can be tolerated as long as the source rate is not too high such that transient

features occur at the same x, y coordinate in two subsequent frames. Figure 3.4b shows the effect

on the 1D charge distributions. The tails of the distributions change due to the subtraction of

transient pixels with a high charge value. This leads to a mean of 0± 21 ADU and 0± 112 ADU

for the time-series corrected frame with no source and 241Am, respectively. The standard deviation

increases, as there are more negative pixel values in the distribution from the pairwise subtraction

of transient features.

3.3.2 Clustering

The data, corrected for column and time-series subtraction following Equation (3.3) and Equation

(3.4), were searched for clusters. A cluster is defined as one or more spatially adjacent pixels which

have a charge value larger than the remaining pedestal value.

3.3.2.1 Threshold calculation

The threshold value was constructed by a data driven method: All Nf− 1 individual values a pixel

at coordinates x = m, y = i measures over the course of a run were checked. In the notation

introduced before, these values correspond to all T (x, y, nf), where x and y are held constant and
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nf runs from 0 to Nf− 1. From these charge values a run-averaged pixel pedestal value p(x, y) and

its standard deviation σp(x, y) were calculated for all pixels at coordinates x, y.

p (x, y) = 〈T 〉 (x, y) =
1

Nf − 1

Nf−1∑

nf=0

T (x, y, nf) (3.5)

σp (x, y) =

√√√√ 1

Nf − 2

Nf−1∑

nf=0

(T (x, y, nf)− p (x, y))2 , x = m, y = i (3.6)

This is an iterative procedure, similar to what is done to calculate the column mean. From

subsequent iterations all pixel values T (x, y, nf) 6∈ p (x, y) ± 5 · σp (x, y) are rejected when using

Equation (3.5) and Equation (3.6) to (re)calculate p(x, y) and σp (x, y). Both values are regarded as

final when σp (x, y) changes less than 0.5 % between two iterations. While p(x, y) is by construction

close to zero for column subtracted and time-series subtracted data, σp (x, y) has a minimal value

slightly above 6 ADU and most probable value between 14 ADU and 15 ADU, skewed towards

higher values. Without time-series subtraction and column correction, the pedestal values and

their standard deviation for every pixel should allow discrimination between background and a

charge signal, provided the fluctuations of the background are randomly distributed. However, the

column mean of a specific column changes from exposure to exposure, motivating the approach

described here. The camera’s manual states a read noise RMS value of 1.5 e−. Converting to ADU,

∼2.24 ADU is obtained, using the conversion factor of 0.67 e−/ADU as specified by the supplier.

The modification of this RMS value by the column correction and the pair-wise subtraction have

to be taken into account before comparing the RMS to σp (x, y). While the corrections described

in Section 3.3.1.1 lead to a negligible reduction of the RMS, the pairwise subtraction described in

Section 3.3.1.2 increases the resulting RMS by a factor of
√

2. The smallest measured σp (x, y)

value of & 6 ADU is larger than this expectation of 3.17 ADU, indicating that the corrections

applied here do not remove all noise contributions other than the read-noise.

3.3.2.2 Cluster finding

The cluster finding algorithm employed two values, a seed and a skirt pixel threshold intensity.

The seed is a higher threshold value designed to quickly find the cluster’s largest charge values.

The skirt is a lower threshold value designed to find potentially dimmer adjacent pixels to the

seed pixel associated with the cluster. The following threshold condition was used to discriminate

whether a pixel value T (x, y, nf) was part of the background or part of the charge deposit of a

signal e.g. by radiation incident on the chip:

T (x, y, nf) > p (x, y) + k · σp (x, y) k = kseed ∨ kskirt (3.7)
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Figure 3.6: Detail view 3.6a of the frame in Figure 3.3b – raw frame without corrections applied
– and 3.6b of the frame in Figure 3.5b, pair wise subtracted frame. 3.6c Identified clusters in the
zoomed image shown in 3.6b using kseed = 10 and kskirt = 3 as parameters for the cluster finding
thresholds, cf. Section 3.3.2, Equation (3.7). The scale to the right of the image shows the cluster
number.

Two cases (kseed or kskirt) are distinguished for the multiplier k. First, the factor to find the seed

pixel for a cluster (kseed). After the seed pixel has been found its vicinity is checked for pixels

fulfilling Equation (3.7) with kskirt, where kskirt ≤ kseed. All contiguous pixels with charge values

larger than the skirt threshold, as well as the seed pixel, constitute one cluster. For each cluster

its defining properties are stored, such as size, charge, x, y position, frame number, pedestal value

and an identification number (cf. Section 3.4). Figure 3.6c shows the clusters identified in the

previously shown zoomed image of a frame taken with the 241Am source.

The parameter kseed and kskirt were optimised using background data, while aiming for a low

cluster count per recorded frame and a small cluster size. Clusters in the background data are

due to cosmic radiation passing through the chip, noise fluctuations and radiation from natural

radio-isotopes. For these sources a cluster with a small size is expected – especially since 4 × 4

readout binning is used – since γ- and X-ray photons should deposit their energy localised and it

is not likely that cosmic muons or β particles pass exactly parallel through the chip [158]. With

kseed = 10 less than 0.5 clusters per frame are found while a further increase to e.g. kseed = 20

does not result in a further reduction. The cluster size decreases exponentially with kskirt and

approaches a mean of ∼3 clusters for all tested kseed values. The change is no longer significant

for kskirt ≥ 3. Therefore, kseed = 10 and kskirt = 3 were used during analysis. Using kseed = 10

and kskirt = 3 reduces the amount of background clusters found as stated before. When combined

with additional cuts on cluster properties, as discussed in Section 3.4, these cluster finding settings

allow to create almost background free samples.

3.3.2.3 Cluster parameters

For each cluster, the following properties were stored:

• the frame number
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Energy Source Intensity

13.8 keV Np: Lα1, X-ray
17.8 keV Np: Lβ1, X-ray
20.8 keV Np: Lγ1, X-ray
26.3 keV 241Am: γ 2.3 %
59.5 keV 241Am: γ 35.9 %

Table 3.2: Expected lines in the decay spectrum of 241Am based on data from [44, 159]. Np
X-rays in the energy region from 11.87 keV to 22.4 keV are expected to make up for another 37 %
of intensity [44]. The X-ray energies are approximate and are composed of several overlapping
lines. Therefore no intensities are given, since these require assumptions on the detector’s energy
resolution.

• the cluster number, which is a counter for all clusters in one frame

• the x/y position, i.e the coordinates of the seed pixel

• the cluster size, i.e how many pixels make up a cluster

• the cluster charge, i.e the integral over all T (x, y, nf) in a cluster subtracted by the cluster

pedestal. In case of the time-series approach p (x, y) ∼ 0. Without the time-series approach

subtracting the cluster pedestal is essential since it is different from zero.

• the cluster pedestal, i.e the integral over all the clusters pixels’ p (x, y)

• the charge of the pixel with the highest charge in the cluster (maximal charge).

Figure 3.7a and Figure 3.7b show the cluster charge and the maximal charge without additional

cuts on cluster properties. In some data taking runs the camera took a short time to reach a

stable state. Therefore, as a precaution, clusters of the first five frames of each run were not used.

Occasional runs with no-stable camera conditions have in general been rejected.

Cluster charge and maximal charge spectra of the background data peak at a few 100 ADU,

seen in Figure 3.7b, and have a tail towards higher values. Their most probable cluster size is

∼2 pixel – Figure 3.7d. The shape of the spectra and the cluster size are compatible with the

expectations that the background counts are created by noise fluctuations and cosmic radiation

(muons) passing through the chip.

A clear peak-structure is observed in the case of the 241Am data in Figure 3.7a. The charge of

a cluster should be proportional to the energy deposited by the incident radiation. From 241Am-

decay energy spectra in the literature there should be five prominent lines [159, 160] at energies

stated in Table 3.2. The spectra presented here show five prominent peaks, which will be discussed

in detail in Section 3.4.1 – Figure 3.7, first column.
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Figure 3.7: The plots show cluster charge and maximal charge spectra for 241Am data in the left
column (3.7a, 3.7c, and 3.7e), and for background data in the right column (3.7b, 3.7d and 3.7f).
As energy unit kilo ADU, i.e kADU, is used. The live-time of the camera during the 241Am data
taking is 2470 s where the camera is radiated with the corresponding source, while the live-time
for the background data taking as 2945 s. The first row shows spectra containing all clusters, the
second row shows cluster charge spectra grouped by cluster size in logarithmic scale while third
row shows all data displayed in the first column, which passed a size > 2 cut. Note the larger
binning in the second column. The labels in Figure 3.7c have been omitted to enhance visibility,
but they match those in Figure 3.7d.
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3.3.2.4 Sizes of identified clusters

The peaks visible in Figures 3.7a and 3.7e sit on a floor which is itself related to the decay radiation

of the source. Examining the cluster charge spectrum as a function of the cluster size (Figure 3.7c)

shows that this floor is mainly due to clusters with a size of 1 and 2 pixels. For cluster sizes larger

than four pixels the peak heights decrease again. There is a correlation between cluster size and

cluster charge, i.e. energy deposited in the sensor. For increasing cluster size the ratio of clusters

with a large charge value to ones with a low charge value increases. Gamma radiation and X-rays

are expected to interact in the CMOS sensor and to release their energy locally. Therefore, the

observed cluster sizes are larger than expected, even more so, given the readout binning of 4× 4,

resulting side length per readout pixel of 4×6.5 µm = 26 µm each. As stated in Section 3.2 the exact

layout of the actual CMOS is not known – its different layers may lead to a spread of the charge

which reaches a few 10 µm. Incident radiation can e.g. be absorbed in a non-active layer of the chip

and then diffuse towards the collection zones. Another possible explanation is that a substantial

fraction of the incoming γ energy gets transferred to a few δ-electrons which can then travel more

than a pixel length in the sensor, while they produce further ionisation. It can be excluded that

the cluster size gets inflated by pixels accidentally assigned to the respective cluster. Comparing

the spectrum where only the most energetic pixel per cluster is shown (maximal charge) with the

cluster charge spectrum shows that the information from the lower energy pixels in a cluster is

needed to measure a spectrum with distinguishable peaks (Figure 3.7a and Figure 3.7e).

For the analysis of the Neo sCMOS’ calorimetric response the cluster size needs to be larger than

2 pixels to improve the quality of the peak spectrum and reduce noise contributions. Figure 3.7e

shows the data displayed in Figure 3.7a but with a size > 2 pixels cut. Approximately half of the

entries in the background spectrum are removed when this cut is applied to the background data

– Figure 3.7f vs Figure 3.7b.

3.4 Performance of the CMOS as radiation detector

3.4.1 Calorimetric capabilities of the Neo sCMOS

The camera response to 55Fe, 210Pb,241Am, 133Ba and 137Cs source radiation was examined to

determine the Neo sCMOS’ calorimetric measurement capabilities. Figure 3.8 and Figure 3.9 show

cluster charge spectra measured for these sources. To create these, the analysis procedures detailed

in Section 3.3 were applied to the raw frames and a cluster size larger than two pixels was required

for all entries in the plots.

The contribution of the source radiation to the spectra has to be disentangled from the contribu-

tion of the ambient background radiation. To this end, spectra obtained with radioactive sources
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(b) 241Am spectrum, counts scaled
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(c) 55Fe spectrum, counts scaled
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(d) 210Pb spectrum, counts scaled

Figure 3.8: 3.8a Combined plot showing an overview of different data sets acquired with the Neo
sCMOS. The live-time of the background (241Am, 55Fe and 210Pb, respectively) measurement is
29 450 s (24 700 s, 41 800 s and 30 400 s, respectively). The spectra are shown on a log scale for
better visibility since the rates of the sources vary as does the observed event rate. 3.8b, 3.8c, 3.8d
shows spectra for the respective sources. These spectra have been scaled to a live-time of 47 500 s
and are subtracted with the background spectrum scaled to the same live-time. Shaded regions
represent the statistical error. For all plots a cluster size > 2 pixels is required. The spectra in
3.8b and 3.8d illustrate furthermore the peaks fitted with Gaussian functions, cf. Section 3.4.1.1.
(Note that only the Gaussians are plotted, and not the additionally fitted backgrounds.)
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(b) 133Ba spectrum

0 10 20 30 40

charge [kADU]

0

500

1000

1500

co
un

ts
[/

1
0

0
A

D
U

]

(c) 137Cs spectrum

Figure 3.9: 3.9a Combined plot showing an overview of the different data sets acquired with the
Neo sCMOS. The live-time of the background, 133Ba and 137Cs measurements is 15 200 s. The
spectra are shown on a log scale for better visibility since the rates of the sources vary as does
the observed event rate. 3.9b and 3.9c shows spectra for the respective sources. These spectra
are subtracted with the background spectrum scaled to the same live-time. For all plots a cluster
size > 2 pixels is required. The spectra in 3.9b and 3.9c illustrate the peaks fitted with Gaussian
functions, cf. Section 3.4.1.1. (Note that only the Gaussians are plotted, and not the additionally
fitted backgrounds.)
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Source Activity (kBq)
241Am 344 ± 17
55Fe 98.6 ± 29.6
210Pb 185 ± 9
133Ba 83 ± 4
137Cs 161 ± 8

Table 3.3: List of sources used to assess the calorimetric capabilities of the Neo sCMOS, with
their activities shown at the time of measurement. Where the uncertainty on the initial source
activity is not known, a 5 % error is assumed.

and the background spectrum were normalised to the same live-time and then the background

spectrum was subtracted from the source spectra. The results are shown in Figure 3.8b to Fig-

ure 3.8d and in Figure 3.9b to Figure 3.9c. The activities of the radioactive sources are shown in

Table 3.3.

241Am: The clearest spectrum was obtained with the 241Am source. Americium-241 decays via

an α-decay to 237Np. There are many possible α-decays with different Q values from 5000 keV to

5500 keV [44], where the most probable (85 %) decay has an energy of 5485 keV. These α-decays

occur together with γ ray emission and X-ray emission by the 237Np atom [44]. Table 3.2 lists the

two γ energies with the largest yield per decay as well as X-ray lines measured in 241Am spectra

elsewhere. The CMOS chip of the Neo sCMOS camera is housed behind a glass window, with an

assumed thickness of 1 mm – therefore the α-particles will not reach the sensor, as the range of αs

of this energy is less than 100 µm [161]. The energy deposits measured with the 241Am source are

thus due to γ- and X-rays. Attenuation lengths for different γ- and X-ray energies are given in

Table 3.4.

55Fe: Iron-55 decays via electron capture to 55Mn [44]. After the decay, the electron shell re-

arranges to match the levels of 55Mn and to fill the hole from the electron capture. Auger-Meitner

electrons with an energy of up to 6 keV and X-rays of 5.9 keV and 6.5 keV are released. For these

X-ray energies the yield per decay is 16.6 % and 7 %, respectively. The background subtracted

spectrum in Figure 3.8c is compatible with zero. For low charge values, i.e low energy deposits,

the spectrum is more erratic – however, no clear peak can be identified. The photon absorption

in glass for energies ≤ 10 keV is estimated with the data from [162]. For a window of 1 mm and

2 mm, almost 97 % and 99.04 % of the X-rays are absorbed in the glass before they reach the chip,

respectively. Therefore, the non observation of any clear peak is most likely due to the X-ray

absorption in the Neo sCMOS window.

210Pb: Lead-210 decays via β− decay to 210Bi as mentioned in Section 1.2.2. The 210Pb source

holds the lead diluted in nitric acid in a small glass vial. It is not likely that any of the low energy
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Energy Attenuation length/
[keV] Range in Silicon

γ-/X-ray β−

10 111 µm 1.2 µm
15 365 µm 2.5 µm
45 7 mm 16 µm

Energy Attenuation length/
[keV] Range in Silicon

γ-/X-ray β−

60 12 mm 28 µm
100 20 mm 66 µm
1000 59 mm 2 mm

Table 3.4: Approximate ranges of γ rays and β−s (electrons) for typical decay energies in Silicon.
For the γ rays the attenuation length is calculated from the attenuation cross section given in [163]
using the density of silicon-dioxide. The same density is used to calculate the electron range from
the CSDA range for electrons given in [164].

β-radiation is detected by the Neo sCMOS, given that the decay electrons have to traverse the

liquid, the glass of the vial and the window of the Neo sCMOS before it can be detected by the

CMOS chip. Therefore, similarly to the 241Am source, only the X-rays and γ rays are measured.

The 210Pb spectrum in Figure 3.8d contains fewer counts than the 241Am spectrum (Figure 3.8b).

There are several factors contributing to this: First, the activity of the 210Pb source is a factor

of 1.85 lower than the activity of the 241Am source. The latter source also has a significantly

smaller extent – compared to the CMOS sensor it can be considered as a point source, while the

lead source extends over a vial of more than 1 cm length and 0.5 cm diameter. Additionally, the γ

yield for the two sources differs greatly – comparing ∼4 % to ∼36 % for the 210Pb 46.5 keV γ ray

and the 241Am 59.5 keV γ ray. To establish whether the 241Am and 210Pb spectra are consistent

with each other, we first need to establish the overall energy scale and compare peaks at a known

energy directly. This is done in Section 3.4.1.1.

133Ba: Barium-133 decays via electron capture to 133Cs, with γ and X-ray emission. 356 keV is

the γ energy with the largest yield per decay, 62.05± 0.19 %. X-rays decay with energies between

30.5 − 35.8 keV [44]. Two peaks consistent with the X-ray energies of 30.5 keV and 34.9 keV are

seen in Figure 3.9b. A third peak is also visible, at an energy of ∼ 21 keV. Literature returned no

X-ray or γ-Ray emission consistent with this value. A planar high purity germanium low energy

radiation detector was used to assess if this unknown peak was the result of a higher energy γ-Ray

emission being attenuated by the CMOS glass window. The unknown peak is visible, ruling out

any attenuation by the CMOS glass window or other artifacts. This unknown peak is observed

in [165], but there is no mention of its energy or origin, therefore it will not be considered when

calculating the energy response calibration in Section 3.4.1.1.

137Cs: The source decays via β− decay to 137Ba, with γ and X-ray emission. Its main γ decay

has an energy of 661 keV, with an yield per decay equal to 85.1 %. The X-rays decays have energies

between 31 − 37 keV. As seen in Figure 3.9c, the CMOS chip is capable of detecting the X-ray

energy of 31.8 keV and the β decay spectrum energy, up to the Q value of 174.32 keV, which has
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Figure 3.10: 3.10a Spectrum recorded with the molybdenum X-ray tube (cf. Section 3.2.1) as well
as fitted curves to establish the position of the Kα and Kβ peak. 3.10b The same data as in 3.10a
is shown together with data recorded when a Zr or a Cu filter is placed between the X-ray tube
with Mo target and the Neo sCMOS. For this plot all data has been normalised to a live-time of
50 ms and a cluster size > 2 pixels is required. Shaded regions indicate the statistical error.

a decay probability of 94.7 % [44]. This demonstrates that the CMOS is sensitive to energies of at

least 180 keV. It would be of interest to repeat these measurements with more energetic sources,

to understand if the CMOS can measure energies beyond 180 keV.

3.4.1.1 Energy response calibration

All the spectra presented so far are shown with analogue-to-digital units as unit of the deposited

energy in the detector. The Neo sCMOS’s manuals consulted during this work do not state a

conversion factor from ADU to energy in eV. However, the report [166] specifies a gain of either

0.59 e−/ADU or 0.67 e−/ADU according to the supplier. These gain values translate to a conver-

sion factor of either 2.154 eV/ADU or 2.446 eV/ADU, respectively, accounting for the W factor in

Si of 3.65 eV to create an electron-hole-pair [167]. To establish the exact energy scale, the known

energies of radioactive sources from literature were matched to the ADU values at which peaks

are observed. All discernible peaks in the cluster charge spectra were fitted with a Gaussian curve

and their mean energy, εpeak, and σ was extracted. Table 3.5 lists all peaks used for this analysis

and the result of the fits. The Gaussians are plotted in Figure 3.8b, Figure 3.8d, Figure 3.9b,

Figure 3.9c and Figure 3.10a. The fits were done locally – in the ranges from εmin to εmax as

specified in Table 3.5 – and where necessary a polynomial of order one was added to the Gaus-

sian curve to account for the floor due to other radiation. For the peaks at the high energy end

of the 241Am and 210Pb spectrum an error-function was used instead of a polynomial – Figure 3.11.

The second, independent, dataset to obtain the energy scale calibration used measurements

where the CMOS was irradiated by an X-ray tube, described in Section 3.2. For the spectra
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obtained with the X-ray tube using only Gaussian fits with a local background was not sufficient

– Figure 3.10a: the two characteristic peaks of the molybdenum X-ray tube are expected to be

located on top of the bremsstrahlung spectrum of the tube. For low X-ray energies the camera has

negligible calorimetric capabilities as seen in the measurements with the 55Fe source – previous

section, Figure 3.8c. Hence, the Neo sCMOS should become efficient for X-rays of the molybdenum

X-ray tube somewhere after∼6 keV – from that point onwards there should be an increasing number

of counts due to bremsstrahlung and eventually the molybdenum Kα and Kβ peaks at 17.4 keV

and 19.6 keV, respectively. Figure 3.10a shows the spectrum, the fit to the spectrum, and the fit’s

components. An onset of counts is observed at ∼5 kADU however, no clear double peak structure

is observed. As there is no clear expected functional shape for the bremsstrahlung contribution, it

is modelled as the minimal functional addition (Brems(ε)) needed so Brems(ε) + Gauß(ε)Kα +

Gauß(ε)Kβ fits the data well.

Brems (ε) = p0 · exp

(
−1

2

(
ε− p1
σ

)2
)

+ p2 ·
(

1− erf
(
p3 · (ε− p4)

))
+ p5 · ε+ p6 (3.8)

Gauß(ε)Kj = pj0 · exp


−1

2

(
ε− εjpeak

σj

)2

 j = α ∨ β (3.9)

In these equations ε is the cluster charge, or energy deposited in the chip, in ADU. The parametri-

sation (3.8) for the bremsstrahlung contribution yields the lowest χ2/Ndof of 4.62 for the total fit of

Brems(ε) +Gauß(ε)Kα +Gauß(ε)Kβ to the data, whilst all fit parameters are free. The extracted

parameters of the two K lines (εpeak, σpeak) are listed in Table 3.5.

Using a Cu or a Zr foil to filter the molybdenum X-rays results in the spectra shown in Figure 3.10b.

The absorption edges of those two elements for energies higher than ∼6 keV are at 8.98 keV (Cu)

and at 18 keV (Zr). The shape of the spectrum recorded with the Cu filter does not feature a

drop which can be identified with an absorption edge – the edge is thus placed in the energy range

where the Neo sCMOS is not sensitive to allow X-ray calorimetry. There is a larger reduction of

counts for energies . 7 kADU, relative to the not filtered spectrum and the one with the Zr filter.

After, the number of counts increases again. Starting from low energies, the shape of spectrum

with the zirconium filter matches the un-filtered spectrum, until the edge at ∼7.5 kADU. This

drop is identified with the Zr absorption edge. The ADU value at which the amplitude reaches

the 50 % value between maximal peak height and the floor in the spectrum is taken as its energy

position –Table 3.5. The uncertainty on the edge’s position is taken to be half of the ADU range

between the edge’s 10 % and 90 % value.

Figure 3.11a displays the measured charge values plotted against their expected energies for

all peaks and edges in Table 3.5. Fitting a linear function without an axis intercept to these
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Figure 3.11: 3.11a Comparison between the expected and the measured peak and edge energies
(εpeak) in Table 3.5. One σpeak of the peak is used as uncertainty for εpeak and the red line
through the points is a fit without an additional axis intercept. 3.11b Measured energy resolution
(σpeak/εpeak) as function of the measured peak position. The boxes indicate to what spectrum a
given peak belongs to.

points yields the conversion factor from eV to ADU (and vice versa) to be 0.406± 0.001 ADU/eV

(2.463± 0.007 eV/ADU). For this fit χ2/Ndof is 1.71 while using a function with an intercept

results in a χ2/Ndof of 0.54, an intercept of 0.42± 0.09 keV, and a slope of 2.426± 0.008 eV/ADU

(0.41± 0.01 ADU/eV). These values are compatible with the conversion factor mentioned before,

although slightly different from an intercept of zero. In the next sections the conversion factor

without an intercept is favoured over the conversion with an intercept, since the low χ2/Ndof in

the latter case indicates over-fitting.

The measured conversion factors matches well with the higher of the two gain values discussed

before, i.e. 2.446 eV/ADU which is located between the two different fit values. This agreement

is taken as another reason to use the conversion factor determined without an intercept, given the

supplier does not specify an offset.

3.4.1.2 Energy resolution

In Figure 3.11b the energy resolution is shown as σpeak divided by their positions εpeak – Table 3.5.

The uncertainty of the fit represents the uncertainty on σ while σpeak itself is used as the uncertainty

of the peak position εpeak. The uncertainty on the energy resolution, ∆ (σpeak/εpeak) includes both

of these contributions. For the most part the resolution is better than 2 %. Outliers from this trend

are the two molybdenum X-ray lines and the Np, Lγ1 line (at ∼20 keV). The two X-ray lines are

extracted from a more complicated fit with the worst χ2/Ndof and the uncertainty on their σpeak

values is likely to be underestimated.
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3.4.2 Radiation detection efficiency

In this section the minimum detectable decay rate is quantified using the Neo sCMOS, and the

efficiency of the sensor as a detector for γ- and X-rays is measured. Both are done using the 241Am

source, as this source has a well suited activity and an energy spectrum with clear peaks.

3.4.2.1 Geometric acceptance of the experimental set-up

The fraction of the 241Am activity detected by the sensor depends on the source-detector distance.

The geometric acceptance (εG) is calculated assuming the 241Am emits radiation as a point source,

as

εG =
Aspherical cap

Asphere

Acamera

A© camera plane

=
0.0889 cm2

r2
(r in cm)

(3.10)

The calculation of this expression exploits the sphere into which the source emits radiation and

its intersection with the plane of the camera chip. Therefore, Asphere is the surface area of that

sphere, Aspherical cap is the surface area of the base of the spherical cone covering the camera chip,

A© camera plane is the corresponding surface area of an otherwise similar cone with a flat base and

Acamera is the surface area of the camera and r is the camera to source distance - Figure 3.12.

Figure 3.13 compares the analytical estimate of Equation (3.10) with a toy Monte Carlo simu-

lation, showing good consistency. The simulation assumed a source with a radius of 6.2± 0.1 mm

that decays 1200 times. It calculated the geometric acceptance for decays between distances of

1.75± 0.04 cm and 258.55± 0.04 cm.

3.4.2.2 Minimum detectable decay rate

Data is acquired for 3800 s each at distances from 1.8 cm up to 258.6 cm between source and sensor.

The detected spectra, the inferred incident activity using the geometric acceptance from Equation

(3.10) and the known source activity are shown in Figure 3.14. At a distance of 258.6± 0.1 cm this

activity is as low as 0.42± 0.24 Bq. Given the background spectrum dominates at lower energies,

it is of interest to look at the CMOS’ sensitivity at higher energies. Thus, the incident activity

was determined considering only certain γ ray energies emitted by the 241Am source, as opposed

to the full source activity. These are obtained by multiplying the incident activity for all 241Am

decays by the respective peak yields which are 2.40± 0.04 % and 35.9± 0.4 % for the 26.3 keV and

59.5 keV energy peaks, respectively [44]. These incident activities can be seen in Figure 3.14a.

To obtain the uncertainty on the incident activities in this figure the distance uncertainty is

propagated through the calculations in Equation (3.10), as well as the uncertainty of the initial

89



(a)
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Figure 3.12: Diagram describing geometric acceptance calculation. 3.12a The circle in yellow
represents the sphere, Asphere, resultant from the emission of radiation from the source, in red in
the middle, with the CMOS positioned on the right, in black. 3.12b shows Figure 3.12a zoomed
into the CMOS region, showing the Aspherical cap in green and the A© camera plane in blue.
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Figure 3.13: Geometric acceptance of the experimental set-up with the Neo sCMOS: Shown is
the analytical function for a point source in Equation (3.10) and values from a toy Monte Carlo
resembling the actual source geometry.
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Figure 3.14: 3.14a Simulated incident activity on the camera chip for different camera-to-source
distances for the full source activity, and for the fractional activities corresponding to the 26.3 keV
and 59.5 keV γ-lines. 3.14b The measured rates are calculated using Equation (3.11) and integrating
over the full 241Am spectra in Figures 3.14c and 3.14d, or integrating only over the energy region of
the 26.3 keV and 59.5 keV peaks in the same spectra. The measured background rate is established
by integrating over the full spectrum recorded in absence of any source and in ±5σpeak windows
around the mentioned peak energies. The shaded areas in the left half of the plot below the lines
of the respective background rates show the 5 and 1.28 standard deviation (σ) regions around the
background rate in yellow and green, respectively. 3.14c and 3.14d Measured 241Am spectra at
different distances with a live time of 3800 s. The data has to pass the cluster size > 2 pixels cut
and is not background subtracted. The background data sample in both plots is the same as it
has been shown previously (e.g. Figure 3.7f) and is normalised to the same live-time.
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241Am Background
incident activity measured rate measured rate
5σ 90 % CL 5σ 90 % CL 5σ

full spectrum 7± 4 Bq 2± 1 Bq 40± 3 mHz 27± 3 mHz 20.4± 0.8 mHz
26.3 keV-peak 1.0± 0.6 Bq 1.0± 0.6 Bq 4± 1 mHz 4± 1 mHz 1.1± 0.2 mHz
59.5 keV-peak 57± 33 Bq 57± 33 Bq 1.5± 0.1 mHz 1.5± 0.1 mHz 0.10± 0.06 mHz

Table 3.6: The lowest incident activities and the corresponding measured rates obtained with the
Neo sCMOS, for 241Am and background data. See Section 3.4.2.2 and Figure 3.14b. Values for
two cases – either a 5σ or a 90 % CL condition – are quoted.

activity of the 241Am source and the uncertainty of the emission probabilities. In the case of the

toy Monte Carlo simulation, the statistical uncertainty on the counts obtained is used.

To estimate the minimum detectable decay rate and eventually the Neo sCMOS’ detection effi-

ciency, the detected rates in Figure 3.14b are determined as, where t represents time:

Rdecay =

´
spectrum dt

t

[
counts

s

]
(3.11)

The measured rate without any source present is calculated using the background spectrum in

Figure 3.7f. During 30 400 s of data taking 619 clusters with a size > 2 pixels are recorded, yielding

a background rate of 20.4± 0.8 mHz. In energy windows corresponding to 5σ of the integration

limits around the 26.3 keV and the 59.5 keV γ-peak energies, as seen in Table 3.5, the background

rate measured with no source present is 1.1± 0.2 mHz (0.10± 0.06 mHz) for the 26.3 keV (59.5 keV)

peak region. The exposure time per frame and the number of considered frames are known with

great certainty, hence the statistical uncertainty on the cluster count is the only contribution to the

uncertainty of the quoted rates. Figure 3.14b shows the background rates added with five times

their uncertainty, i.e. 5σ, as yellow shaded regions and as horizontal lines. The green shaded regions

correspond to 90 % CL, i.e. 1.28σ, around the measured background rate, where the background

uncertainty is the standard deviation, i.e. σ. Count rates higher than 21.41 mHz, 1.4 mHz and

0.17 mHz for the full background rate, the background rate in the 26.3 keV peak window, and

the background rate in the 59.5 keV peak window, respectively, are larger than the background

at 90 % CL. Table 3.6 shows the source peak measured rates, compared with background, and

the inferred incident activity at 90 % CL and 5σ. The detected rate measured for a distance of

128.5 cm is the first to be compatible with the background rate added with five standard deviations

(27± 3 mHz), while the rate measured at 64.5 cm distance (40± 3 mHz) is significantly larger than

the background rate. The incident source activity at 64.5 cm and 128.5 cm distance is 7± 4 Bq and

2± 1 Bq, respectively.

Performing the same analysis for the two most intense 241Am γ-lines establishes whether this

limit can be improved taking calorimetric information into account. For the 26.3 keV line a falling

trend for the detected rate is observed over the full distance range – Figure 3.14b. Comparing to
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Figure 3.15: 3.15a Intrinsic and 3.15b absolute efficiency for the 26.3 keV and the 59.5 keV peaks.
The bands in 3.15a correspond to the result of fitting a constant to the data as discussed in
Section 3.4.2.3 with its error bars. The two full sample points are extracted from data in Figure 3.8b
in the same manner as all the other points are extracted from the data in Figure 3.14.

the rate measured when no source is present the point at 64.5 cm is already compatible within five

standard deviations. For 32.5 cm distance the detected activity is 4± 1 mHz, corresponding to an

incident activity of 1.0± 0.6 Bq. In the case of the 59.5 keV γ line, the 32.5 cm point is already

compatible with the background rate for this energy window within five standard deviations. The

detected rate at 16.5 cm of 1.5± 0.1 mHz, corresponding to an incident activity of 57± 33 Bq, is

thus the minimal detected rate, different from the background rate in this energy window.

3.4.2.3 Detection efficiency of the Neo sCMOS

A comparison between Figure 3.14a and Figure 3.14b permits calculation both the intrinsic and

absolute efficiency of the detector. These are defined as

εintrinsic =
number of particles recorded

number of particles incident on the detector
(3.12)

εabsolute =
number of particles recorded

number of particles emitted by source
= εintrinsic · εG (3.13)

where εG is the geometric acceptance, which is given by Equation (3.10). The ratio of the recorded

rate, seen in Figure 3.14b, and the incident activity, seen in Figure 3.14a, yield the intrinsic

efficiency of the Neo sCMOS camera for γ rays of an 241Am source. This is shown in Figure 3.15a for

the 26.3 keV and 59.5 keV peaks as a function of the camera-to-source distance. For completeness,

the absolute efficiencies for these two γ rays are shown in Figure 3.15b. By definition εintrinsic is

independent of the distance.

The results of a constant fit to the data are shown in Figure 3.15a. However, a weak distance de-

pendence of εintrinsic is observed; this is likely caused by a slight discrepancy between the calculated

geometric acceptance and the actual source geometry. However, all points are within error-bars
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compatible with a constant as expected from Equation (3.12). The absolute efficiency’s depen-

dence on the distance in Figure 3.15b is expected, due its dependence on the geometric efficiency

– Equation (3.13). The corresponding intrinsic efficiencies for the 26.3 keV and the 59.5 keV peaks

are 0.08± 0.02 % and 0.0011± 0.0002 %, respectively. Thus, the efficiency to detect a 26.3 keV γ

ray is a factor of 80 higher than the efficiency to detect a γ ray with an energy of 59.5 keV. To

check this ratio for consistency the material composition and thickness of the sensor would need

to be known, which is not the case. Figure 3.16b in the next section shows photon absorption

efficiencies calculated from the attenuation coefficients in [168]. Depending on the CMOS silicon

thickness, the difference in photo-absorption for 59.5 keV and 26.3 keV can easily reach a factor 80.

However, the efficiency at the 59.5 keV γ-line appears lower than expected from photo-absorption

cross sections in Si.

3.4.2.4 CMOS sensor thickness

As a validation study, a toy Monte Carlo (MC) simulation was developed to enable a comparison of

the observed data for different thicknesses of the CMOS chip used in the Neo sCMOS camera. The

findings validate that the obtained efficiencies are reasonable for a plausible CMOS chip dimension.

The toy MC simulation of the 241Am spectrum is used together with the photon attenua-

tion coefficient from [168] to calculate, for each photon, the energy-dependent photon absorption

probability in silicon. This step is repeated for different silicon thicknesses. For each thickness a

spectrum of the photons absorbed in Si was created – these photons are the ones which would be

measured by a chip as in the Neo sCMOS. The ratio of the unattenuated 241Am toy MC spectrum

divided by the spectra of absorbed photons is constructed. Finally, these ratios are compared to

the ratio of the measured count rate at the γ peak energies divided by the incident activity for the

respective γ line.

For the toy MC, all possible γ rays and X-rays of 241Am decays as listed in [169] are taken into

account. These are used to create a probability density function for photons emitted during 241Am

decays. Each γ- and X-ray line is represented by a Gaussian peak where the amplitude is pro-

portional to the yield per decay. The εpeak is set to the respective X-ray or γ ray energy and

the σpeak is set to 2 % of the peak energy to approximate the measurement for the Neo sCMOS

in Section 3.4.1.2. Creating 1M decays from this probability density function results in the No

att. cluster charge spectrum in Figure 3.16a. This unattenuated spectrum does not take material

effects into account.

Figure 3.16a shows spectra of photons absorbed in silicon layers with a thickness from 1 µm to

5 µm. Toy MC spectra for absorbed photons and the measured spectrum (e.g. Figure 3.8b) are
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Figure 3.16: 3.16a 241Am γ ray and X-ray simulation for 1M decays. The spectrum with no
material effects taken into account (No att.) is scaled by a factor of 1/1000 to improve the
readability of the plot. The other spectra show the photons which are absorbed by a silicon layer
of given thickness. 3.16b Photon absorption efficiencies in silicon for different silicon layer thickness
as well as the measured intrinsic efficiency of the Neo sCMOS at the two 241Am γ ray energies.

similar. The ordering of the different peaks’ height is the same except for the fact that the largest

measured peak is at 18 keV, while the peak with the most counts in the simulation is the peak

at 14 keV. In Section 3.4.1.1 the detection efficiency is observed to drop at lower energies – most

notably making it impossible to detect a peak below ∼10 keV, cf. Figure 3.8c and Figure 3.10.

The efficiency turn-on responsible for this behaviour may affect the peak height of the 14 keV peak

and lead to the non-observation of the small peak visible at ∼11 keV in Figure 3.16a.

Figure 3.16b shows photon absorption efficiency curves calculated from the coefficients in [168]

for 1 µm, 2 µm and 4 µm silicon layer thickness. Furthermore, the intrinsic efficiency values calcu-

lated in Section 3.4.2.3 are shown –Figure 3.15a. The two points follow roughly the trend expected

by photon absorption in silicon, although the efficiency measured for the 59.5 keV peak is lower

than expected from any absorption efficiency curve. The actual peak height of any γ-line is given

by the absorption probability and by the capability of the active material to contain the full en-

ergy deposit. The latter is not contained in the toy MC simulation and this may explain that

the 59.5 keV does not fit with the displayed curves. The 26.3 keV favours a silicon layer thickness

of 2 µm. This scale of a few µm is on the same order of magnitude as the pixel dimension and

seems reasonable for commercial CMOS chips, with a typical silicon-dioxide layer thickness of less

than 10 µm [151, 152]. Since the silicon thickness is not the only contribution to the Neo sCMOS

intrinsic efficiency, the estimate in this section can only be seen as a lower limit to the actual sensor

thickness.
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3.5 Lead detection capabilities assuming Lead-210 as a trace

isotope

This section investigates the concept of placing a water sample in front of the Neo sCMOS and

obtaining a 210Pb spectrum similar to the one obtained in Figure 3.8d. From it the 210Pb concen-

tration could be inferred and by using a ratio of 210Pb to stable lead the total lead concentration

in the water sample could be determined.

The ratio of the radioactive isotopes in Pb to stable Pb isotopes is required to estimate the

capability of the Neo sCMOS to detect lead in drinking water, assuming 210Pb as a trace isotope

to be measured by the Neo sCMOS. In [47] the 210Pb to stable lead ratio is used to monitor the lead

intake of plants. It measures 96± 9 Bq mg−1 for 210Pb/Pb in rainwater in London, correspond-

ing to a ratio of 34 ppb of 210Pb/Pb (molar mass of lead: 207.2 g/mol, half-life of lead: 22.3 yr).

However, the origin of stable lead and 210Pb are not necessarily the same. In [45] several Pb sam-

ples of different age – from ancient lead to recently produced lead – are analysed for their 210Pb,

232Th and 238U contents. 210Pb/Pb ratios are found ranging from 0.09 Bq kg−1 to 68.7 Bq kg−1

(3.9× 10−8 ppb to 2.4× 10−5 ppb) in their lead samples.

In the next paragraph the incident activity on the Neo sCMOS is estimated, produced by 10 ppb

lead in water. The use of the 210Pb/Pb ratio from [47] is justified, as it stems from a water-based

measurement of Pb, while taking into consideration the findings presented in [45].

With the 210Pb/Pb ratio of 34 ppb, the WHO limit of 10 ppb [21] of lead in drinking water translates

to a fraction of 3.4× 10−16 parts 210Pb to one part of water. One gram of water contains at this

ratio 9.9×105 210Pb atoms, which initially decay at a rate of 0.96 mBq (Rdecay
210Pb). A sample of water

containing lead could be placed on the camera’s window – in 1.75 cm distance from the silicon chip.

Considering 1 g of water as point source, the incident rate (Rincident
210Pb ) is 0.001 mHz after taking the

geometric acceptance in Equation (3.10) into account and the fact that the γ-yield for the 45 keV

γ is only 4 %:

Rincident
210Pb = Rdecay

210Pb · εG (1.8 cm) ·
{
210Pb γ yield

}

= 0.96× 10−3 Bq · (3± 1 %) · 4 %

= (1.1± 0.4)× 10−6 Bq

(3.14)

Rincident
210Pb has to be compared to the measured value of the incident 241Am source activity of

1.0± 0.6 Bq and 57± 33 Bq at the 26.3 keV and 59.5 keV lines, respectively (Section 3.4.2.3). With

∼46 keV the 210Pb γ-line is located between these two energies. Thus, the sensitivity of the Neo

sCMOS is a factor of 106 to 107 too low to detect the decay radiation of trace amounts of 210Pb
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occurring with 10 ppb lead in 1 g of water. The fraction is even lower, given that the above calcu-

lations assume a point source and 1 g of water measures 1 cm3.

Independently from the actual 210Pb/Pb ratio for commercial lead or lead in the water one can

estimate the fraction of 210Pb per mass (e.g. 210Pb/Pb or 210Pb per gram of water) which cor-

responds to a Rincident
210Pb as the measured, minimal incident rate. Considering the same parameters

in Equation (3.14) and using the two 241Am γ-line energies the sensitivity is estimated to be be-

tween 0.3± 0.2 ppb and 166± 11 ppb 210Pb per mass. This sensitivity makes the Neo sCMOS a

competitive radiation detector, although it would not be able to measure lead at the WHO limit.

To approach this, water can be concentrated by boiling it, potentially leaving heavy metals behind.

This is addressed in Chapter 4. In case of ashing of plants and acrylic [47, 170], it has been found

that heavy metals stay behind after the process.

Based on the results shown in Section 3.5 above, methodology was developed to assess how

well 210Pb is retained when water is concentrated by volume reducing it through boiling off. This

is shown in Chapter 4. The PlomBOX was another alternative explored by detecting stable lead,

as opposed to 210Pb, in water. This is addressed in Chapters 5 and 6. Furthermore, while these

results do not allow to conclude that 210Pb can be measured in low enough concentrations as

needed to detect 10 ppb of lead, this study has shown that a CMOS sensor optimised for optical

wavelengths is well suited as γ- and X-ray detector for low energies in the range from ∼10 keV to

∼60 keV.
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Chapter 4

Volatility of lead in water - reduction

methods

Chapter 3 explored the potential of leveraging the calorimetry techniques of silicon (Si) detectors

in assaying lead in drinking water. This work demonstrated the capability of detecting gamma

energies in an Si detector from a 100 ppb Lead-210 (210Pb) sample through calorimetry methods

[101]. While this technique is promising for dosimetry applications, it is not able to reach the

WHO level (10 ppb [21]) in sensitivity. One way to increase the sensitivity range of any device is

to increase the concentration of a substance of interest (here: lead) in the sample. This chapter

explores increase in heavy metal concentration by boiling doped water samples.

Volume concentration, by vaporization of acrylic, is a strategy developed to increase a sensor’s

sensitivity to ultra-low concentrations of radio-isotopes, for material screening for astroparticle

physics experiments, and has been applied to measure the 210Pb content of acrylic [171]. As-

troparticle physics experiments have used volume reduction techniques on solid samples. For

the construction of the SNO experiment it was of importance to measure the detector acrylic’s

Uranium and Thorium chain radionuclide content to characterise and minimise the detector back-

grounds [172]. To achieve this, large samples of acrylic needed to be measured within a BEGe

detector. To improve the efficiency of the assay campaign the acrylic was vapourised, reducing

the sample to a char with a mass down to 15 % [173] of the original sample mass. Heavy metals

associated with the 238U and 232Th decay chains remained in the char. The efficiency for this

process to retain U and Th isotopes in the acrylic vaporisation system of the SNO experiment was

found to be >93 % [174]. A vaporisation approach using ICP-MS for the Jiangmen Underground

Neutrino Observatory (JUNO) experiment achieved 75 % efficiency for U and Th [175]. The SNO

vaporisation system was adapted and applied to measurements of 210Pb for the DEAP-3600 ex-

periment, where the efficiency for retention of lead in the char was measured in samples with
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independently-assayed 210Pb content to be 90-95 % [58].

In this chapter, which presents work published in [102], the principle of reducing measurement

samples in volume is applied to increase the concentration of heavy metals for measurement.

However, instead of vapourising solid samples, water samples are boiled to reduce their volume by

evaporation. The goal was to develop a method suitable for use in the field, without specialised

equipment. This experiment used water spiked with a known amount of 210Pb. Lead-210’s decay

energy can be detected by HPGe detectors, as described in Section 4.1, and its molecular weight

is similar to lead, thus the isotope can serve as a test bench for lead retention. Afterwards, the

volume-reduced water samples are assayed with HPGe detectors to determine their radioisotope

contents to assess the level at which these isotopes are retained. This chapter introduces HPGe

detectors and their key characteristics in Section 4.1. It reports the procedure for volume reduction

in Section 4.2.1 and the efficiency for retaining lead in Section 4.3.1.1. In a second experiment,

using London tap-water, the method developed with 210Pb was employed. Tap water samples were

reduced and assayed with a BEGe detector to determine the radioisotope content of the tap-water

and to assess the isotopic retention efficiency reported in Section 4.3.2.

4.1 High purity germanium detectors

As mentioned in Section 2.2.3, germanium is used as a semiconductor material for experiments

which require high energy resolution. Germanium semiconductor detectors have a PIN structure

[176]. Unlike silicon, germanium detectors require cooling below 120 K. Liquid nitrogen, with a

temperature of 77 K, is commonly used for this [176, 177]. The detector is placed inside a vacuum

chamber attached or inserted into a liquid nitrogen dewar.

Chapter 2 presented silicon detectors that are effective in detecting short-range radiation such

as alpha particles. However, they are difficult to adapt for applications that need to detect more

penetrating radiations such as X-rays and gamma rays. The thickness of a semiconductor detector

can be given by:

d =
(2κV

eN

) 1
2

(4.1)

Where V is the reverse bias voltage, N is the net concentration of impurities in the material,

κ is the dielectric constant and e is the charge of an electron. For a given bias voltage, a greater

depletion region can be achieved by lowering the concentration of impurities. By reducing im-

purities to a level of 1010 atoms/cm3, a depleted region with a depth of 10 mm can be achieved

for a voltage of 1000 V. Germanium detectors with these levels of purity are called High-Purity

Germanium detectors, and can have depletion depths of several centimeters [51].
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4.1.1 Configurations of HPGe detectors

HPGe detectors can have two configurations: planar or coaxial geometry [177].

In planar configuration, a germanium disk has the electrical contacts, n+ and p+, on its two

flat surfaces – Figure 4.1a. The p+ contact is usually less than 1 µm thick and the n+ can have a

thickness of 1 mm [177]. HPGe detectors are limited to a bias voltage of 5 kV to prevent induced

breakdown of the material due to leakage currents [177]. Due to this, planar configuration detectors

are limited to depleted region thicknesses of approximately 2 cm and an active volume between 10

and 30 cm3.

To achieve depleted regions greater than 2 cm, hollow cylindrical or coaxial geometry config-

urations are preferred [51]. One electrode is fabricated on the outer surface of the cylinder and

the other cylinder is fabricated on the inner cylindrical surface – Figure 4.1b. This configuration

permits active volumes of up to 750 cm3 [51].

This project used a planar HPGe detector, as detailed in Section 4.3.1.

(a)

(b)

Figure 4.1: Diagram showing the two types of Germanium detector configurations. 4.1a planar,
with a germanium disk with the electrical contacts on its two flat surfaces; and 4.1b coaxial, with
the electrical contacts on the outer and inner surfaces of a hollow cylinder. This figure shows a
cross section of the cylinder for a p-type and an n-type detector configuration, on the left and right
respectively. [51]

4.1.2 Gamma ray spectroscopy with HPGe detectors

HPGe detectors are characterised by their high energy resolution, which can be observed in γ ray

spectroscopy. Figure 4.2 compares the energy spectra obtained for 241Am with a CdTe semicon-
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ductor detector, a HPGe detector and a NaI(TI) scintillation detector. The Full Width at Half

Maximum (FWHM) is a measure of the energy resolution for a single peak, as it describes the

level at which a detector can separate two adjacent energy peaks [178, 179]. A lower FWHM

corresponds to a higher energy resolution. Figure 4.3 shows the energy resolution for the detectors

aforementioned. The FWHM of CdTe and NaI(TI) is 5 times and 30 to 50 times larger, respec-

tively, than the FWHM of the HPGe detector. Table 2.1, compares the average energy required for

electron-hole pair creation in various semiconductor materials. It reveals that germanium requires

an energy of 2.96 eV for this process, which is lower than the energy of 4.43 eV needed by CdTe to

achieve the same outcome [136]. This property is responsible for the excellent resolution of HPGe

detectors, making them optimal for γ energy identification [179].

Section 4.3.1 details the HPGe detectors used in the study addressed in this chapter.

Figure 4.2: Comparison of 241Am energy spectra obtained with CdTe, HPGe and NaI(TI) detectors
[179]

4.2 Water reduction procedures

Two different methods were employed to reduce the volume of water samples. The first method uses

an enclosed system, which allows for full control of the exposure of the sample to the atmosphere

throughout the volume reduction process. This is suitable for a laboratory environment. The

second uses an open system in which the evaporation escapes into the atmosphere, similarly to

how such a volume reduction method could be employed in the field without specialist equipment.

Using volume-reduction as a means to enhance assay sensitivity requires knowledge of the

retention of the isotopes of interest throughout the volume-reduction procedure. This was measured
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Figure 4.3: Energy resolution for the three detectors mentioned in Figure 4.2 as a function of γ
ray energy [179]

for both enclosed and open volume reduction procedures. The enclosed volume reduction used a

source of known 210Pb activity and the open volume reduction procedure uses naturally occurring

40K to assess retention efficiency.

Both enclosed and open methods were studied inside an ESCO Laboratory fume hood, with an

airflow speed between 1.2 and 1.5 m s−1, to control the exhaust path of 210Pb-spiked samples.

4.2.1 Enclosed system procedure

A 210Pb calibration source, prepared from a standard liquid source (activity 518± 58 Bq) dissolved

in 1 mol of nitric acid, was purchased from Eckert & Ziegler Isotope Products [180]. The mass of

this standard source was 5.121± 0.002 g. A sample of 1.66± 0.01 g was removed from the source

vial, and diluted in 4236± 1 g of UPW. This produced a diluted 210Pb calibration source for the

measurements reported here, with activity of 167.9± 18.8 Bq (calculated as 518 Bq × 1.66 g
5.121 g ).

To produce volume-reduced samples, a UPW sample, spiked with the calibration source, was

boiled in an enclosed system. A diagram and photo of the enclosed system are shown in Figure 4.4a

and Figure 4.4b respectively.

In the enclosed system volume reduction apparatus, two DURAN 5000 ml round bottom flasks

were connected on both sides of a coil condenser. The flask containing the UPW sample to be

volume-reduced (flask A) was placed on top of a small electric hob and was connected to the

inlet of the condenser. The outlet of the condenser was connected to the inlet of the flask for
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(a)

(b)

Figure 4.4: 4.4a Diagram of enclosed system set up detailing connections between the condenser and
the two flasks; 4.4b Photograph of the enclosed system during a boil showing the flask undergoing
volume-reduction, flask A, and the flask with the condensed liquid, flask B.

collection of the condensed solution (flask B). These connections were made using rubber tubing

pipes with 6.74 mm inner diameter and the flasks were sealed with rubber bung stoppers to ensure

no evaporated or liquid solution would leave the enclosed system. Additional UPW to be used in

the reduction was stored in 1000 ml Pyrex R© flasks. Prior to reduction, the flasks and the condenser

were cleaned with decon R© 90 and ethanol. Throughout the reduction, samples were taken from

flask A and flask B. These samples were contained in identical pots made of Polypropylene and

with dimensions of 8.9 cm outer diameter and 6.4 cm height. They were also cleaned, prior to

reduction, with UPW and isopropanol.

To begin the reduction, the cold water tap connected to the coil condenser was turned on and

adjusted until flow was steady and did not overflow the sink. The electric hob was turned on and

the set up was monitored until it started boiling vigorously. When this point was reached, the hob

was turned down until the UPW was observed to be simmering. The system was monitored every
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30 minutes. When the volume of UPW in flask A was less than 1 l, the hob and the cold water

tap were turned off and the flasks were left to cool. Once cool, the bung from flask A was removed

and more UPW was added. In the instance when the volume of flask B reached 5 l, the hob and

the cold water tap were also turned off, and the flasks were allowed to cool off. Following this, the

bung was removed and the contents of flask B were deposited into a 20 l polyethylene container.

This procedure was repeated until all the desired samples had been obtained.

With the enclosed system reduction, samples with volume reduction ratios of 1:1, 1:10, 1:25

and 1:100 were prepared. The enclosed system reduction samples are listed in Table 4.1. The first

sample was prepared from the input UPW (Blue I). Then, the non-reduced UPW was spiked with

1.66 g 210Pb solution, and a sample was extracted (Red II). The first reduction 1:10 (Green III)

followed. After this reduction, Black IV was taken from the condensate flask. A sample was taken

from Flask A after the second reduction reached 1:25 (Green V), and a final sample when the

third reduction reached 1:100 (Blue VI). After this final reduction, Sample X was taken from the

condensate flask. The remaining mass of the Eckert & Ziegler source solution, 3.33 g, was diluted

into the remaining UPW, from which Sample IX was taken.

Sample Name Description Reduction MS MO

Blue I UPW - 201 n/a
Red II UPW + 210Pb 1:1 200 4236
Green III 1st reduction 1:10 20 700
Black IV Condensate 1 - 200 n/a
Green V 2nd reduction 1:25 20 233
Blue VI 3rd reduction 1:100 191 26193
Sample IX Final Source sample - 200 n/a
Sample X Condensate 2 - 205 n/a

Table 4.1: Corresponding sample (MS) and original mass (MO) values for different reductions.
Samples related to reductions were prepared from the boiling flask (A). Samples referred to as
"Condensate" in the Description column were prepared from the condensate flask (B). Sample
Mass values are contained in the Original Mass values, with the latter being the mass prior to
reduction. Both are quoted in (g). Sample and Original masses were measured with a set of scales
with an uncertainty of ±1 g.

4.2.2 Open system

For the open system reduction, 5 tap water samples of the following volume reduction ratios were

prepared: 1:1, 1:10, 1:100, 1:1000 and 1:5000. A sample of limescale extracted from the condensate

was also prepared. Two Pyrex R© trays were positioned inside the fume hood on top of two electric

hobs and tap water was deposited inside the trays (Figure 4.5). The trays had dimensions of

0.27 m× 0.4 m× 0.055 m (L×W ×H).

Two electric hobs were turned on and their temperatures were maintained between 55 and

70 ◦C. With a temperature of 55 ◦C, the reduction of 100 l of tap water to 1 l took place over 88
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Figure 4.5: Photo of two Pyrex R© trays positioned on top of two electric hobs to achieve the open
system reduction.

hours. Tap water was added once per hour to maintain the water level in the trays.

The samples prepared using the open volume reduction technique are listed in Table 4.2. The

uncertainty on the reduction factor R and 1
R values results from standard error propagation. Ex:

sR
R =

√(
sMO
MO

)2
+
(
sMS
MS

)2
, where sR, sMO and sMS are the uncertainties of the separate quantities

R, Original Mass and Sample Mass. Sample E was taken after Sample D’s reduction had been

prepared.

Sample name MO (g) MS (g) Reduction (R) 1
R

Tap water sample n/a 270 1 1
Started reduction 100,685 n/a n/a n/a
A 9,926 103 0.099 ± 0.001 10.144 ± 0.001
B 903 102 0.0090 ± 0.0001 111.5 ± 0.1
C 159 10 0.0016 ± 0.0002 633.2 ± 3.9
D 28 28 0.00028 ± 0.00001 3595.9 ± 128.4
E (limescale) - 46 0.00028 ± 0.00001 3595.9 ± 128.4

Table 4.2: London tap water samples. R in the table denotes the reduction factor calculated as
the ratio of the volume after- to the volume before reduction. Original (MO) and Sample (MS)
masses were measured with a set of scales with an uncertainty of 1 g.

4.3 Evaluation

4.3.1 Assay of closed system water samples

The γ emission of 46.5 keV resultant from a 210Pb decay, shown in Section 1.2.2, constitutes the

low energy γ band for which HPGe detectors are optimised, therefore justifying the use of these

detectors for the radioassay of the water samples.

The Boulby Underground Germanium Suite (BUGS) contains a number of high purity germa-

nium detectors that are discussed in depth in [181]. For the assay of the samples in this paper,
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Dr. Paul Scovell used the Roseberry detector. Roseberry is a Mirion c© specialty ultra-low

background (S-ULB) BE6530 broad energy germanium detector. The planar BEGe detector is

constructed to have almost zero dead layer thickness on the front face and is optimised for the

detection of low-energy gamma-rays. The BE6530 detector has a front face with a surface area of

65 cm2 and a thickness of 30 mm. The Roseberry detector is housed in a shield comprising 9 cm

of lead on the outside, followed by 9 cm of copper. The detector cryostat has a j-shaped neck to

reduce any line-of-sight background that may come along the aperture where the detector neck

passes through the shielding. This allows samples to sit on the face of the detector without the

need for any additional support.

The sample pots had identical volumes to within manufacturing tolerance, meaning that a

single simulation of geometric efficiency could be used. The simulated sample is shown sitting on

the head of the Roseberry detector in Figure 4.6a. A flat spectrum of 0 to 3 MeV γ-rays are

fired from the sample and any of them which deposit their full energy in the germanium crystal are

used to determine the sample efficiency. Figure 4.6b shows the simulated efficiency with 46.5 keV

(corresponding to the 210Pb γ-ray) highlighted. For the assayed samples, a total efficiency of 10.2 %

was calculated at 46.5 keV.

Samples for the measurements reported here were assayed between August 2019 and January

2020 with runs lasting between several days for samples that were more radioactive and 2 weeks

for samples with little or no 210Pb above background observed.

4.3.1.1 HPGe analysis

Dr. Paul Scovell conducted a lengthy background run using the detector without a sample pot.

Although it was expected that the majority of water samples would be substantially above the

detector background, this was of particular importance for comparison with the condensate samples

from flask B (see Table 4.2) where little, if any, 210Pb was expected. A background of 20.4 days

was used – Figure 4.7.

For each sample, a simple and consistent method for determining the number of counts in the

210Pb peak was used, as shown in Figure 4.8: the spectral region above and below the peak was

fitted using a 0th order polynomial and a simple interpolation between the two fits used to represent

the underlying Compton continuum resulting from very small angle scatters of the 210Pb’s 46.5 keV

γ-rays [182]. The peak region is defined as shown in Figure 4.8 and simple subtraction from the

net counts of the Compton background and the measured detector background was performed to

give a final number of counts in the peak. Results of this assay programme are shown in Table 4.3

in comparison with the expected results if the distillation process had 100% efficiency for retaining

210Pb. Expected Activity AE is calculated using the mass of the sample and the ratio of activity by
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(a)

(b)

Figure 4.6: 4.6a Simulation showing sample placed on top of the Roseberry detector; 4.6b Spec-
trum showing simulated efficiency of Roseberry detector. For an energy of 46.5 keV it describes
a geometric efficiency of 10.2 %, highlighted in the black dotted lines.

the total mass. For sample Red II, for example, AE is 200 g× 167.9Bq
4236 g = 7.9 Bq, as per the activity

and mass values provided in Section 4.2.1. Errors on Activity A combine statistical and systematic

effects, the latter being estimated by running two simulations using Geant4 and Mirion c© In Situ

Object Counting System (ISOCS) software. The differences in the two efficiency values define the
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systematic error. Errors on the AE result from the initial error of the calibration source and the

scales used to measure the water samples’ masses. Results show that the reduction retains 99± 9 %

of 210Pb’s activity - the Total Activity A 507± 28 Bq compared to an AE of 504± 45 Bq.

Figure 4.7: Sample Green III - full spectrum for this sample in blue, and the background spectrum
in grey.

Sample Name A (Bq) AE (Bq) (A−AE)
AE

Blue I 0 0 0
Red II 5.4± 0.4 7.9± 0.9 −0.32± 0.11
Green III 4.7± 0.3 4.6± 0.6 0.02± 0.13
Black IV 0.006± 0.002 0 -
Green V 15.5± 1.1 13.3± 1.8 0.16± 0.13
Blue VI 151± 8 142.1± 17.6 0.01± 0.12
Sample IX 331± 18 336± 41.6 0.01± 0.12
Sample X 0 0 -
Total 507± 28 503.9± 45.2 0.01± 0.09

Table 4.3: Comparison between measured activity, A, and calculated expected activity, AE, in Bq,
assuming >99 % efficiency for 210Pb throughout the volume reduction process.

In addition to the assay conducted at Boulby using the Roseberry BEGe detector, the 210Pb

water samples were characterised by the team at the IF UNAM using the BEGe detector described

in [183]. The measurements and calibration with both IF UNAM and Boulby Germanium detectors

were consistent as described in [183] and shown in Table 4.4. For the Boulby measurements,

the statistical and systematic effects described for Table 4.3 also apply here. For the National

Autonomous University of Mexico (UNAM) measurements, a 14% systematic error is included, to
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Figure 4.8: Figure 4.7 zoomed into the region of interest for 210Pb peak extraction - 30 to 60 keV.
The black line represents the 0th order polynomial fits made above and below the peak. The region
between 45 keV and 48 keV represents the peak region.

account for differences between the real position of the sample and the Monte Carlo simulation. It

is calculated by moving the position of the Marinelli Beaker ±4 mm on the axis of the germanium

material. The water samples contained no isotopes above background, except for 210Pb. Trace

amounts of 40K were observed for the Blue VI, Green V and Green III reductions, but these were

consistent with background.

Sample Name Boulby (stat [182] +sys) UNAM (stat [182] +sys)

Blue I - 3.4
Red II 26.9± 2.0 26± 4
Green III 23.3± 1.5 17± 2
Black IV 0.029± 0.009 2.5± 0.4
Green V 77± 5 71± 10
Blue VI 790± 44 837± 124
Sample IX 1613± 85 -
Sample X - -

Table 4.4: Cross calibration of sample’s activities using BEGe detectors at Boulby and IF UNAM.
All values shown correspond to Specific Activities (Bq/kg). The samples underwent an initial mea-
surement at Boulby before being sent to UNAM after a period of time had passed. The subsequent
measurements from UNAM indicate lower Specific Activities for certain samples, suggesting the
occurrence of radioactive decay of 210Pb. There is a discrepancy in the results reported by Boulby
for the Black IV sample. The detector experienced a malfunction in its liquid nitrogen cooling
system during this measurement, impacting its ability to accurately measure the Specific Activity.
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4.3.2 Assay of open system water samples

To characterise the efficiency of the open system procedure, samples were assayed between March

and April 2019 using the Chaloner BEGe detector at the Boulby Underground Laboratory.

Chaloner is a Mirion c© BE5030 BEGe detector with the same geometry as Roseberry and

housed in identical shielding. The intrinsic background of the Chaloner detector is around 10×

higher than that of the Roseberry detector but, for the samples assayed, this level of background

was acceptable. An efficiency simulation was also preformed for Chaloner identical to that which

was undertaken for Roseberry.

Figure 4.9: Spectra of open water system sample C.

In all samples, 40K was observed, with an energy peak of 1.46 MeV. The measured gamma

energy spectra from this assay are shown in Figure 4.9 and Figure 4.10. As a cross-calibration,

the specific activities of 40K in sample D measured on Roseberry and Chaloner were com-

pared. These activities were 255± 6 Bq kg−1 (2.83× 103 ppb) and 259± 2 Bq kg−1 respectively.

The results of this measurement can be seen in Table 4.5. Even though Samples A through C

show reasonable consistency in activity values, sample D is substantially lower. This is due to

the amount of limescale present in this reduction that was removed prior to acquiring the sample

– see Table 4.2. Given that the limescale sample presents an activity equal to 100 Bq/kg, it is

reasonable to assume that potassium is lost as limescale is removed and, therefore, the reduction

in measured activity of 40K for sample D is reasonable, as the combined activity of samples D and
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Figure 4.10: Spectra of open system water sample D. It is evident it presents the highest concen-
tration factor out of all assayed samples.

Figure 4.11: Spectra of open system water sample D, zoomed to region of 210Pb peak.

E is 172± 20 Bq/kg. This value is confirmed using the initial measurement of sample D performed

on Roseberry. This qualitatively indicates that this method retains at least 90± 50 % of 40K by
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comparing the average of activity measured in Chaloner from samples A through E, with the

initial activity of 167± 26 Bq kg−1 (measured in Roseberry).

Sample name A (Chaloner) A (Roseberry)

Tap water sample −8± 106 167± 26
A 153± 21 -
B 124± 7 -
C 150± 13 -
D 72± 2 71± 3
E (limescale) 100± 20 -

Table 4.5: Measured 40K concentrated specific activities A in all open water samples, in Bq/kg.
For samples A-D, values are corrected based on the reduction factors described in Table 4.2. If all
40K remained in the sample under concentration, all values should be identical. For the tap water
sample, the Chaloner run was very short, hence why a high uncertainty is documented. As the
intrinsic background of the Chaloner detector is around 10× higher than that of the Roseberry
detector, a negative A value for the tap water sample shows it is consistent with the background.

For the runs on Chaloner, 210Pb was observed in sample C with a calculated specific activity of

786± 369 mBq kg−1, which scales to a non-concentrated specific activity of 1.24± 0.58 mBq kg−1.

Although sample D has a concentration factor 5.6× higher than sample C, the Compton continuum

of the 40K peak in this sample was so dominant that the count rate in the expected peak from

210Pb (at 289± 271 mBq kg−1) is consistent with fluctuations in the background and could easily

be lost within it – Figure 4.11. This suggests that over-concentration can actually impede the

ability to measure 210Pb in water using a germanium detector.

From the Roseberry run on sample D, performed on 26th March 2019, a surprising result

was observed: peaks in the energy spectrum consistent with the presence of 131I were observed

with a specific activity of 2.4± 0.3 Bq kg−1 (5.06× 10−10 ppb). During the analysis of the sample

D assay using Chaloner (a run starting on the 18th April 2019 and ending on the 1st May 2019)

these peaks were re-analysed and were found to have reduced to an average of 0.28± 0.05 Bq kg−1.

To verify this result, the decay law A = A0e
−λt was used, where A is the activity of a radioactive

sample, A0 is the activity at t = 0 and λ is the decay constant, = ln(2)
t1/2

, where t1/2 is the half life.

Assuming an A0 of 2.4± 0.3 Bq kg−1 and an 131I t1/2 of 8.0252± 0.0006 d, an estimated reduced

activity of 0.20± 0.02 Bq kg−1 was found. This calculation confirms that the measured peaks were

consistent with 131I. Its activity would have been higher at the point the water was extracted from

the tap on the 14th March 2019 – 5.5 Bq kg−1.

In addition to 131I, 177Lu was also found in sample D. In the Roseberry run of 26th March

2019, 177Lu was observed with a specific activity of 3.3± 0.5 Bq kg−1 (5.84× 10−10 ppb). In the

Chaloner run, the activity was shown to have reduced to 0.22± 0.10 Bq kg−1. To verify this

result, the decay law was used again. Assuming an A0 of 3.3± 0.5 Bq kg−1 and a 177Lu t1/2 of

6.73± 0.01 d, an estimated reduced activity of 0.17± 0.03 Bq kg−1 was found.
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Whilst 40K occurs naturally and 210Pb can be found in water in trace amounts, 131I and 177Lu

are used for medical and industrial purposes. In medicine, 131I is used in radiotherapy for the

treatment of thyrotoxicosis and thyroid cancer [184, 185]. In industry, 131I is used in the oil

industry [186]. 177Lu is a component in Lutetium chloride, a radioactive compound used for radio

labelling other medicines such as anti-cancer therapy [187]. In [69], more than fifty "parameters",

including lead, are measured in tap water, but 177Lu and 131I do not constitute those parameters.

A literature review regarding the presence of these isotopes in London tap water returned only one

result [188], dated back to 1986, which reports on 125I and 131I being measured in environmental

samples from the Thames Valley. It is therefore of note that these isotopes can be found in London

tap-water.
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Chapter 5

PlomBOX - device development

This chapter will describe the development pathways employed to design the components of the

PlomBOX, as addressed in Chapter 1. Figure 5.1 highlights how all the components are combined

into a single device. The PlomBOX encapsulates the biosensor and the imaging device. The

biosensor is contained on a tray and mixed with the water that is to be analysed. The imaging

device, which constitutes the Data Acquisition (DAQ) system of the PlomBOX, captures images of

the biosensor’s response to the presence of lead in the water. When the assay finishes, the images

are sent to the PlomApp via Bluetooth. The PlomApp, which constitutes the user slow control

of the DAQ system, sends these images to the server via Wi-Fi, where they are processed and

analysed. A final lead result is returned to the user via the PlomApp.

Section 5.1 will focus on the design of the lead sensitive bacterium. This includes a discussion

on the biosensor used as a reference for this project, seen in Section 5.1.1, sharing preliminary

biosensor developments utilising a fluorescent biotransducer, seen in Section 5.1.2, and describing

the colourimetric biosensor ultimately developed for the PlomBOX, seen in Section 5.1.3. Section

5.2 will address the design of the hardware, encompassing a discussion of the electronic compo-

nents utilised, as well as elaborating on the design of the PlomBOX casing, presented in Section

5.2.1. Section 5.3 will elaborate on the design of the PlomApp. This includes a justification of

the application architecture choices made, in Section 5.3.1, a description of all the user interface

components, in Section 5.3.2, a description of the communication protocols between the PlomApp

and the PlomBOX, in Section 5.3.3, and the communication between the PlomApp and the server,

in Section 5.3.4.
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Figure 5.1: Diagram of the PlomBOX with all its working components. Point 1 represents the
biosensor, located in a tray, mixed with the water that is to be analysed. This biosensor is imaged
by the Data Acquisition device seen in point 2. The obtained images are sent to the PlomApp,
seen in point 3, via Bluetooth and consequently sent from the PlomApp to the server via Wi-Fi.
The server processes and analyses the images and returns a final lead result to the PlomApp.

5.1 Design of a lead sensitive bacterium

5.1.1 Reference biosensor - sensAr

The biosensor developed for this project uses another sensing device as a reference. This biosensor

is called SensAr and its goal is to detect concentrations of arsenic in water samples as part of an

inexpensive device [189].

SensAr uses genetically modified E. coli . It contains genes to measure the level of arsenic and

to produce a colourimetric response based on the level of arsenic in the sample.

SensAr is contained in a box and the user does not handle any bacteria, but can infer the

concentration of arsenic in a given water sample.

To make a measurement, the user needs to deposit a water sample into the well of the box.

This box contains a sample of clean water, with no arsenic content, to be used as a control sample.

After a few hours of assay, the user can compare the colour of SensAr’s response to the water

sample to the colour of the control sample – Figure 5.2. A yellow result represents an arsenic

concentration lower than the WHO’s limit of 50 µg/l, or 50 ppb [189]. A concentration equal to the

WHO’s arsenic limit returns an orange result and any samples with a concentration greater than

50 ppb present a red result. Samples of water that returned a red colourimetric response should

not be consumed.
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Figure 5.2: SensAr prototype, showing the casing and the biosensor colour results based on arsenic
concentration [189]. If the biosensor presents a yellow colour, the water has an arsenic concentration
below the WHO’s limit. If the colour is orange then the sample has an arsenic concentration equal
to WHO’s limit, and if the colour is red then the concentration is greater than WHO’s limit and
the water should not be consumed, as shown in the Figure.

5.1.2 Fluorescent biosensor design

The fluorescent biosensor for lead detection in the PlomBOX uses an E. coli DH5α strain. This

construction possesses a regulator protein (pbrR), which binds to lead, and a regulatory zone

attached to the sfGFP gene, which is the reporter gene. For this biosensor the pbrR constitutes

the bioreceptor and sfGFP constitutes the biotransducer, as introduced in Section 2.1.3.2.

To test the biosensor’s lead sensitivity, the bacteria were grown overnight in a Luria-Bertani

(LB) medium. LB medium is a nutrient-rich medium used for fast and good cultivation of bacteria

[190]. An inoculum of 20 µl of this culture was diluted in 800 µl of final volume with solutions con-

taining culture medium and lead until reaching a concentration of 0, 10 and 100 ppb for induction.

The measurement was carried out at 37 ◦C in triplicate, in a 96-well plate and a Tecan Infinite R©

200 PRO plate reader. For the fluorogenic method, the fluorescence intensity of the sfGFP was

measured – Figure 5.3. Measurements using this reporter return high variability between data sets

and the obtained response to lead is very small. This had previously been observed in [191] and is

typical of biological systems.

5.1.3 Colourimetric biosensor design

As the fluorescent biosensor shown in the previous section presented variability in the results, the

team of biologists explored the design of a colourimetric biosensor and chose it as the one to be

used in the PlomBOX.
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(a) (b)

Figure 5.3: Measurement of GFP protein lead dose response. 5.3a GFP Fold Induction (bacteria
concentration increase %) vs Lead concentration in ppb for Construction n3; 5.3b Petri dish with
several E. coli colonies expressing GFP. Negative Control and Positive control correspond to an
untransformed E. coli strain and a GFP over-expressing strain, respectively.

As with sensAr, it uses an E. coli DH5α strain but, in this instance, it has a regulator protein

(pbrR) binding to lead and a regulatory zone attached to the β-Gal gene as the reporter gene,

introduced in Section 2.1. For this strain, a lead transporter protein (pbrT) was included to increase

lead intracellular concentration, thereby enhancing the device’s sensitivity. β-Gal expression is

regulated by a lead sensitive promoter/operator that activates transcription when lead bound-

pbrR binds to it. Therefore, when lead and X-Gal are present, the reporter protein is produced

and the β-Gal enzyme can cleave the glycosidic bond in the X-gal to produce galactose and a blue

product, as described in Section 2.1.3.3.

To perform a lead assay, bacteria was cultured in LB buffer supplemented with glucose [192]

and ampicillin (100 µg ·ml−1) and placed in an incubator overnight at 37 ◦C and at 220 rpm.

Ampicillin, an antibiotic, is added to the solution to prevent the growth of other bacterial species.

A LB/X-gal solution was also prepared in which X-gal was diluted 1/10 in LB medium (1 part of

X-gal per 10 parts of LB medium) prepared as described in [193]. 12 µl of the overnight culture

was placed over a 10 × 7 mm Whatman Chromatography paper, together with 12 µl of LB/X-gal

solution. Whatman paper is widely used in biology laboratory settings for general chromatography

[194]. The paper was placed in the PlomBOX’s sample holder and 750 µl of lead solution, with

different lead concentrations, was added – Figure 5.4a. Before the assay, a lead solution was

prepared by mixing 5000 ppb of lead nitrate [195] with distilled water. This solution was then

diluted serially to produce lead concentrations ranging from 0 to 100 ppb, as indicated in Table

5.1. This operation used a MyPIPETMAN R© P1000 pipette which has the following systematic

errors: ±3 µl for volumes < 100 µl, ±4 µl for volumes > 100 µl and < 500 µl and ±8 µl for volumes >
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500 µl and < 1000 µl volumes. This suggests that there will be inherent uncertainty in the volume

of the prepared lead solutions. Pipettes are devices capable of measuring precise quantities of

liquid with reduced contamination of samples [196].

Lead concentration (ppb) Solute Volume (ml) Solvent Volume (ml)

500 0.5 of 5000 ppb 499.5
200 80 of 500 ppb 120
100 100 of 200 ppb 100
50 100 of 100 ppb 100
10 40 of 50 ppb 160

Table 5.1: Table showing dilution concentrations for the different lead solutions of the lead curve.
This is done via a serial dilution, where the solute is the volume of the previous lead concentration
solution and the solvent is deionised water.

The incubation period took 7 h at 37 ◦C, although this could also be achieved at room temper-

ature (∼ 24 ◦C) for a longer period of time (> 12 h). During this period lead uptake took place

and bound to the pbrR protein, β-Gal was expressed and blue colour was produced according to

the lead concentration in the water sample – Figure 5.4b.

(a) (b)

Figure 5.4: PlomBOX sample holder containing biosensor and water doped with lead concentra-
tions of 0-5-10-15-20-25-50-100 ppb. 5.4a shows the sample holder before assay started, and 5.4b
shows the sample holder after overnight incubation, showing the blue colour resultant from β-Gal
expression.

5.2 Design of hardware

The electronic hardware of PlomBOX system comprises a low-cost ESP32-CAM development board

[197] and a bespoke PCB, designed by the team of electrical engineers, which drives a DS18B20

device for temperature sensing and PL9823 colour LEDs, used for illuminating the biosensor –

Figure 5.5. The ESP32-CAM evaluation board has a dual-core 32-bit CPU operating at a maximum

frequency of 240MHz, with a built in 520kB SRAM and an external 8MB PSRAM, supports Wi-Fi

and Bluetooth protocols (only Bluetooth is used in this project), and supports the OminiVision
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OV2640 CMOS colour camera, which is used in the device to obtain colourimetric information from

the biosensor. The OV2640 [198] image sensor has 1600×1200 active pixels each with a height and

width of 2.2 µm. It contains a RGB colour filter array which provides colour information. Its

dark current value is 15 mV/ sec at 60 ◦C. The sensor has on-chip image processing capabilities to

improve the perceived visual image quality as automatic gain control, automatic exposure control,

automatic white balance, automatic band filter, and automatic black level calibration which have

been disabled to avoid systematic errors in the quantification of the incoming light. The sensor

allows sub-sampling which was used to reduce the amount of transmitted information. The ESP32-

CAM contains a MicroSD Card Module. An SD card is used to store all the data acquired by the

ESP32-CAM.

Figure 5.5: ESP32 with OV2640 camera module connected to the PCB. The ring with LEDs can
be seen above the ESP32-CAM. [199]

5.2.1 PlomBOX casing

In adherence to the goal of ensuring affordability and accessibility of the PlomBOX device, it was

determined that the casing would be 3D printed, with its design drawings made available to the

public as open source material.

Figure 5.6 shows different casing designs developed for the PlomBOX. The black model on the

left was the first and the one on the right is the most recent, final model. The final design was

the result of addressing several challenges found in previous versions. For example, its height was

adjusted to permit a focal length of 99.99 mm between the ESP32-CAM and the sample holder,

as previous versions’ heights resulted in images of the sample holder being out of focus - as seen

in Figure 5.7. The sample holder design was changed to ensure that the Whatman paper with
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(a)

(b)

Figure 5.6: PlomBOX casing designs. 5.6a shows the difference in shape and size of the different
versions, with the model on the left being the oldest and the model on the right being the most
recent, final model; 5.6b shows all the components that fit inside the PlomBOX: the PlomBOX
lid, at the top of the image, the body of the box, the sample holders and the PCB holders, at the
bottom of the image. [199]

the biosensor could be placed in the wells, with the water sample, to be regularly imaged during

the incubation period. In the previous versions this process occurred outside the PlomBOX and,

after the incubation period, the Whatman papers were placed on the sample holder for imaging.

The colour of the PlomBOX was changed from black to white to maximise light diffusion inside

the box, to improve illumination of the samples. The design of the PCB holder was changed to

include a diffuser to be placed on top of the LED ring, also to improve illumination of the samples

and reduce glare on the liquids in the wells – Figure 5.8. Studies were performed on these last two

points and are shown in Chapter 6, in Section 6.2.

All the designs were printed in a Stratasys uPrint SE plus 3D printer which uses ABS plastic.

Liquid leaks were observed between sample holder wells that were printed with ABS – Figure 5.9,

middle. Thus, resin was chosen as the optimal material to print the sample holders. The resin

sample holder shown in Figure 5.9 was printed using an ELEGOO Mars 3 Resin 3D Printer [200].
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(a)

(b)

Figure 5.7: Comparison of sample holder imaging before and after focal distance adjustment
between the ESP32-CAM and the sample holder. 5.7a shows the imaging of a test piece of paper
placed on the sample holder of the second version of the PlomBOX, out of focus; 5.7b shows the
imaging of the biosensor mixed with water samples in the sample holder wells of the third version
of the PlomBOX, in focus. The corners of the QR code in both images provide a good comparison
of the outcome of the focal distance adjustment.

Figure 5.8: PCB slotted on the PCB holder, with diffuser covering the LED ring. [199]

In ABS 3D printing, the build line thickness is 0.2 mm whereas in resin 3D printing is 0.01 mm

[200]. Thus, the resin printers have higher printing resolution, which helps to stop leaks between
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sample holder wells.

(a)

(b)

Figure 5.9: 5.9a Photo of sample holders printed with different materials. The left and centre
sample holders were printed with ABS plastic and the right sample holder was printed with resin.
To test leaking between wells, water died with red ink was placed on alternating wells in the
middle sample holder. 5.9b Cross section of the different sample holders. The left is the ABS
plastic sample holder, centre is the ABS plastic sample holder showing the staining and the right
is the resin sample holder. [199]

Figure 5.10 shows the final design of the PlomBOX, with all the considerations mentioned

above addressed.

5.3 Design of PlomApp

To be consistent with the objective of enhancing user-friendliness, accessibility and keeping cost

down, it was determined that the utilisation of a mobile phone application as a slow control,

as mentioned at the beginning of this chapter, was preferred over specialised equipment. The

PlomApp was designed to require minimum user input with automation of the majority of the

operations. Thus, the user only needs to control the connection from the mobile phone to the

PlomBOX, dictate when and how much data is to be taken, and to send the data to the server

at the end of an assay. The PlomApp architecture choices are discussed in Section 5.3.1. Section

5.3.2 will describe the user interface architecture of the PlomApp. The communication between

the PlomApp and the PlomBOX is explained in Section 5.3.3, while the communication between

the PlomApp and the server are explained in Section 5.3.4.
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Figure 5.10: Photo of the PlomBOX’s final design, with PCB visible at the top. [199]

5.3.1 App architecture choices

The application was developed for mobile phones with an Android operating system (OS) rather

than an iPhone OS because Android is the leading mobile operating system worldwide, having had

a market share of 71.64 % in the third quarter of 2022 [201]. Android Studio was chosen as the

development environment for the application and Java was chosen as the programming language.

Java was chosen as, until recently, it was the official programming language of Android application

development [202].

The mobile phone communicates with the PlomBOX via Bluetooth and communicates with the

server via Wi-Fi. Bluetooth is a type of wireless technology for transmitting data between devices

over short distances [203]. The ESP32 uses Bluetooth Low Energy (BLE), which is designed for low

power operation. Wi-Fi is also a type of wireless technology for transmitting data between devices

over short distances and, for the purposes of the PlomApp, is used to connect to the Internet [204].

Using Wi-Fi, the PlomApp transfers data to the server. The server is run on Linux and encom-

passes several Docker containers. Docker is a software platform with the capability to build, test

and deploy applications. In Docker, software is packaged into standardised units called contain-

ers [205]. The five containers in the server are: Message Queuing Telemetry Transport (MQTT)

broker, database, dispatch, query and grafana. Figure 5.11 shows a diagram which explains the

relationship between these containers. All the server software is written in Python.

Communication between the PlomApp and the server occurs via MQTT protocols which com-

prise three entities: publishers, a message broker and subscribers. Publishers, like the PlomApp,
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Figure 5.11: Layout of the server’s containers

are entities which publish data on the MQTT broker. Subscribers receive information published

on the MQTT broker. The PlomApp is also a subscriber as it receives analysis results from the

server. The message broker is an intermediary that receives messages and then routes them to

the appropriate subscribers based on "topics" [206]. Publishers and subscribers need to have the

same "topic" for information to be shared between them. Additionally, in the implementation

they need to authenticate themselves with Transport Layer Security (TLS) certificates to send or

receive messages published on the MQTT broker. TLS certificates use encryption to secure and

safeguard data that is exchanged between two systems [207].

The server uses an InfluxDB database, which is designed to handle, manage, and store large

time series data [208]. It is filled by dispatch as well as the query containers, detailed below. The

data on the InfluxDB is accessed using a Structured Query Language (SQL)-like query language.

The dispatch container subscribes to the MQTT broker and processes incoming messages. The

messages are processed and stored in the InfluxDB. The query container has read and write access

on the MQTT broker and the InfluxDB database, allowing an user to send a command to query

the database, with the result of the query being returned to the user via MQTT. Grafana is a tool

to query, monitor and visualise data that is received on the server [209].

All the data that is exchanged between the PlomApp, the server and the PlomBOX is done in

JavaScript Object Notation (JSON) string format. This is a lightweight data-interchange format

that is language independent and presents itself as a collection of name/value pairs, or objects

[210]. All images acquired by the PlomBOX, and their metadata, are consolidated in a single

JSON string, per image. The images are stored inside the JSON strings in Base64 format, which

is a binary-to-text encoding, used to represent binary data [211].

A JSON string created by the PlomBOX can be seen in the Appendix A.1.

With the exception of the image object, all the other objects in the JSON string store specific

metadata components:
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• "version" - version of the PlomApp that this data was acquired with, representing its

development stage

• "esp32"

– "ID" - ID of the physical PlomBOX being used, is necessary for user authentication,

explained in Section 5.3.2.1

– "firmware" - version of the ESP32 firmware code this data was acquired with, rep-

resenting its development stage

• "telemetry" - all the elements within this object pertain to date, epoch time and tem-

perature, in celsius and fahrenheit, of the PlomBOX, when the image was acquired

• "measurement" - contains all the identifying information for the measurement

– "ID" - ID of the image and it increments by 1, starting from 1, for each RGB image set.

The Red, Green and Blue sub images of one image will all have the same ID

– "run" - run number of this data set, unique to each user, is obtained from the server

at the start of data taking

– "fname" - JSON filename of the image

– "image" - object which stores the image. For brevity, in the example above it is

shown as ...

– "led" - all the information in this object is related to the LED set up. We can control

the brightness of the LED of the ESP32 ( "brightness"), and set up its colours ("R",

"G" and "B")

– "cam" - settings for the ESP32’s camera

– "type" - type of data taken for a single image. It can be a "calibration" or "calibrated"

data type. This aids the server on its LED calibration calculations, described in Section

6.1.2

– "dataSetname" - the user can give a name to the data set, such as "Kitchen Tap Water",

as shown in Section 5.3.2.6

– "extra" - this object stores the JSON string command that the PlomApp sent to the

PlomBOX to take the data

– "user" - Universally Unique ID (UUID), used to identify the user

– "date" - date the data was taken ("plomapp date"). It also contains another object

to store the date in which the water sample was collected ("water sample date") as

shown in Section 5.3.2.6
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– "location" - Global Positioning System (GPS) coordinates ("latitude" and "longitude")

of the mobile phone.

5.3.2 User interface architecture

Android applications can contain four components through which the phone system or a user can

use the application: activities, services, broadcast receivers and content providers [212].

Activities are single screens that operate as a user interface. Services allow the application to

continue running in the background of the mobile phone device. Broadcast receivers allow the

mobile phone system to deliver events to the application even if the user is not interacting with it.

Content providers manage shared data from the application.

For the PlomApp, the key components are activities. To each activity there were associated

pieces of software created for different purposes, as seen in the next sections. These are described

in the order in which a user would come across them when they open the PlomApp.

5.3.2.1 User registration

User registration was developed to ensure application security. If users are not registered with an

email, a password and they do not have a unique PlomBOX ID, they cannot use the PlomApp.

All user information and authentication is handled by Google’s Firebase. Firebase is a Google-

backed application development software that can provide services for analytics, authentication,

cloud messaging, databases, etc [213].

To register a user, they input their email address and a chosen password on the PlomApp –

Figure 5.12. An email is sent to that email address to authenticate the account. On completion of

this process, Firebase creates a UUID for this user and they can log into the PlomApp with their

email and password. The UUID is not visible to the user but allows for an individual "topic" to

be created. Thus, the user will only receive data intended for them, as the MQTT broker selects

information for their topic.

A database of PlomBOX IDs is stored in Firebase and, every time a user logs in and inputs the

ID, this is checked against the database. Thus, two layers of security were implemented, with the

creation of UUID for each user and unique PlomBOX IDs that are checked on Firebase every time

they log into the PlomApp. On failure of these two steps, the user cannot enter the PlomApp and

use the PlomBOX.

5.3.2.2 User instructions

An activity was set up to show instructions to the user on how they can navigate the PlomApp

and set up the PlomBOX for a measurement of a water sample – Figure 5.13. This ensures that
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(a) (b)

Figure 5.12: PlomApp activities showing the 5.12a register and 5.12b log in screens. The user
can navigate from the register to the log in screen by clicking on the text "Already Registered?
Log in here". For the development of the PlomApp, a temporary unique PlomBOX ID of 111
was used.

the users do not need to seek further documentation other than what is presented in the PlomApp.

This activity has not been populated with information yet and is being used as a placeholder. The

instructions will appear the first time the user opens the PlomApp, but no other times thereafter.

They can, however, be accessed via the Toolbar, described in Section 5.3.2.4.

5.3.2.3 Languages

The PlomApp can present information in three languages: English, Spanish and Portuguese –

Figure 5.14. As there is an intention to launch this project in South America, it was of interest to

be inclusive and make the PlomApp practicable for people who may not have mastered English.

In the software related to this activity, three XML files were created, one for each language,

where all the strings appearing on the activities are stored.

When the user loads the PlomApp, a Language activity will appear where the user can select

the desired language. This is registered by the PlomApp and all following activities will use the

chosen language.
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Figure 5.13: Activity to show user instructions on how to use the PlomApp and the PlomBOX. It
is currently being used as a placeholder and does not contain actionable instructions.

Figure 5.14: Language activity showing three buttons with the languages the user can select to
navigate the PlomApp: Spanish, English and Portuguese.

5.3.2.4 Toolbar options

The toolbar contains three buttons for other functions the user can explore (Figure 5.15a): the first

button on the left aims to take the user to a website where the results for their measurements are

displayed (this has not been implemented yet). The middle button takes the user to the instructions
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activity, where they can read the instructions again. The button on the right directs the user

to further options which includes a button About us, which directs the user to the PlomBOX

webpage, a button Survey, which directs the user to a webpage where they can fill in a survey

about conducting a water assay using the PlomBOX, and a button Logout, for the user to log out

from the PlomApp – Figure 5.15b.

(a) (b)

Figure 5.15: Activity showing toolbar options. Figure 5.15a shows three buttons for the user to
look at assay results (left button), view user instructions (middle button) or view further options
(right button). This last button takes the user to further options, as seen in Figure 5.15b, for the
user to visit the PlomBOX webpage (About us), fill in a survey about the assay process with the
PlomBOX (Survey) and to logout from the PlomApp (Logout).

5.3.2.5 Bluetooth connection

The PlomApp contains an activity dedicated to the connection between the PlomApp and the

PlomBOX via Bluetooth – Figure 5.16. In this activity there are four buttons with the following

options: Turn on and Turn off, which turn the Bluetooth of the device on and off, respectively;

Make device discoverable turns Bluetooth on and allows remote devices to see the device when

they perform a discovery; Get paired devices shows a list of devices the mobile phone is con-

nected to and with which the PlomApp can pair to. This is the option to be chosen for the

PlomApp to pair with the PlomBOX.

When the user selects the option to pair with the PlomBOX, another activity appears giving the

options to Take data or Get results, to take or retrieve data from the PlomBOX, respectively –

Figure 5.17.
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Figure 5.16: Bluetooth activity, with several connection options, including the option to pair with
PlomBOX device - Get paired devices.

Figure 5.17: Activity where the user can choose to take data with the PlomBOX (Take data), or
retrieve the images captured by the PlomBOX for a given assay (Get results).

5.3.2.6 Taking data

The activity dedicated to data acquisition can be seen in Figure 5.18.

Before data acquisition can begin, the microSD card that is connected to the ESP32-CAM
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Figure 5.18: Activity dedicated to data acquisition. This activity requires user input to deter-
mine how many runs should be acquired (Number of runs) and what the elapsed time between
runs should be (Time (seconds)). There are additional inputs for the user to name the dataset
(Dataset name) and to provide a date for when the water samples were collected (Water sample
date). The buttons presented in this activity appear in the order these operations should oc-
cur. The microSD card connected to the ESP32-CAM needs to be cleared before data acquisition
can begin (Delete data from ESP32), followed by a calibration run (Calibration) and the full
calibrated data acquisition (Take calibrated data).

needs to be cleared. This is because the current PlomApp software cannot distinguish between

different data sets stored in the same SD card and would allocate them to the same measurement

ID.

After the SD card is cleared, the user can start data acquisition. This begins with a calibration

run to adjust the brightness of the LEDs, which is explained in Section 6.1.2. Once this LED

calibration run is acquired, the user can take LED calibrated data with the PlomBOX. The user

has the choice of inputting how many images (runs) it wants, and how much time elapses between

those runs. For example, a user can request 4 images to be taken 60 seconds apart.

This activity also contains two optional inputs, Dataset name and Water sample date. These

inputs allow the user to name the dataset and to provide a date for when the water samples were

collected.

5.3.2.7 Retrieving data

The activity related to this task can retrieve data from the PlomBOX or obtain the final lead

concentration results from the server. Both tasks are explained in Sections 5.3.3 and 5.3.4 respec-

tively. The Request data from camera button retrieves all the data from the PlomBOX onto

131



the phone – Figure 5.19a. The Get results from server button obtains the lead concentration

results for the latest set of data associated with the user – Figure 5.19b. The user has the choice

of sharing the mobile phone’s GPS coordinates, to be associated with the data set. A pop-up

window appears the first time the app is run, asking the user for permission to use these. If the

user does not consent to it, the JSON strings will appear with GPS coordinates with a latitude

and longitude of 0◦.

(a) (b)

Figure 5.19: Activity where user can obtain images from the PlomBOX or retrieve final lead results
from the server. 5.19a shows images being received from the PlomBOX before being sent to the
server. All the images will appear on the PlomApp one by one. 5.19b shows the same activity as
5.19a but with final lead concentration results. The lead concentration for each well is shown in
addition to the analysed image.

5.3.3 Communication between PlomApp and PlomBOX

Two processes take place in the communication between the PlomApp and the PlomBOX: one

sends commands to the PlomBOX to begin data acquisition and the other sends commands to

receive data taken by the PlomBOX on the PlomApp.

A set of JSON string commands were developed which are sent by the PlomApp via Bluetooth

to perform these actions.

As described in Section 5.3.2.6, three tasks occur for the PlomBOX to acquire data: the SD

card is emptied, an LED calibration data run, followed by the LED calibrated data run.

For the SD card to be emptied, the PlomApp requires a list of all the JSON files’ names stored
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in it. The PlomApp sends a JSON string to the PlomBOX, shown in Appendix A.2.1. When the

PlomApp has the list of files, it will loop through the list and will send a command to delete each

file – Appendix A.2.2. When all files have been deleted, the PlomApp sends a command to the

PlomBOX to take an LED calibration set of data – Appendix A.2.3. After the LED calibration

concludes (explained in Section 6.1.2), the user can begin an LED calibrated data run, using a

similar command – Appendix A.2.4. During data acquisition the PlomBOX can be left unattended

and the PlomApp can be disconnected from the PlomBOX.

To retrieve data from the PlomBOX, the PlomApp begins by requesting a list of all the files

stored in the SD card. Once this list has been received, the PlomApp will loop through the list

and request each data file in succession. As the data is being received, the image is extracted from

the JSON string, converted into a bitmap and displayed on the activity, as seen on Figure 5.19a.

It takes 1 min from the data file request to having the bitmap displayed on the activity. A bitmap

is an array of binary data which represents the values of pixels in an image [214]. By displaying

the images on the activity as they are being received, the user can confirm that data was acquired

and that it is being sent to the server for analysis.

After data is received on the PlomApp and before being sent to the server, the data JSON

string is edited. The "user", "date", "location, "measurement":"ID", "measurement":"run",

"measurement":"type" and "measurement":"dataSetName" objects are added, with information

provided by the PlomApp.

5.3.4 Communication between PlomApp and server

Data files are sent to the server in succession, as they are received on the PlomApp, taking less

than 30 sec for data to arrive on the server. Data is sent in JSON string format via Wi-Fi, by

publishing it using the MQTT broker, and a topic defined by the UUID. Data is stored on the

phone for instances in which Wi-Fi isn’t available, but an option to send data straight from the

PlomApp to the server has not yet been implemented - it still requires the PlomBOX for data to

be sent.

The data is stored on the server but is not analysed until the user requests it. A function to

begin analysis automatically still needs to be implemented.

The user can request a lead concentration result on their assay by sending a command similar

to the one seen in Appendix A.3. This command specifies a topic unique to the user, so only data

taken by them is analysed. The latest data run (runNb) and image within that run (dataSampleID)

are found and analysed. A description on how the analysis works is given in Section 6.1.

The server returns the analysed image and the lead concentration for all the wells in this

format: phone test v4 analysis conc’: [0, 10, 15, 20, 50, 100, 13.29, 13.38, 0.0,
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0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0]. This is the lead concentration, in ppb, of each well in

the sample holder, with the results presented clockwise, starting at the top of the QR code, as

seen in Figure 5.20. The first six values are not calculated from the analysis but are representative

of the lead concentrations of the elements of a lead curve used to obtain the concentrations of

samples, as described in Section 6.1.

Figure 5.20: Results image obtained from the server, for a given data set. The red arrow shows
the first well results are presented for, proceeding clockwise for the rest of the wells.

In Chapter 6 a detailed description of the analysis of assayed water samples will be provided.
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Chapter 6

PlomBOX - device evaluation for

measurement of lead in water

This chapter evaluates the use of the PlomBOX as a lead detection device.

Section 6.1 will focus on the development of the data analysis package responsible for obtaining

a lead concentration in the sample under test from imaging the biosensor. Section 6.2 details

studies undertaken to understand the operational imaging conditions required for the PlomBOX

to return reliable results. Section 6.3 addresses the in situ assays that occurred to test the entire

PlomBOX system. The chapter finishes with Section 6.4, which discusses the reliability of the

PlomBOX as a lead detection device, based on its capabilities to detect lead at concentrations

equal, above or below 10 ppb.

6.1 PlomBOX data analysis

6.1.1 Colour theory in digital imaging

Colour can be represented as a vector in a colour cube model according to three coordinates that

describe colour, i.e. the colour primaries red (R), green (G) and blue (B) [215, 216] – Figure 6.1a.

In digital image processing, the colour cube model specifies colours for image display, but it is

difficult for a user to estimate the quantities of R, G and B necessary to produce a particular

colour [215]. The use of HSV is preferred as an alternative representation of the RGB colour

model. This is because HSV better represents how human vision perceives colour mixing and it

aids artists in digital colour design, analogous to how one would mix paint in a physical palette

[216]. For the PlomBOX, variations in lead concentration correspond to various shades of blue, a

relationship that is more accurately depicted by measuring saturation as opposed to RGB values.
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The HSV model is derived from the RGB colour model as follows [217]:

• The RGB colour cube (Figure 6.1a) is tilted along its main diagonal (the grey axis) from

black to white – Figure 6.1b.

• The cube is projected onto a plane perpendicular to the diagonal, creating a hexagonal disk,

as seen in Figure 6.1c. Any point inside the hexagonal disk represents colours that would be

seen in the RGB colour cube along the grey axis.

• The grey level changes from black (0) to white (1), thus moving from one hexagonal disk

to another. The disk at value 0 is a single point, increasing in area the closer it is towards

white. This creates the HSV hexcone model – Figure 6.1c. The HSV hexcone disk contains

the following colours, starting from red and moving counterclockwise: yellow, green, cyan,

blue and magenta. The primary colours, red, green and blue, are equally separated around

the hexcone disk, with red at 0◦, green at 120◦ and blue at 240◦. The secondary colours,

yellow, cyan and magenta are present in-between the primary colours at 60◦, 180◦ and 300◦

respectively [218].

• To simplify the conversion model formulae, by norm the HSV hexcone model is expanded

into cylindrical form [219] – Figure 6.1d.

In the HSV model, Value is defined as the largest component of a colour [216]. Therefore, V ∈

[0,1]:

V = max(R,G,B) (6.1)

Hue and saturation specify points in each disk [216]. Hue is the angle around the disk and

saturation is the length of a vector centred on the grey point of the disk - Figure 6.2.

Saturation is defined as the colourfulness of a stimulus relative to its own brightness i.e. V [129].

To determine saturation, chroma is required, which is the colourfulness relative to the brightness

of a similarly illuminated white [129]. Chroma, C, is calculated by:

C = max(R,G,B)−min(R,G,B) (6.2)

Saturation, S ∈ [0,1], can be obtained from:

S =





0, if V = 0

C
V , otherwise

(6.3)

Hue is defined as the attribute of a stimulus according to which an area appears to be similar

to one of the perceived colours: red, green, blue and yellow [129].
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(a) (b)

(c) (d)

Figure 6.1: Conversion from the RGB colour cube to the HSV hexcone. 6.1a shows the RGB colour
cube, 6.1b shows the result of tilting the cube along its main diagonal (the grey axis), 6.1c shows
the resultant HSV hexcone model with the grey level changing from 0 (black) to 1 (white) and
6.1d shows the hexcone model expanded to a cylindrical form, to simplify the conversion model
formulae.
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Figure 6.2: HSV disk showing saturation as a vector centred on the grey point of the disk and hue
as the angle around the disk for a specific point.

The expression for hue for all cases when V is either R, G or B is presented below, where H ∈

[0
◦
, 360

◦
]:

H =





60
◦
×
(G−B

C
mod6

)
, if V = R

60
◦
×
(

2.0 +
B −R
C

)
, if V = G

60
◦
×
(

4.0 +
R−G
C

)
, if V = B

(6.4)

The normalisation values of 2 and 4 are in place when either V = G or V = B, to indicate

which sector the hue will be found on. The modulo operator mod6 is present when V = R to

ensure all hue values are positive. For example, a colour with (R,G,B) = (1, 0.42, 0.47) would

return a hue of −5◦ without mod6, as opposed to 355◦.

For Figure 6.2, the point of interest has the following (R,G,B) = (0, 0.93, 1). Thus, V = B and

hue will be in the sector with a value between 180◦ and 300◦. To determine hue, the two smallest

primary colours, R and G, are subtracted and divided by the chroma, B - R. This returns a real

number, which is multiplied by 60◦ to return an angle:

H = 60
◦
× R−G

C
+ 4 = 60

◦
× 0− 0.93

1− 0
+ 4 = 184.2

◦
(6.5)

In computing, colours are represented in a scale of 0 to 255, as opposed to a scale of 0 to 1.

This representation of colour is commonly referred to as 24 bit colour [220]. This convention has

been used on the analysis script of the PlomBOX.
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6.1.2 Image analysis

All images taken by the PlomBOX are stored in Joint Photographic Experts Group (JPEG) format.

This format was chosen as it prioritises small sized data files, ensuring they can be transmitted

via Bluetooth to the PlomApp with ease. JPEG images undergo lossy compression by irreversibly

removing data to reduce the file size [221]. This is achieved with chroma subsampling, where colour

information has a lower resolution than the brightness information [222]. For example, in a 2×2

block of pixels the 4 chroma values are averaged, so only 1 value is stored for that block. For

this project, a balance was struck between file size reduction and loss of colour information when

opting for this image format.

Figure 5.20 shows the sample holder, with coloured papers, that is used to illustrate how the

analysis script works.

As addressed in Section 5.3.2.6, data acquisition begins with an LED calibration run. This

entails acquiring three LED calibration images. Each image has the RGB LED colours set to 255

respectively for red, green and blue, with a white paper on the sample holder – Figure 6.3. These

are sent to the PlomApp and subsequently to the server.

(a) (b) (c)

Figure 6.3: Images of white paper placed on sample holder inside the PlomBOX. This figure shows
the 6.3a red 6.3b green and 6.3c blue images taken.

The average colour in the centre of each white paper RGB image (RGBmeas) is obtained to

calibrate the values of the LEDs. This calibration value aims at an average image RGB value,

RGB, of 200 (corresponding to the colour of a piece of white paper), compared to an automatic

exposure control (AEC) value of 100. The automatic exposure control sets the aperture and shutter

speed of a camera based on the external lighting conditions [223]. An AEC of 100 was assumed

for the assays described in Section 6.3 but, in principle, this value can be adjusted to reflect the

lighting conditions wherever the PlomBOX is placed for data acquisition.

Calibration(R,G,B) = AEC × RGB

RGBmeas
= 100× 200

RGBmeas
(6.6)

This algorithm returns three RGB LED exposure values between 0 and 255, one for each colour,

that are returned to the PlomApp.
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Following this acquisition, the white paper is removed and data can be acquired for the samples.

For each data set, three images, illuminated by red, green and blue LEDs, are acquired – Figure

6.4. These are referred to as LED calibrated images.

(a) (b) (c)

Figure 6.4: This figure shows the 6.4a red 6.4b green and 6.4c blue images acquired.

6.1.2.1 RGB to HSV conversion

When data acquisition is completed, all LED calibration and LED calibrated images are sent to the

server to be analysed. Each set of LED calibration (Figure 6.3) and calibrated (Figure 6.4) images

are merged to obtain a single LED calibration image and a single LED calibrated image. This

allows for the calibrated image to be flat fielded. For the PlomBOX, flat fielding helps normalise

the heterogeneous illumination inside the box. More generally, flat fielding aims to reduce image

artifacts caused by dark currents in the CMOS device [224]. This process produces a pixel-by-pixel

corrected image following this method [225]:

IC =
(IR − ID) · im

(IF − ID)
(6.7)

where IC is the corrected image, IR is the raw (LED calibrated) image, IF is the flat field (LED

calibration) image, ID is the dark field image and im is the image averaged value of (IF-ID). For

all data sets im = RGB = 200 corresponding to the colour of a piece of white paper, as mentioned

in the previous section. The CMOS sensor does not have a mechanical shutter, therefore dark field

images cannot be acquired. The equation above becomes:

IC =
IR · 200

IF
(6.8)

The resultant flat fielded image can be seen in Figure 6.5, showing how the heterogeneous

illumination of the sample holder has been removed.

After flat fielding, the analysis script uses the QR code seen on the image to find the ROIs

where the bacteria samples are placed. The script uses the opencv-python python library to

achieve this. After locating the ROIs, the RGB values for each pixel in this region are found –
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(a) (b)

Figure 6.5: Comparison of sample holder image 6.5a before and 6.5b after flat fielding.

Figure 6.6. All RGB values are averaged for each ROI, so that one ROI has one R, G and B value

associated with it.

Figure 6.6: ROIs shown on the image as blue squares, labeled from 0 to 7

The HSV values are calculated from the average RGB values of the image using the pycopy

-colorsys python library and following the conversion described in Section 6.1.1.

For the example shown above, the RGB, HSV and their uncertainty values, σR, σG, σB, σH,

σS and σV, are shown in Table 6.1. The derivation of the uncertainties is shown below. The table

illustrates that the package is working as expected: ROI0 has a saturation of 32.7 whereas ROI5

has a saturation of 76.3 and it is clear from Figure 6.6 that ROI5 has a larger saturation than

ROI0, since it has a darker shade of blue. The values of S and V are presented in the range of [0,

100] as opposed to [0, 1]. The RGB uncertainties are obtained by calculating the standard error

of the mean of R, G and B values, σi, for all the pixels in each ROI:

σi =
σi√
np

for i ∈ R,G,B (6.9)

where σi is the sample standard deviation for R,G and B and np is the number of pixels. The
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chroma, C, and HSV uncertainties are obtained from error propagation:

ROI R G B σR σG σB H S V σH σS σV

0 116.3 159 172.8 0.2 0.2 0.5 194.7 32.7 67.8 0.3 0.3 0.2
1 90.6 151.1 173.9 0.2 0.2 0.2 196.4 47.9 68.2 0.2 0.2 0.1
2 87.8 149.6 174.7 0.1 0.1 0.4 197.3 49.7 68.5 0.2 0.2 0.1
3 66.2 140.2 173 0.2 0.2 0.2 198.4 61.7 67.8 0.1 0.1 0.1
4 45.6 126.9 170 0.3 0.4 0.6 200.8 73.2 66.7 0.2 0.4 0.2
5 40.8 122.3 172.4 0.1 0.1 0.4 202.9 76.3 67.6 0.1 0.3 0.2
6 90.6 143.9 175.7 0.4 0.2 0.3 202.4 48.4 68.9 0.3 0.3 0.1
7 92.8 144.3 176.3 0.3 0.2 0.5 203 47.4 69.2 0.2 0.4 0.2

Table 6.1: RGB, HSV and their uncertainties for each ROI shown in Figure 6.6

σC =
√
σ2
max(R,G,B) + σ2

min(R,G,B) (6.10)

σH =





√(∂H
∂G

)2
· σ2

g +
(∂H
∂B

)2
· σ2

b +
(∂H
∂C

)2
· σ2

C if V = R
√(∂H

∂B

)2
· σ2

b +
(∂H
∂R

)2
· σ2

r +
(∂H
∂C

)2
· σ2

C if V = G
√(∂H

∂R

)2
· σ2

r +
(∂H
∂G

)2
· σ2

g +
(∂H
∂C

)2
· σ2

C if V = B

(6.11)

σS = S ·
√(σC

C

)2
+
(σV
V

)2
(6.12)

σV = V ·
( σmax(R,G,B)

max(R,G,B)

)
(6.13)

6.1.2.2 Lead curve interpolation and final result

The final step in the analysis is to obtain a value for the lead concentration in the water samples

from the saturation value obtained after the RGB to HSV conversion of the pixels’ colours in the

ROIs.

Each sample holder contains some wells with water samples of known lead concentrations.

These constitute a "lead curve" that is used to calibrate the lead values of the samples of unknown

concentration. For the test using Figure 6.6 one assumes that the ROIs 0 to 5 represent the lead

curve, with concentrations of 0, 10, 15, 20, 50 and 100 ppb respectively. ROIs 6 and 7 represent

samples with unknown lead concentrations. The saturations of ROIs 0-5 can be plotted against

their lead concentrations. A logarithmic fit can be made on these data points. The saturations

for the unknown samples can be placed on this logarithmic fit and interpolated to find their lead

concentration – Figure 6.7. For this example, the concentrations would have been 10.2±0.6 and

9.6±0.6 ppb for ROIs 6 and 7 respectively.
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The next section will address studies that were undertaken to understand how environmental

and temporal effects, as well as the size of ROIs, can change the results obtained by the PlomBOX.

Figure 6.7: Example of how a value for lead concentration can be obtained by using a parallel
measurement of calibration samples, i.e. the "lead curve". The figure shows saturation vs lead
concentration, in ppb, for lead curve samples from 0 to 100 ppb. The lead curve samples, in black,
are fitted with an inversely exponential curve and lead values for the unknown samples, in blue,
can be obtained via interpolation of the lead curve.

6.2 PlomBOX operational studies

To conduct these studies, the sample holder depicted in Figure 6.5 and the same coloured papers

were used. For brevity, only the results for ROI0 are presented.

6.2.1 Temperature studies

It was important to understand whether the temperature of the PlomBOX device changed the

saturation values of data. Two tests were undertaken:

• Compare stability of saturation values when the PlomBOX started taking data immediately

after being turned on (0 min), or after being turned on and waiting for a period of 30 min

• Look at fluctuations of temperature over a large timelapse of 18 h and see if similar saturation

fluctuations were observed

For the first test, the white PlomBOX was placed inside another box. The outer box was used

to reduce the interference of light leaks on the results, i.e. photons which do not originate on the

LED ring and come from external light sources.

A total of 10 runs were conducted, with each run occurring 2 min apart. The first iteration

was acquired immediately after turning on the PlomBOX, while the second iteration was acquired
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after leaving the PlomBOX turned on for 30 min before data acquisition. Figure 6.8 illustrates that

the PlomBOX’s temperature exhibits greater stability during data acquisition when it is powered

on 30 min before commencing data collection. Moreover, the second setup shows a reduction in

saturation fluctuations. All subsequent assays were carried out with the PlomBOX powered on

30 min prior to data acquisition.

(a)

(b)

Figure 6.8: Comparison of effects of temperature on saturation when the PlomBOX begins data
acquisition 0 and 30 min after being turned on, in red and blue respectively. Figure 6.8a com-
pares the saturation values for the images acquired. Figure 6.8b compares the temperature of the
PlomBOX, in celsius, for the images acquired.

In the second test, data was taken 30 min apart and the white PlomBOX was subject to

the same conditions as in the first test. A digital thermometer was placed inside the external

box to measure the external temperature to the PlomBOX. The results are shown in Figure 6.9.

Despite the temperature fluctuations observed both in the PlomBOX temperature and external

temperature, 80 % of data points are within 1σ band of the average saturation, thus the PlomBOX

device can remain stable and acquire data for long periods of time.
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Figure 6.9: Time series data acquisition of the white PlomBOX for ROI0. Data was taken over
18 h, with pictures taken 30 min apart. The top plot shows saturation over time, the middle plot
shows the PlomBOX temperature and the bottom plot shows the external temperature over time

6.2.2 Light leak studies

This study checked if the introduction of an external light source to the PlomBOX affected the

saturation values. A white and a black PlomBOX were used for this test.

Data was taken with a torch pointing to the top, front, left, right and back of the PlomBOX,

and then the saturation values were compared for the different images – Figure 6.10.

Figure 6.10: Example of data acquisition set up for light leak study. A torch was pointed at the
PlomBOX from different directions

Figure 6.11 shows the results of data analysed for the dark and white PlomBOXes. Outside

light interferes with the saturation values but the dark PlomBOX is more light tight than the

white PlomBOX. It is preferable for the PlomBOX to be white inside to maximise light diffusion

and illumination of the samples but, when assays are performed, it is preferable to have a dark
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environment to reduce external light interference. Therefore, subsequent assays to assess PlomBOX

performance for lead metrology were conducted with a white PlomBOX in a dark environment.

(a)

(b)

Figure 6.11: Comparison of saturation values for ROI 0 for the black (6.11a) and white PlomBOXes
(6.11b) in terms of the positioning of the external torch. The black PlomBOX is more stable in
terms of saturation values when compared to the white PlomBOX. The absolute saturation values
of the dark PlomBOX exceed those of the white PlomBOX due to the box’s interior being painted
black. The black paint reduces light diffusion, resulting in higher values.

6.2.3 ROI size

A comparison of saturation values was conducted on ROIs of varying sizes within the sample holder

wells. The results, presented in Figure 6.12, demonstrate a preference for larger side dimensions in

an ROI, as they exhibit lower uncertainty in their saturation values. This reduction in uncertainty

arises from the method of calculating RGB uncertainties, as elaborated in Section 6.1.2.1. A larger

ROI encompasses more pixels, which results in the standard error of the mean calculation dividing

the standard deviation by a larger pixel count than smaller ROIs. ROIs with a radius larger than

0.07 units of length1 were not investigated because they would exceed the well boundaries, and

the analysis focuses solely on the contents within the wells. The analysis of the INA assay shown

1The size of the ROIs depends on the QR code’s dimensions; for instance, a value of 0.07 corresponds to a radius
dimension that is 7% of the QR code’s radius.
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in Section 6.3 was conducted using ROIs with a radius equal to 0.07.

(a) (b)

(c)

Figure 6.12: ROI size comparison. Figures 6.12a and 6.12b show the sample holder analysed
with ROIs with a radius of 0.01 and 0.07 units of length respectively. Figure 6.12c compares the
saturation values with the ROI side dimensions.

6.2.4 Sample holder material

As addressed in Section 5.2.1, it is recommended to 3D print the sample holder using resin instead

of plastic. This choice is informed by the higher resolution of resin printers, which leads to a

reduction in leaks between the wells of the sample holder.

In Section 6.3, the initial assays were performed using PLA plastic sample holders, whereas

resin sample holders were subsequently introduced and utilised for the remaining assays. Section

6.4.1 empirically demonstrates that the latter sample holder yields superior results, displaying

a stronger correlation between the true lead concentration values of the samples and the values

reported by the PlomBOX, in contrast to the results obtained from assays involving PLA sample

holders.
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6.2.5 Dilution of samples with large lead concentrations

Reference [226] details that the growth of E. coli can be inhibited when in the presence of media

with lead concentrations greater than 3× 105 ppb. However, it was observed a posteriori in Plom-

BOX assays that E. coli growth was inhibited for concentrations lower than 3× 105 ppb and as

low as 100 ppb. Figure 6.13 shows a comparison of saturation and lead values for a test assay of a

"lead curve" on tap water, with concentrations of 0, 10, 50, 100 and 500 ppb. It is observed that

after 100 ppb, saturation increase begins to plateau as opposed to increasing linearly with lead

concentration.

Figure 6.13: Saturation vs lead concentration of a tap water "lead curve". Data between 0 and
500 ppb is fitted with a logarithmic fit and data between 0 and 100 ppb is fitted with a linear fit.
After 100 ppb, saturation begins to plateau as opposed to increasing linearly with lead concentra-
tion.

It is not possible to know a priori if a sample of unknown lead concentration will inhibit the

growth of E. coli . If an assay returns a value of a sample’s lead concentration close to 0 ppb, this

sample should be diluted and assayed again. Section 6.4.1 shows that, when this occurs, there

is a stronger correlation between the true lead concentration value of the sample and the value

reported by the PlomBOX.

6.3 INA assay

In December 2022, the INA in Argentina conducted a study by collecting water samples from

selected houses suspected of containing lead plumbing. These samples were analysed by INA fol-

lowing spectrophotometry of atomic absorption to determine their lead content. This is a method

similar to ICP-MS in which elements in a liquid sample are detected by applying specific wave-

lengths from a light source [227]. Distinct elements absorb the wavelengths differently and therefore

concentrations of these elements can be found. The samples underwent separate analysis using the
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PlomBOX to benchmark its lead metrology performance.

Nine separate assays with the PlomBOX were carried out between November and December

2022 by the team of biologists – Table 6.2. For each of these assays, a lead curve was established,

consisting of concentrations of 0, 10, 15, 20, 50, and 100 ppb of lead. These concentrations were

placed in different wells, while the remaining wells were filled with the water samples collected by

INA. The lead concentrations of these samples were undisclosed until the analysis had been con-

cluded. Some samples underwent multiple assays, and others were diluted in later assays. Certain

samples exhibited elevated lead concentrations in the first assays, necessitating their subsequent

dilution to achieve lower concentration levels. This is because the growth of E. coli can be inhibited

when in the presence of media with large lead concentrations, as detailed in Section 6.3.1.6. The

procedures described in Section 5.1.3 were followed to mix the bacteria and water samples in the

wells.

In the initial three assays, a sample holder made of PLA material was used, while the remaining

assays utilised a resin sample holder. Throughout the assays, a timelapse was recorded in which

images of the samples holder were captured every 20 min. The PlomBOX was housed inside a

light-tight incubator set at a temperature of 24 ◦C.

Date Temperature Time # of Runs # of Samples Sample Holder Type Dilution

10/11/2022 24 ◦C 16.3 h 49 9 PLA
16/11/2022 24 ◦C 16.3 h 49 9 PLA
24/11/2022 24 ◦C 16.6 h 50 9 PLA
30/11/2022 24 ◦C 16.6 h 50 9 Resin
01/12/2022 24 ◦C 17 h 51 9 Resin
07/12/2022 24 ◦C 16.6 h 50 8 Resin
14/12/2022 24 ◦C 18.6 h 56 9 Resin ×
15/12/2022 24 ◦C 19.6 h 59 9 Resin ×
16/12/2022 24 ◦C 17.3 h 52 8 Resin ×

Table 6.2: Table with list of assays alongside their respective data acquisition conditions. The
temperature corresponds to the environment within the incubator housing the PlomBOX, while
time pertains to the duration of data acquisition. The count of runs denotes the quantity of
images obtained by the PlomBOX during each assay. The number of samples reflects the quantity
of specimens subjected to analysis within a given assay. The sample holder type signifies the
material employed for 3D printing the sample holder. An × in the Dilution column indicates
PlomBOX assays which contained diluted samples.

6.3.1 Analysis procedure

The data is treated as shown in Figure 6.14. The analysis script presented in Section 6.1.2 was

expanded to account for aspects specific to these assays. This included data calibration and cuts

before the lead curve interpolation occurred, which are detailed in the next sections.
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Figure 6.14: Analysis diagram for PlomBOX assays detailing different calibration methods applied
to the data.

6.3.1.1 HSV calibration

As shown in Section 6.1.2.1, the analysis script converts RGB colours to HSV. However, the

PlomBOX camera captures the colours produced by the biosensor which result from light reflection

and are dependant on the LED ring’s illumination. The colours produced by the biosensor need

to be converted to its corresponding RGB digital values, before analysis can occur.

A wheel of ROIs was coloured digitally with known RGB (and HSV) values. This was printed

onto a paper, placed inside the PlomBOX and images were acquired – Figure 6.15. Their saturation

values were retrieved and compared with the digital saturation values used to colour the ROIs,

as seen in Table 6.3. The digital saturation values were plotted against the measured saturation

values. A logarithmic fit was made, y = a · e−b·x + c, where y is the measured saturation, x is

the digital saturation and a, b and c are the three fit parameters which indicate the intercept

with the y-axis, the rate of exponential growth and the y-axis offset, respectively. Assay data was

interpolated to determine its digital saturation values – Figure 6.16. These values are used for the

remainder of the analysis.

ROI Measured Saturation Digital Saturation

0 21.7 ± 0.3 10
1 39.2 ± 0.4 30
2 49.5 ± 0.4 50
3 58.9 ± 0.4 70
4 66.9 ± 0.4 90
5 39.9 ± 0.3 34
6 40.8 ± 0.3 34
7 41.7 ± 0.4 34

Table 6.3: Comparison between digital and measured saturation for colours shown on the sample
holder seen in Figure 6.15

The uncertainties were propagated once the value of lead was found for the samples. The fit
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Figure 6.15: Wheel with ROIs coloured digitally with different HSV values, placed on top of the
sample holder inside the PlomBOX.

Figure 6.16: Digital saturation vs measured saturation with a logarithmic fit for sample ROIs
shown in Figure 6.15, as imaged by the PlomBOX. A logarithmic curve is fitted on the sam-
ples, which are seen in red. The measured saturation values, in blue, are interpolated, using the
logarithmic fit, to determine their digital saturation values. A 1σ error band is seen in light green.

function was rearranged to find x, and the error propagation formula follows:

x = −
ln
(
y−c
a

)

b
(6.14)

shsv =

√(∂x
∂a

)2
· s2a +

(∂x
∂b

)2
· s2b +

(∂x
∂c

)2
· s2c +

(∂x
∂y

)2
· s2y +

(∂x
∂a

)(∂x
∂b

)
· sasb +

(∂x
∂a

)(∂x
∂c

)
· sasc

+
(∂x
∂b

)(∂x
∂c

)
· sbsc +

(∂x
∂a

)(∂x
∂y

)
· sasy +

(∂x
∂b

)(∂x
∂y

)
· sbsy

(∂x
∂c

)(∂x
∂y

)
· scsy (6.15)

where
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and sa, sb, sc and sy are the uncertainties for the fit parameters and the saturation respectively.

This exercise can be repeated for hue and value but saturation is the relevant quantity to find

the lead concentration for any given sample. The HSV calibration was conducted based on the

experimental conditions and the PlomBOX unit established by the team of biologists. In principle,

this calibration should be tailored to each PlomBOX unit used, as lighting conditions will vary.

6.3.1.2 Tap/deionised water ratio

The assay analyses tap water samples, while the lead curve used in the analysis is established using

deionised water (dH20). This choice is driven by the presence of disinfectants in tap water, which

can influence the bacterial abundance [228]. Ensuring an uninhibited lead curve is of paramount

importance in this context. It is therefore necessary to calibrate the lead curve to saturation values

representative of a tap water lead curve.

An assay was conducted with two lead curves, with tap and deionised water – Figure 6.17.

To each data set the HSV calibration and first-image-subtraction were applied, as described in

Sections 6.3.1.1 and 6.3.1.3. A set of saturation values were obtained for both curves for the lead

concentrations of 0, 10, 50, 100, 200 and 500 ppb. Both curves were fitted with a logarithmic fit.

These fits were compared and a ratio, ≈ 1.08, was obtained – Figure 6.18. The deionised lead

curve saturation values are divided by this ratio to obtain saturation values for a tap water lead

curve:

Ratio =
dH2O

tap
(6.17)

The uncertainties on the tap water saturation values were calculated as seen below:

stap = Stap ·
sdH2O

SdH2O
(6.18)

Where Stap is the tap water saturation value, sdH2O is the uncertainty and SdH2O the value of

saturation for deionised water.

Similar to what was mentioned in Section 6.3.1.1, this correction was conducted for the tap
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and deionised water utilised by the team of biologists. A user should repeat this exercise for the

water they assay, as it will contain different constituents.

Figure 6.17: Sample holder showing a tap vs deionised water assay. The wells contain bacteria
and water doped with different lead concentrations. * denotes deionised water and ** denotes tap
water. Labels represent lead concentrations in ppb.

Figure 6.18: Tap vs deionised water ratio. Two lead curves, one of tap water (in blue) and one of
deionised water (in red) were assayed and a ratio, ≈ 1.08, was obtained (in black). This ratio is
used to calibrate the deionised lead curve.

6.3.1.3 First image subtraction

The sample holder exhibited well staining after subsequent assays, attributed to the production of

the blue colour compound in the presence of lead – Figure 6.19.
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The staining affected the saturation values obtained for the first images of the timelapse, when

the bacteria had not yet started to express blue colour. It also affected wells which had samples

with low lead concentrations. In these wells the bacteria response to lead was masked by the

staining. All saturation values on the timelapse were therefore subtracted by the saturation value

of the initial image – Figure 6.20. The uncertainties on the subtracted saturation values were

calculated as seen below:

ssub =
√
s2#1 + s2#N (6.19)

Where ssub is the uncertainty of the subtracted saturation, s#1 is the uncertainty of the satu-

ration of the first image on the timelapse and s#N is the uncertainty of the saturation of the image

being subtracted.

Figure 6.19: Resin sample holder used in assays exhibiting colour staining in some of its wells.

Table 6.4 illustrates the changes the saturation values and uncertainties of a sample undergo

following HSV calibration, tap/deionised water correction and first image subtraction. A snapshot

is given of the saturation results from the last image acquired on the assay of the 14th December

for the 10 ppb element of the "lead curve". The final saturation value shown on the table, 15.2±0.7,

is used to create a timelapse that will be fitted later as described in Section 6.3.1.4.

6.3.1.4 Timelapse fits

The timelapses of each sample and each element of the lead curve were considered for the analysis,

as opposed to only obtaining results from the final image of the timelapse. The timelapse provides

information on how the increase in saturation occurred, from which data cuts can be inferred –
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(a)

(b)

Figure 6.20: Timelapse data of a given sample before (6.20a) and after (6.20b) first image satu-
ration subtraction, shown in blue.

Procedure Saturation sSaturation

RGB to HSV conversion 27.6 0.5
HSV calibration 17.4 1.9

Tap/dH2O correction 16.1 0.5
First image sub 15.2 0.7

Table 6.4: Example of evolution of saturation values ("Saturation") and uncertainties ("sSaturation")
for the 10 ppb element of the "lead curve", for the 14th December assay. The initial RGB to HSV
conversion values are obtained from the last image acquired on the assay.

detailed in Section 6.3.1.6. A fit on the timelapse will also lower the uncertainties on the final

saturation values, contrary to what is observed if only the final image of the timelapse is used.

It was expected that the bacteria response to lead would have the shape of two sigmoid func-

tions (or Monod curves): one to represent the gene expression and one to represent the continuous

bacterial growth throughout the assay. The Monod equation models the growth of bacteria pop-
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ulations [229]. It depends on two factors: the growth rate of the bacteria, µ, and the limiting

substrate for growth, S. In this context, the LB broth serves as the limiting substrate for the

curve representing bacterial growth, while X-Gal serves as the limiting substrate for the curve

representing gene expression:

µ = µmax
S

KS + S
(6.20)

Here, µmax is the maximum growth rate for the bacteria and KS is the value of the substrate

when µ
µmax

= 0.5. The Monod curve has five distinct phases [230]: the lag phase at the beginning,

which occurs until the bacteria have acclimated to their new environment; the exponential growth

phase; the deceleration phase, when the limiting substrate starts to become depleted; the stationary

phase, when the net bacteria growth is approximately zero and the death phase when the bacteria

are destroyed by lysis, i.e. when the bacteria walls are broken down or destroyed [231]. The first

four phases are observed on data acquired for all assays. To represent this curve, the following fit

function was used:

y =
a

1 + e
(−x+b)·( c

1+e−x
)

(6.21)

a
1+e(−x+b)

relates to the gene expression, and ( c
1+e−x ) relates to the bacterial growth. The

a parameter represents the amplitude of the curve, i.e. the maximum saturation that can be

obtained, b is the value of x when y has reached 50 % of its final value and c represents the slope

of the curve. x is time, in minutes, and y is saturation. The uncertainty on the final saturation

extracted from the fit is propagated, accounting for the uncertainties on the fit parameters sa, sb

and sc:
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where
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The goodness of the fit was quantified with a reduced chi-square statistic:

χ2
reduced =

(Data− Fit)2

s2Data · (Nobservations −Ndof)
(6.24)

Where Data represents the measured values, Fit the calculated values, s2Data is the variance,

Nobservations is the number of data points and Ndof is the number of fitted parameters.

A 1σ error band was also introduced, with the expectation that 68 % of data points should be

within this error band. Figure 6.21 provides an example of a timelapse fit for an analysed INA

sample (sample 103 from the assay conducted on the 14th December 2022), exhibiting the sigmoid

fits, the 1σ error band and the χ2
reduced value for this fit. The fit returned a saturation value of

21.8 ± 0.4.

Figure 6.21: Example of timelapse fit, in dark blue, on sample data, in black, with a 1σ error band
in light blue. The χ2

reduced statistic for this fit is 1.02 and the fit returned a saturation value of
21.8 ± 0.4.

The saturation values and their uncertainties were extracted from each timelapse fit and were

used to estimate the lead content of the sample, as described in Section 6.3.1.5.
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6.3.1.5 Lead curve fits

As discussed in Section 6.1, the saturation values of the elements of the lead curve are used to

produce a fit, which is used to look up the lead concentration given a measured saturation value of

the unknown concentration samples. A first-order polynomial fit was used: y = ax+ b where x is

lead, in ppb, y is saturation, and a and b are the fit parameters, the slope and the saturation-axis

intercept respectively. The saturation values of the samples were linearly interpolated on this fit,

returning a value of lead for each of them. The uncertainties were propagated once the value of

lead was found for the samples. y = ax + b was rearranged to find x, and the error propagation

formula follows:

x =
y − b
a

(6.25)
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and sa, sb and sy are the uncertainties for the slope, the saturation-axis intercept and the

saturation respectively. Figure 6.22 shows the lead curve fit for the 1st December 2022 assay,

showing the lead curve data points in black, the interpolated sample data in blue, the fit in red

and the 1σ error band in green.

6.3.1.6 Data quality cuts

After analysing all assays, data cuts were applied. The b parameter of the timelapse fit, which

represents the time when the saturation reaches 50 % of its final value, was examined for all lead

curves. A cut was applied by excluding data points where b parameter > 1000 min.

The majority of the assays have a total time span of ∼ 1000 min therefore there is an expectation

that b should have a value < 1000 min or less. Observing b > 1000 min indicates that the biosensor
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Figure 6.22: Lead curve fit for 1st December 2022 assay. A first-order polynomial fit is produced
from the lead curve data, in black. The samples’ saturation values are interpolated on this fit to
find their lead values in ppb, in blue. The fit is shown in red and the 1σ error band is shown in
green.

did not work as expected for that assay and its data should not be considered.

This cut was implemented on all elements of the lead curves and, if more than one element of

a lead curve did not meet the cut, the entire assay was disqualified. Conversely, if the cut was met

for all elements within a specific lead curve, all samples associated with that assay were deemed

compliant with the cut. This approach rested on the assumption that if all elements within a given

lead curve passed the cut, then bacterial growth and gene expression occurred as expected.

A further cut was applied to address instances in which the saturation of the 100 ppb element of

the lead curve was lower than the saturation corresponding to 50 ppb. As addressed in Section 6.2.5,

the growth of E. coli can be inhibited when in the presence of media with large lead concentrations.

When the saturation for 100 ppb is lower than the saturation for 50 ppb, the 100 ppb is excluded

from the lead curve fits.

Table 6.5 shows the assays that passed these cuts. Based on this, the assays of the 16th, 24th

November, 1st, 14th and 15th December were used for the analysis discussed in Section 6.4.

6.4 Reliability of the PlomBOX device for lead detection in

water

To assess the reliability of the PlomBOX device, multiple factors were taken into account: the

correlation between PlomBOX and INA results, an evaluation of the accuracy of the PlomBOX

and a measure of the sensitivity and specificity of the device.
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Date No cuts b < 1000 min S (50 ppb) < S (100 ppb)

10/11/2022 × ×
16/11/2022 × ×
24/11/2022 × ×
30/11/2022 ×
01/12/2022 × × ×
07/12/2022 × ×
14/12/2022 × × ×
15/12/2022 × ×
16/12/2022 × ×

Table 6.5: INA Assay data cuts. This table shows the assays that passed the data cuts (indicated
with a ×) addressed in Section 6.3.1.6. "b < 1000 min" denotes assays which had no more than
one element of the lead curve with b > 1000 min on their timelapse fit. "S (50 ppb) < S (100 ppb)"
denotes assays which do not have the saturation value of 100 ppb < saturation value of 50 ppb for
the lead curve fit.

6.4.1 Correlation between PlomBOX and INA results

The correlation between the PlomBOX and INA results was checked using the Pearson correlation

coefficient:

r =

∑
(xi − x)(yi − y)√∑

(xi − x)2
∑

(yi − y)2
(6.28)

Where r is the correlation coefficient, xi are the INA lead concentration values, x is the mean

of INA lead values, yi are the PlomBOX lead concentration values and y is the mean of PlomBOX

lead values.

The correlation was calculated for different aspects, such as the use of different sample holders,

data above and below 100 ppb, data above and below 10 ppb and diluted and undiluted data. Table

6.6 presents the obtained results. There was no data below 10 ppb acquired using the PLA sample

holder. Regarding the results on diluted and undiluted data, a comparison using all PLA and resin

data was more apt than considering the sample holders separately. This is because data acquired

using the PLA sample holder did not include any diluted samples.

Element PLA + Resin PLA Resin

All data 0.63 -0.24 0.76
Below 100 ppb 0.41 0.53 0.50
Above 100 ppb 0.61 -0.42 0.77
Below 10 ppb -0.27 - -0.27
Above 10 ppb 0.63 -0.24 0.77
Undiluted -0.05 - -
Diluted 0.78 - -

Table 6.6: Correlation coefficients for all assays (PLA + Resin) and for assays using only PLA or
Resin sample holders.

There is an improvement in the correlation obtained from the resin sample holder data (76 %)
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(a)

(b)

Figure 6.23: Correlation between PlomBOX and INA data for PLA (6.23a) and resin (6.23b)
sample holders. An axis break was introduced to improve data readability.

when compared to data derived from the PLA sample holder (−24 %) – Figure 6.23. A similar

improvement is observed in data obtained from diluted samples (78 %) as opposed to undiluted

ones (−5 %) – Figure 6.24. This confirms that, as per what was discussed in Section 6.2.4 and

6.2.5, PlomBOX’s results are improved when a resin sample holder is used and when samples with

high concentrations of lead are diluted.

6.4.2 PlomBOX accuracy

Accuracy indicates how close a given set of measurements is to their true value. To obtain a

value of accuracy for the PlomBOX, a sample was measured in multiple assays. The process

involved examining whether the lead concentration confidence interval contained the true value of

the sample’s lead concentration.

To measure accuracy, the lead curves and the elements of the lead curves were measured as
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(a)

(b)

Figure 6.24: Correlation between PlomBOX and INA data for undiluted (6.24a) and diluted
(6.24b) data sets. An axis break was introduced to improve data readability.

if they were actual samples. This calculation assumed full optimisation of the data, i.e. by only

using data taken with the resin sample holder and with diluted samples. The saturation values for

all the elements were interpolated on their respective lead curves, and lead values were obtained –

Figure 6.25. The x of the lead values was used, and CI were obtained for each lead concentration

as below:

CI = x± tscore · sx (6.29)

A CI = 95 % was assumed therefore a tscore = 2.776 was used for a two-tailed test. In this case

a tscore is used over a zscore because the sample size is 3, lower than the minimum 30 required for a

z-test. Table 6.7 shows the CI and p-values obtained for different lead concentrations. Figure 6.26

compares all the CI.
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Figure 6.25: Lead curve fits for the assays of the 1st, 14th and 15th December 2022. To obtain the
confidence intervals CI (95 %) seen in Figure 6.26, the lead curve fits are used to extract lead values
for each element of the lead curve. This plot shows the saturation values for 0 ppb interpolated to
obtain its values of lead. The obtained CI (95 %) are shown in Table 6.7 and in Figure 6.26.

Lead (ppb) x sx CI (95 %) p-value

0 1.25 1.25 3.46 0.42
10 15.97 2.33 6.47 0.12
15 18.35 8.25 22.90 0.72
20 34.53 5.63 15.62 0.12
50 52.58 5.75 15.95 0.70
100 69.60 18.80 52.20 0.25

Table 6.7: Table showing accuracy of the PlomBOX by calculating the CI for different concentra-
tions of lead.

Figure 6.26 shows that the 0 and 10 ppb 95 % CI are statistically different and thus there is

95 % confidence that the PlomBOX can distinguish between two samples that have concentrations

of 0 and 10 ppb. The 100 ppb point has the widest CI and this is due to the variation of saturation

values obtained for this concentration that provide different lead concentrations depending on the

assay, as seen in Figure A.1e. This further justifies the cuts requiring the saturation value for

50 ppb be < than that of 100 ppb, mentioned in Section 6.3.1.6.

Some of the CI overlap, however there may be a statistically significant difference between

the means of the lead values. To determine whether the overlapping intervals are significantly

different, the difference of the means of the two groups should be calculated [232]. A 95 % CI

for the difference is obtained and, if it contains the value 0, it indicates there is no significant

statistically difference between the groups. If the 95 % CI does not contain 0, then the groups are

statistically different.

This was tested for the 10 ppb and 15 ppb CIs. The CI for the difference between these two
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Figure 6.26: Confidence intervals CI (95 %) for different concentrations of lead, 0, 10, 15, 20, 50
and 100 ppb, as shown in Table 6.7.

groups will be:

CI15−10 = 2.38± (2.776 · 8.57) = 2.38± 23.80 (6.30)

In this instance the CI does contain 0, therefore 10 ppb and 15 ppb are not statistically different

and the PlomBOX cannot distinguish between 10 ppb and 15 ppb lead concentrations. This was

calculated for other groups, as seen in Table 6.8. This test does confirm that 0 ppb and 10 ppb are

statistically different, as the 95 % CI of the "10-0" group does not contain the value 0.

Lead difference (ppb) x sx CI (95 %)

10-0 8.61 2.64 7.34
15-0 17.10 8.34 23.16
15-10 2.38 8.57 23.80
20-15 16.18 9.99 27.72
50-20 18.05 8.04 22.33
100-50 17.02 19.66 54.58

Table 6.8: Table showing results for overlapping CI

6.4.3 PlomBOX sensitivity and specificity

In medicine, sensitivity quantifies the probability of a population testing positive when a disease

is present. It is calculated by determining the number of TP and FN cases [233]:

Sensitivity =
TP

TP + FN
(6.31)
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Specificity is a measure of the probability of a population testing negative when a disease is

absent. It is calculated by determining the number of TN and FP cases [233]:

Specificity =
TN

TN + FP
(6.32)

Specificity and sensitivity are inversely proportional, meaning that as the number of positive

cases increase, the number of negative cases should decrease [233].

This can be applied to the PlomBOX by considering a lead concentration threshold and then

measuring the sensitivity and specificity of the PlomBOX based on the lead concentration values

returned by the PlomBOX, for a given INA sample.

The LL of the 95 % CIs presented in Section 6.4.2 are considered to calculate the sensitivity

and specificity of the PlomBOX. The 27 samples (shown in Table A.1) that met all data quality

criteria and were acquired with a resin sample holder are compared against the LL 95 % CIs values.

The results are provided in Table 6.9.

Lead (ppb) Positives Negatives FN TN FP TP Sensitivity Specifity

0 27 0 0 0 0 27 1.00 0.00
10 21 6 7 2 4 14 0.67 0.33
15 27 0 0 0 0 27 1.00 0.00
20 20 7 9 6 1 11 0.55 0.86
50 20 7 13 7 0 7 0.35 1.00
100 20 7 8 6 1 12 0.60 0.86

Table 6.9: Table detailing sensitivity and specificity results for the PlomBOX, for different lead
concentrations, in ppb. For each lead concentration, the total number of positive and negative
values are presented, as well as false negatives (FN), true negatives (TN), false positives (FP) and
true positives (TP).

The 0 and 15 ppb concentrations have no FN and TN values because their LL 95 % CI values are

below 0 ppb, as seen in Figure 6.26. A trend is observed in which the number of FN increases with

lead concentration, as seen for concentrations of 10, 20 and 50 ppb. This aligns with the hypothesis

stated in Section 6.2.5 and the observations made in Section 6.3.1.6: the growth of E. coli appears

to be inhibited in the PlomBOX when exposed to media containing high lead concentrations. The

only exception is 100 ppb, and this is due to its wide 95 % CI, resulting in a lower than expected

LL value (lower than that of 20 and 50 ppb’s CIs).

The relation between sensitivity and specificity is confirmed for the PlomBOX: the number of

positive values (above threshold) plus the number of negative values (below threshold) total 27 for

all measured lead concentrations.

The following conclusion can be made for the 10 ppb concentration: there is a probability of

0.67 that the PlomBOX returns a value ≥ 10 ppb for a given sample, when said sample has a true

concentration ≥ 10 ppb. There is also a probability of 0.33 that the PlomBOX returns a value <
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10 ppb for a given sample, when said sample has a true concentration < 10 ppb. Therefore, the

PlomBOX has a sensitivity of 0.67 and a specificity of 0.33 for a lead concentration value of 10 ppb.

All the work presented in this section, Section 6.4, assumes the INA analysis of the assayed

samples to be correct. However, INA reported no uncertainties for their results. In future assays

it is recommended that the samples are analysed by at least another independent laboratory, to

ensure that the PlomBOX is comparing its results to the true value of lead in a sample.
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Chapter 7

Summary and Conclusion

This thesis explored how different detection techniques could be used in the context of environmen-

tal monitoring to detect lead in drinking water. The main findings and conclusions are outlined

below.

Chapter 3 explored whether CMOS sensors built for optical light detection can perform as

decay radiation detectors.

An Neo sCMOS [149] camera was assessed for its effectiveness in detecting photons within the

X-ray and low γ-ray energy range. This camera is designed to image photons of optical wavelengths.

The analysis (Section 3.3) of camera images identifies clusters (Section 3.3.2) – contiguous pixels

with high charge values (unit: ADU) – which are due to energy deposits of radiation impinging on

the camera chip. Requiring the cluster size to be larger than 2 pixels allows most of the clusters

due to background radiation to be sufficiently rejected. A trend towards larger cluster sizes for

increasing photon energy (Section 3.3.2.4) was noted.

The relation of the cluster charge in ADU to eV was measured to be 2.463± 0.007 eV/ADU

or 0.406± 0.001 ADU/eV (Figure 3.11a, Section 3.4.1.1). This relation is linear without an offset

in the energy range from 13.8 keV to 59.5 keV. It reasonably aligns with 2.446 eV/ADU, which is

the expected value derived from the supplier’s specified gain value of 0.67 electron/ADU and the

energy of 3.65 eV needed to create an electron-hole-pair in Si [167].

The energy resolution is slightly better than 2 % (Section 3.4.1.2). It was not possible to mea-

sure any peaks below ∼10 keV, which is most likely due to the photon absorption in glass for

energies ≤ 10 keV (Using the information in [162] it can be estimated that in 1 mm (2 mm) of

glass almost 97 % (99.04 %) of the photons will be absorbed in the window before they reach the

camera.=). With the 137Cs source the CMOS was able to measure photon energies up to 180 keV.

The rate of background events detected in the absence of any source was measured to be 20.4± 0.8 mHz

(Section 3.4.2). By increasing the distance between the camera and an 241Am source the activity
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incident on the camera chip was reduced. The lowest detectable rate measured 5σ above back-

ground was 40± 3 mHz, which corresponds to an incident activity of 7± 4 Bq. Taking calorimetric

information into account and integrating only around the 26.3 keV and 59.5 keV γ-peaks, the min-

imal detectable rate is 4± 1 mHz and 1.5± 0.1 mHz, respectively, which corresponds to incident

activities of 1.0± 0.6 Bq and 57± 33 Bq (Section 3.4.2.2) respectively.

By comparing the measured rates with the incident source activity, one can determine the intrinsic

efficiency of the Neo sCMOS camera at the two 241Am γ-lines. They are found to be 0.08± 0.02 %

and 0.0011± 0.0002 % for 26.3 keV and the 59.5 keV peaks respectively (Section 3.4.2.3). The

efficiency drop from the lower to the higher energy follows the drop of the photon-absorption ef-

ficiency in silicon of a few µm thickness as function of energy. The toy MC simulations indicate

a thickness in the order of 2 µm to 4 µm for the Neo sCMOS silicon layer. The absolute value of

the efficiency for 59.5 keV is lower than expected for a silicon sensor with a few µm thickness when

only photo-absorption coefficients are considered (Section 3.4.2.4).

It would be of interest to research if non scientific CMOS devices, such as mobile phone cameras

used for optical light detection, could also perform as decay radiation detectors.

Following the findings of Chapter 3, Chapter 4 examined the principles of reducing samples in

volume to increase the concentration of heavy metals for measurement. This chapter reported on

two volume reduction techniques using enclosed and open system procedures. Each method was

tested once with a different water sample.

The enclosed system procedure demonstrated that this technique retains 99± 9 % of 210Pb,

allowing for an increase of 210Pb concentration from 1.9× 10−6 ppb to 2.63× 10−4 ppb, or a factor

of 1.4× 102. Given the similarities between 210Pb and stable lead it can be assumed that stable

lead is retained with this efficiency.

The open system procedure showed that all samples contained 40K with an energy peak of

1.46 MeV. To establish the retention efficiency in the open boiling method, 40K’s concentration

was measured across all samples. While some samples showed low variability in activity values,

overall the effect of limescale affected these results. It may be of interest to repeat the open water

reduction with soft tap water to reduce the interference of limescale on the results. Lead-210 was

observed in sample C (which had a reduction factor of 633±4) with a calculated specific activ-

ity of 730± 150 mBq kg−1. Using a similar calculation as shown in [101], this specific activity

is equal to (2.55 ± 0.58)×10−7 ppb. To determine the concentration of stable Pb corresponding

to the 210Pb concentration of sample C, a ratio of 34 ppb of 210Pb/Pb for rainwater in London

was used [47]. This rainwater ratio can be used for the tap water sample as, according to [234],

rainwater maintains groundwater levels in the region, which consequently supply water to aquifers
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and rivers, from where 70 % of drinking water comes. The ratio allowed an estimation that sample

C had 7.5± 1.7 ppb of stable lead. Taking into consideration the sample’s aforementioned reduc-

tion factor, the tap water sample, prior to reduction, contained 0.012± 0.003 ppb, or (1.2 ± 3)×

10−5 mg kg−1 of stable lead, a value well below the WHO limit. This value is compatible with

<1 ppb measured by [69] in 2020. When further analysis was done on sample D, 131I and 177Lu

were also detected, with calculated specific activities of 2.4± 0.3 Bq kg−1 and 3.3± 0.5 Bq kg−1

respectively.

Finally, the project combined biology and particle physics assay approaches with the aim of

developing a sensor, called PlomBOX, for lead in drinking water.

Chapter 5 reported on the development of the PlomBOX device. The design of the lead

sensitive bacterium was presented, with an introduction to the reference biosensor, sensAr, which

used genetically modified E. coli to produce a colourimetric response to concentrations of arsenic

in water samples. An initial fluorescent biosensor was developed using GFP, which produced a

green fluorescent response to the presence of lead in water. Due to variability in data sets, a

colourimetric biosensor using β-Gal was preferred, which expresses blue colour of higher intensity

for higher concentrations of lead. A full analysis of this biosensor’s response is shown in Chapter

6.

The design of the hardware devices was described which encompasses a bespoke PCB and a

low-cost ESP32-CAM to acquire images of the biosensor. The different designs of the PlomBOX

casing were discussed, and an explanation on the final design choices was provided.

The design of the PlomApp was described. This includes the architecture choices, which entailed

Android application development using Java, and explaining the communication between the server

and the PlomApp (via Wi-Fi) and the communication between the PlomBOX and the PlomApp

(via Bluetooth). All data is stored in JSON strings.

Chapter 6 evaluated the use of the PlomBOX as a lead detection device.

A full description of the data analysis package was provided in Section 6.1. PlomBOX images

are flat fielded and ROIs are outlined on it. RGB values are obtained for the ROIs and converted to

HSV. A "lead curve" is used to calibrate the lead values of the samples of unknown concentration,

by plotting lead concentrations vs saturation.

Section 6.3 discusses in situ assays obtained to test the PlomBOX system. The analysis package

required several calibration and data cut procedures before the final results could be addressed –

Section 6.3.1.

From the original nine assays, five assays passed the cuts and were considered for checking the

reliability of the PlomBOX as a lead detection device – Section 6.4. This included determining the
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correlation between PlomBOX and INA results, an evaluation of the accuracy of the PlomBOX

and a measure of the percentage of false negative results. After cuts, the PlomBOX data presented

a 63 % correlation with INA data. This improved for data points acquired using a resin sample

holder (76 %) and for diluted samples (78 %). There is 95 % confidence that the PlomBOX can

detect lead with a concentration of 10 ppb with a confidence interval of 15.97 ± 6.47 ppb. The 0 and

10 ppb CI (95 %) are shown to be statistically different. Sensitivity and specificity were calculated

for the PlomBOX for lead concentrations of 0, 10, 15, 20, 50 and 100 ppb. The PlomBOX has a

sensitivity of 0.67 and a specificity of 0.33 for a lead concentration value of 10 ppb, the WHO’s

upper limit for lead in drinking water.

It would be of interest to implement another assay campaign with new samples. Our under-

standing of the accuracy of the PlomBOX would be improved by assaying the same sample more

than 3 times, ideally more than 30, as opposed to using the elements of the lead curves as actual

samples. In the new assay a resin sample holder should be used, together with the dilution of sam-

ples that have lead concentrations greater than 100 ppb. Ideally, each sample should be analysed

twice within the same assay: once with dilution and once without, to ascertain whether the lead

concentration is inhibiting the bacteria’s response. This would avoid having to conduct several

assays to reach this conclusion. The assays should begin with the image acquisition of the empty

sample holder to aid the first image subtraction described in Section 6.3.1.3. Additionally, the

water reduction methods described in Chapter 4 could be used to explore how much the assay of

low concentration samples (close to 0 ppb) in the PlomBOX is improved by volume concentration

techniques. Different biotransducers, such as the luciferase enzyme and the sfGFP, described in

Section 2.1.3, could be explored with the goal of improving the PlomBOX’s detection capabilities

with alternative biosensor designs. Other imaging devices could also be investigated, such as Sili-

con Photomultipliers (SiPM). The collaboration intends to publish the development and evaluation

of the PlomBOX presented in this thesis in the near future.

The PlomBOX, whilst still requiring further research and development, serves as a promising

proof of concept for utilising conventional detection methods from physics and biology in uncon-

ventional applications, such as the detection of lead in drinking water in situ. This thesis has shown

that cross-discipline collaborations can successfully develop environmental detection techniques.
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Appendix A

Appendix

A.1 PlomBOX JSON string example

{

"phone_test_v1":{

"version":"v2.14",

"esp32":{

"ID":111,

"firmware":"v1r50"

},

"telemetry":{

"date":"2021-05-01T21:04:16Z",

"time":1619903056,

"temp":{

"C":28.625,

"F":83.525

}

},

"measurement":{

"ID":"2",

"run":"1",

"fname":"\/7C3E00C4F5FC_21_05_01_21_04_16.jso",

"image":"...",

"led":{

"brightness":255,
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"R":255,

"G":255,

"B":255

},

"cam":{

"brightness":0,

"contrast":2,

"saturation":-2,

"special_effect":0,

"whitebal":0,

"awb_gain":0,

"wb_mode":0,

"exposure_ctrl":1,

"aec2":0,

"ae_level":0,

"aec_value":400,

"gain_ctrl":1,

"agc_gain":0,

"gainceiling":0,

"bpc":0,

"wpc":0,

"raw_gma":1,

"lenc":0,

"hmirror":0,

"vflip":0,

"dcw":1,

"colorbar":0

},

"type":"calibration",

"dataSetName":""

},

"extra":{

"cmd":"{\"cmd\":\"exp\",\"arg\":\"picTimeLapse\",\"param\":

{\"picN\":\"2\",\"picT\":\"1000\",\"debug\":\"1\"}}"

},

172



"user":{

"ID":"XMRwQJ9O3sgCUJK2AOuT3GyKeGA2"

},

"date":{

"plomapp_date":"2021-08-20T17:19:43.275",

"water_sample_date":""

},

"location":{

"lat":51.4269836,

"lon":-0.5630935

}

}

}
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A.2 Communication between the PlomApp and the Plom-

BOX

This section details the commands sent from the PlomApp to the PlomBOX.

A.2.1 List of JSON files’ names

{

"cmd":"sd",

"arg":"ls",

"param":{

"comm_port":"0"

}

}

The command "cmd" indicates that this is a memory card related function ("sd") to obtain a

list of content in the root path of the SD card ("ls"). The "comm_port":"0" command indicates

that this information is to be sent back to the PlomApp via Bluetooth.

A.2.2 Delete JSON files from SD card

{

"cmd":"sd",

"arg":"rmf",

"param":{

"path":"7C3E00C4F5FC_21_05_01_21_09_19.jso",

"comm_port":"0"

}

}

Here, "arg":"rmf" indicates a file removal operation and "path":"7C3E00C4F5FC_21_05_01_21

_09_19.jso" indicates the file to be deleted.

A.2.3 Take calibration set of data

{

"cmd":"exp",

"arg":"takeRGB",

"param":{
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"path":"\/",

"picN":"1",

"picT":"0",

"r_exposure":100,

"g_exposure":100,

"b_exposure":100,

"type":"whitePaper"

}

}

The "arg":"takeRGB" command indicates that the PlomBOX should take three RGB subim-

ages, i.e. one red, one green and one blue, per image. "picN":"1" and "picT":"0" indicate

one picture should be taken with zero seconds between data sets, as there is only one image re-

quest. The commands "r_exposure":100, "g_exposure":100 and "b_exposure":100 indicate

that when the data acquisition occurs, the red, green and blue LEDs should turn on for 100 ms.

A.2.4 Take calibrated set of data

{

"cmd":"exp",

"arg":"takeRGB",

"param":{

"path":"\/",

"picN":"5",

"picT":"60000",

"r_exposure":60,

"g_exposure":60,

"b_exposure":50,

"type":"calibrated"

}

}

The RGB exposure commands present calibrated exposure times and "picN":"5" and "picT":"60000"

present the number of data runs and the time elapsed between them that the user requires. In this

case, 5 images would be acquired 60 s apart with an LED exposure time of 60 ms, 60 ms and 50 ms

for the red, green and blue LEDs respectively.
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A.3 Communication between the PlomApp and the server

{

"analysis":"complex",

"database":"plombox",

"topic":"plombox/getData/XMRwQJ9O3sgCUJK2AOuT3GyKeGA2",

"runNb":"40",

"user":"XMRwQJ9O3sgCUJK2AOuT3GyKeGA2",

"prefix":"phone_test_v4",

"dataSampleID":2,

"calibrationSampleID":1

}
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A.4 Assay lead curves used to obtain 95% confidence level

(CI)

(a) (b)

(c) (d)

(e)

Figure A.1: Assay lead curves used to extract lead values for each element of the lead curve. These
plots show the saturation values for A.1a 10 ppb, A.1b 15 ppb, A.1c 20 ppb, A.1d 50 ppb and A.1e
100 ppb interpolated to obtain their values of lead. The 100 ppb plot shows a large variation of
results, when compared with other lead concentrations.
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A.5 Data used to determine PlomBOX’s sensitivity and speci-

ficity values

Date Sample # INA Lead (ppb) PlomBOX Lead (ppb)

01/12/2022 90 12 3.74
01/12/2022 85 688 3.74
01/12/2022 89 6 4.99
01/12/2022 84 6 13.73
01/12/2022 83 9 13.78
01/12/2022 88 217 14.26
01/12/2022 87 57 18.26
01/12/2022 82 5 22.27
01/12/2022 86 1042 29.29
14/12/2022 71 75 0
14/12/2022 86 1042 0
14/12/2022 101 7 1.08
14/12/2022 102 7 10.29
14/12/2022 85 688 34.90
14/12/2022 103 98 42.31
14/12/2022 65 481 142.59
14/12/2022 67 313 264.99
14/12/2022 62 3548 2495.71
15/12/2022 57 169 0
15/12/2022 85 688 0
15/12/2022 86 1042 0
15/12/2022 88 217 11.41
15/12/2022 68 187 21.43
15/12/2022 100 267 26.21
15/12/2022 67 313 68.98
15/12/2022 65 481 134.06
15/12/2022 62 3548 539.51

Table A.1: Data used to determine PlomBOX’s sensitivity and specificity values. The dates of the
assays are shown, together with the number of the sample (Sample #) and the lead values, in ppb,
obtained by INA and PlomBOX measurements. These samples were checked against the LL of the
95 % CIs presented in Section 6.4.2, to determine the number of TP, TN, FP and FN values. The
results are provided in Table 6.9
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