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A B S T R A C T

For most nanopositioning systems, maximizing positioning bandwidth to accurately track periodic and aperi-
odic reference signals is the primary performance goal. Closed-loop control schemes are employed to overcome
the inherent performance limitations such as mechanical resonance, hysteresis and creep. Most reported control
schemes are integer-order and combine both damping and tracking actions. In this work, fractional-order
controllers from the positive position feedback family namely: the Fractional-Order Integral Resonant Control
(FOIRC), the Fractional-Order Positive Position Feedback (FOPPF) controller, the Fractional-Order Positive
Velocity and Position Feedback (FOPVPF) controller and the Fractional-Order Positive, Acceleration, Velocity
and Position Feedback (FOPAVPF) controller are designed and analysed. Compared with their classical integer-
order implementation, the fractional-order damping and tracking controllers furnish additional design (tuning)
parameters, facilitating superior closed-loop bandwidth and tracking accuracy. Detailed simulated experiments
are performed on recorded frequency-response data to validate the efficacy, stability and robustness of
the proposed control schemes. The results show that the fractional-order versions deliver the best overall
performance.
1. Introduction

Nanopositioning systems are used for a variety of applications
requiring precise positioning at nanometer resolution. Piezoelectric
actuators (PEAs) are widely used in nanopositioning systems (both
platform-type and tube-type) due to advantages of fast response, high
resolution, repeatability, ease of integration and, the absence of friction
and stiction. However, the mechanical resonance and nonlinear effects
such as creep and hysteresis impose significant limitations on the
system’s ability to achieve precise positioning, [1,2]. Several control
strategies have been reported in literature to overcome these severe
performance limits, [3–7]. The common approach is to devise a control
scheme that combines both damping (for mechanical resonance) and
tracking (for minimizing errors due to nonlinearities) actions, [8].

To improve the positioning performance of nanopositioners, the
most effective and commonly used closed-loop control technique is the
simultaneous execution of two control loops, combining damping and
tracking, also known as simultaneous damping and tracking control.
This composite control algorithm based on the principle of feedback
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regulation can be applied in piezoelectric materials or similar struc-
tures. The inner loop of this control algorithm consists of a suitable
damping controller, which provides a large amount of damping for
the main resonant mode. The outer loop consists of a simple inte-
gral tracker in order to provide reference tracking. As a result, it
becomes easier to apply a high gain tracking controller, which re-
duces positioning errors arising from nonlinear effects like hysteresis
and creep [9]. For damping loops, any controller can be selected;
using positive position feedback (PPF) [10], positive velocity and po-
sition feedback (PVPF) [11], integral resonance control (IRC) [12] and
positive acceleration, velocity and position feedback (PAVPF) [13].

All of the above control strategies are effective in suppressing
external disturbances; however recent research has demonstrated that
simultaneous design of damping and tracking control strategies produce
more robust controllers [14] and leads to much better positioning
performance across a wider range of frequencies [15,16], as well as
facilitating the stabilization of these type of Negative imaginary (NI)
systems by means of a dissipative action [17].
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Although simultaneous design of damping and tracking has demon-
strate to produce an increment of the available bandwidth while main-
taining a flat frequency response, there are still limitations associated to
the use of a single integral action in the tracking controller such as (a)
the tracking error of ramp references can only be reduced by increasing
the tracking gain (b) using a second order integral action in the tracking
controller modifies drastically the phase margin in the system and may
lead to unstable behaviour. These limitations motivate the proposed
work, it has been demonstrated that using a fractional-order integral
action in the tracking controller may lead to better performance in
terms of bandwidth and tracking for some control schemes [18], that is
why this works aims to quantify the increase in performance achieved
by the fractional-order implementation of some of the most well-known
control schemes for nanopositioning systems, namely IRC, PPF, PVPF
and PAVPF.

The advent of fractional-order calculus in recent years has allowed
the traditional integer-order differential model and controller to be
transitioned to a non-integer-order model and controller respectively.
In recent years, fractional order dynamic models and controllers have
been proposed [19–26]. Fractional-order controllers are typically em-
ployed to create robust control strategies by establishing phase margins
for closed-loop systems [27,28] and are widely used in intelligent
structural control with vibration problems as the main content [29–
31]. Fractional order calculus has demonstrated superior performance
for both higher achievable bandwidth and low output errors in the field
of nanopositioning [18,32–35] at least theoretically.

The key contribution of this work is the detailed performance com-
parison of the integer-order and fractional-order implementations of
four popular control schemes that combine both damping and tracking
actions and are employed in control of nanopositioning systems. These
control schemes combine one of the four damping controllers viz:
Integral Resonant Control (IRC), the Positive Position Feedback (PPF)
controller, the Positive Velocity and Position Feedback (PVPF) con-
troller and the Positive, Acceleration, Velocity and Position Feedback
(PAVPF) with a suitably gained integrator for tracking. Controller de-
sign, tracking gain selection, stability analysis and performance quan-
tification employing measured frequency response data is presented. As
the system is well-studied, accurate models of the open-loop system are
established and facilitate controller designs. Closed-loop performance is
then simulated using the measured frequency response data in a series
of simulated experiments.

The following is an outline of how the paper is organized: Section 2
resents a brief description of the experimental setup used to record
he relevant frequency response data used in the design, analysis and
xperiments presented in this paper. It then briefly presents the system
odel. Section 3 discusses the design and stability of the four classical

ontrol schemes in their integer-order form. Section 4 presents the
ractional-order design for the four classical controllers named FOIRC,
OPPF, FOPVPF and FOPAVPF, in detail. Section 5 presents the com-
arative closed-loop results both in time- and frequency domain and
hen continues to quantify the closed-loop positioning performance of
ach control scheme. Section 6 concludes the paper.

. System modelling

The behaviour of a piezo-actuated nanopositioning stage that is
uided by a flexure hinge can be described using a mathematical
odel that involves an infinite number of second-order systems, each

haracterized by lightly damped resonant modes:

𝑀 (𝑠) =
𝑀
∑

𝑖=1

𝜎2𝑖
𝑠2 + 2𝜁𝑖𝜔𝑖𝑠 + 𝜔2

𝑖

(1)

in the transfer function, 𝑀 represents the number of vibration modes
that are taken into account, and it is desirable that 𝑀 approaches

2
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infinity. The term 𝜎𝑖 denotes the gain of each individual vibration
Fig. 1. Hammerstein model structure of the nanopositioner.

mode, while 𝜁𝑖 represents the damping ratio of each mode, and 𝜔𝑖
corresponds to the natural frequency of vibration of each mode

Additionally to the linear behaviour of the system, there are some
important nonlinear effects due to the presence of PEAs. Tradition-
ally, hysteresis is considered as the most significant effect and can
be modelled together with the linear dynamics in the form of an
Hammerstein system as in [36] where a static nonlinearity is placed in
series preceding the linear dynamic part of model. This representation
accounts for the rate-dependent curves of the hysteresis of the system
at high frequencies.

In order to reproduce the hysteretic behaviour of the system, the
Bouc–Wen model of hysteresis has been used in this paper as the non-
linear part of the Hammerstein representation, leading to the structure
is shown in Fig. 1 as the complete representation of the nanoposi-
tioner. It can be seen that the Hammerstein representation has its
correspondence with the physical system where the voltage applied to
the piezoelectric actuators produces a deformation of the piezoelectric
crystal, and thus a displacement of the tip of the actuator, 𝑥, and the
isplacement of the tip of the actuator produces a force on the me-
hanical compliant system that determines the displacement of the end
ffector of the nanopositioner, 𝑦. This arrangement provides a direct ex-
lanation of the two main dynamics involved, i.e. hysteretic behaviour
ue to the PEAs and a second order dynamics because of the elasticity
f the complaint mechanism that behaves like a mass–spring–damper
ystem.

.1. Experimental setup

The experimental arrangement depicted in Fig. 2 is a nanoposi-
ioner that was developed at EasyLab. This nanopositioner consists of a
lexure-based XY serial mechanism that is actuated by two PZT stacks,
nd it is capable of delivering a displacement of up to 20 μm. To drive
he PZT actuators, two piezoelectric amplifiers are employed. These
mplifiers increase the control signal voltage by a gain factor of 20 and
dd a bias term of 100 V. The nanopositioner can provide translational
otion in space which is measured using a Microsense 4810 capacitive
isplacement sensor and a 2805 measurement probe. The measurement
robe has a measurement range of ±50 μm, corresponding to a volt-
ge output of ±10 V. In order to interface between the experimental
latform and the control design, a PCI-6621 data acquisition card from
ational Instruments is used. The data acquisition card is connected to
PC that runs the Real-Time Module from LabVIEW. The PC used in the
xperiment is an OPTIPLEX 780, equipped with an Intel(R) Core(TM)2
uo Processor running at 3.167 GHz and 2 GB of DDR3 RAM memory.
he system is capable of achieving deterministic sampling times as low
s 30 × 10−6 s.

.1.1. Linear dynamics subsystem
To obtain the open-loop frequency response data for one axis of the

anopositioner, small signal frequency response functions (FRFs) are
mployed. This involves applying a sinusoidal chirp signal (with a small
mplitude of 0.2 V) as input to the nanopositioner over a frequency
ange of 0.1 to 1800 Hz. The input and output signals are then used
o compute the FRFs by taking the Fourier transform of the recorded
ata. It is important to note that the use of small amplitudes ensures
hat the nonlinear effects of the piezoelectric actuators (PEAs), such as
ysteresis, can be neglected [37].
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Fig. 2. Two-axis nanopositioner (EasyLab, University of Nevada, Reno) driven by
PiezoDrive 200 V linear voltage amplifiers and measured by a Microsense 4810
capacitive sensor.

Fig. 3. Experimental platform’s input-to-output displacement FRF.

Table 1
Identified values of the linear dynamics of the nanopositioner.
Harmonic 𝜔𝑖 = 2𝜋𝑓𝑖 𝜁𝑖 𝜎𝑖
1st 2𝜋 × 716.2 0.011 3200
2nd 2𝜋 × 1235.5 0.0005 100
3rd 2𝜋 × 1294 0.0008 250
4th 2𝜋 × 1578 0.0008 350

Fig. 3 shows the recorded amplitude–frequency characteristic curve
plotted for a sampling time of 50 × 10−6 s. It can be seen that 4 modes
of vibration have been identified with a high degree of accuracy, the
parameters of the four modes according to expression (1) are showed
in Table 1

Note that the linear dynamic model (transfer-function) is only used
during controller design. The simulated experiments as presented in
Section 5 are performed using the measured frequency response data.

2.1.2. Hysteresis subsystem
A rate-dependent hysteresis system is a system where the output

depends not only on the current input signal but also on the previous
input signals and their frequency. As shown in Fig. 4(a), the nanopo-
sitioner have rate-dependent hysteresis, i.e, when the input signal is
155
of high frequency, the input–output relationship is different to the
response at low frequencies. To address this issue the FRF obtained in
the identification of the linear part of the system is used to compensate
for the magnitude and phase of the linear part of the system. After the
compensation of the linear dynamics, the input–output relationship is
the one showed in Fig. 4(b). It can be seen that after the compensation
the hysteresis cycle is the same for all the excitation frequencies.

Because of the symmetric hysteresis loops showed in Fig. 4(b),
the Coleman–Hodgdon model is chosen to model the hysteresis of the
experimental platform [38].

The Coleman–Hodgdon hysteresis model can be defined in the form
of the first order nonlinear differential equation in the time domain as
follows:

�̇� = 𝑓 (𝑢, 𝑦)|�̇�| + 𝑔(𝑢, 𝑦)�̇� (2)

where 𝑦 is the output and 𝑢 is the input of the hysteresis model. Both
𝑦 and 𝑢 are real-valued functions of time with piecewise continuous
derivatives, �̇� and �̇�.

The above described equation can be used for a broad class of
hysteretic systems by an appropriate choice of the functions 𝑓 (⋅) and
𝑔(⋅). In this paper the following functions is chosen:

�̇� = |�̇�|(𝛾𝑢 − 𝛼𝑦) + 𝛽�̇� (3)

where the parameters 𝛼, 𝛽 and 𝛾 are obtained from experimentally
by minimizing the error between the output of the theoretical model
and the experimental data when the same input signal is applied to
the system. The identified parameters were: 𝛼 = 0.84, 𝛽 = 1.068 and
𝛾 = 1.26. It can be seen from Fig. 5 that there is a good fit between
experiments and the identified model. The experimental data showed
in Fig. 5 was obtained at a low frequency (1 Hz) in order to eliminate
the effects of the linear part of the system that were more relevant at
frequencies starting from 100 Hz.

3. The classical control schemes

This section introduces four classical control schemes that have been
successfully applied in the past to control nanopositioning systems: the
IRC, PPF, PVFP and PAVPF controllers. Among the methods available
in scientific literature, these have been selected based on the following
characteristics: (1) they yield simple controllers, (2) they are robust to
spillover, (3) they can provide a maximally flat magnitude response
while maximizing the closed-loop bandwidth considering the well-
known criterion of ±3 dB, and (4) their stability is robust to large
variations in the plant parameters and the presence of disturbances.
The main focus of this paper is on properties (3) and (4), and it has
been determined that these methods are the most suitable for achieving
these objectives.

The previous control techniques share in common their structure,
which is composed by two well-differentiated control stages: the first
one is a inner control loop, usually called damping controller, 𝐶𝑑 (𝑠),
whose main objective is to damp the low frequency vibration modes
of the system. The second control loop, called tracking controller 𝐶𝑡(𝑠),
acts over the damped system and it allows to different track reference
signals.

In [39], explicit formulas are provided to adjust the three controllers
mentioned above in order to achieve a closed-loop magnitude response
that is maximally flat. Even though the explicit expressions provide a
good performance in terms of closed-loop bandwidth, in order to carry
out a fair comparison between the classical integer-order regulators
and the proposed fractional-order versions, the parameters of these
regulators will be obtained by means of an optimization procedure
where closed-loop frequency response is the maximization goal and, the
closed-loop stability of the system and a flat band response contained
in the ±2 dB band are considered as restriction. By doing so, all the
regulators and their closed-loop bandwidth can be compared under the
same design conditions.
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Fig. 4. Hysteresis curves of the nanopositioning platform. (a) Rate-dependent hysteresis characteristics of the complete system and (b) Rate-independent hysteresis characteristics
of the piezoelectric actuator (PEA) after phase and magnitude compensation of the linear dynamics of the system.
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Fig. 5. The input and output curves of the experimental and simulated system when
he input signal frequency is 1 Hz.

From the point of view of the frequency response, the four control
chemes (IRC, PPF, PVPF and PAVPF) share the same approach in the
ontrol of the nanopositioning systems, first the damping controller is
esigned so that the low-frequency vibration mode of the system (the
irst resonant mode) is highly damped and, then the tracking controller
rovides an integral action so that the closed-loop response can track
rbitrary references. This damping effect can be seen in Fig. 6 where
he open loop Nyquist diagram is showed for the identified parameters
f Table 1 (a) and compared with the effect of the system when the
amping controller is applied (b), It can be seen in (a) that the first
ibration mode is clearly dominant and after the application of the
amping controller its amplitude is highly reduced (b). Additionally it
156
Fig. 6. Nyquist diagram of (a) the open-loop system and, (b) the open-loop system +
the damping controller.

can be seen that the second and higher modes are much smaller than
the first one and they do not destabilize the closed-loop response.

The effect of the tracking controller over the Nyquist diagram of
the system is to introduce a rotation of 90◦ clockwise so that there is
an asymptote as showed in Fig. 7. It can be seen that the stability of
the system and the robustness to perturbations is determined to the
phase margin 𝜙. The phase margin is determined by the parameters
f the controller (that will determine the point where the Nyquist plot
rosses the unit circle) and the overall shape of the Nyquist plot. As
ll the classical controllers share in common the integral action of the
racking controller, the overall shape of the Nyquist plot will be the
ame for all of them.

Because of the high value of the phase margin 𝜙, all the classical
ontrollers are very robust to external perturbations, however, since the
racking controller is composed of a single integrator, these controllers
re effective in tracking step signals without steady-state error, as
hown in [39]. However, they are not capable of tracking ramp or
riangular signals without a constant tracking error. Since triangular
ignals are commonly used in atomic force microscopes (AFMs), where
ne axis of the nanopositioner is actuated with a triangular signal and
he other with a slow-moving ramp during raster scanning, improving
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Fig. 7. Nyquist diagram of the closed-loop response of the integer-order controllers.

he time performance of the closed-loop system when tracking these
ignals is critical.

Just by applying the final value theorem to the closed-loop system
t can be seen that because of the single integration of the tracking
ontroller, ramp signals cannot be followed without tracking error.
he only way to track these signals without steady state error is to

ncrease the order of the integral action above 1. The main problem
ith this approach is that adding a second integral action will rotate

he Nyquist diagram showed in Fig. 7 90◦ clockwise so that the system
would become unstable. A trade-off between time performance and
relative stability can be achieved by using fractional-order integrators.
By adding a fractional order integrator of degree 𝛼 to the traditional
tracking controller the system can follow ramp signals while keeping a
significant phase margin, this is because the fractional-order integrator
will rotate the Nyquist diagram an amount equal to 90 ⋅ 𝛼 as showed in
Fig. 8.

The main goal of this paper is to compare the performance both
in terms of time-domain and bandwidth of the well-known classical
controllers used in nanopositioning systems and their fractional-order
counterparts in order to demonstrate that with a proper design of their
parameters the fractional-order versions can achieve a wider bandwidth
and a better time-response while keeping a behaviour robust enough to
compensate nonlinear effects such as the hysteresis of the system

3.1. Integer-order design of classical controllers

In order to carry out a fair comparison between the classical integer-
order regulators and the proposed fractional-order versions, the IRC,
PPF and PVFP controller are designed by means of an optimization pro-
cedure where closed-loop frequency response is the maximization goal
and, the closed-loop stability of the system and a flat band response
contained in the ±2 dB band are considered as restrictions. By following
this procedure the following regulators are obtained.

3.1.1. Integer-order IRC
The Integral Resonant Control (IRC) block diagram is shown in
157

Fig. 9 where 𝐺(𝑠) is the plant, 𝑑 is a feedthrough constant term that
Fig. 8. Nyquist diagram of the fractional-order controller.

Fig. 9. Block diagram of the classical IRC control scheme.

together with 𝐺𝑑 (𝑠) compose the damping controller and, 𝐶𝑡(𝑠) is the
tracking controller. 𝐶𝑑 (𝑠) is given by:

𝐶𝑑 (𝑠) =
𝑘𝑑
𝑠
, (4)

and 𝐶𝑡(𝑠) is an integral action given by:

𝑡(𝑠) =
𝑘𝑡
𝑠
, (5)

After designing the parameters of the controller by following the
aforementioned optimization procedure, the following regulator is ob-
tained:

𝐶𝑡(𝑠) =
729.47

𝑠
, 𝐶𝑑 (𝑠) =

7631.9
𝑠

, 𝑑 = −0.88255. (6)

This regulator leads to a theoretical value of closed-loop bandwidth
equal to 533 Hz considering the ±3 dB criterion, it can be seen that
this value is well above the 392 Hz obtained by using the expressions
proposed in [39].

3.1.2. Integer-order PPF, PVPF and PAVPF
The Positive Position Feedback (PPF), Positive Velocity and Posi-

tion Feedback (PVPF) and Positive Acceleration, Velocity and Position
Feedback (PAVPF) share the same block diagram, showed in Fig. 10
where 𝐺(𝑠) is the plant, 𝐺𝑑 (𝑠) is the damping controller and, 𝐶𝑡(𝑠) is
the tracking controller. In the case of PPF 𝐶𝑑 (𝑠) is given by:

𝐶𝑑 (𝑠) =
𝑘𝑑

𝑠2 + 𝑑1𝑠 + 𝑑0
, (7)

n the case of a PVPF controller is given by:

𝑑 (𝑠) =
𝑛1𝑠 + 𝑛0 . (8)
𝑠2 + 𝑑1𝑠 + 𝑑0
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Fig. 10. The block diagram of the classical control schemes with damping and tracking
approach, 𝐺(𝑠) is the nanopositioner, 𝐶𝑑 (𝑠) is the damping controller, and 𝐶𝑡(𝑠) is the
racking controller.

nd in the case of a PAVPF controller is given by:

𝑑 (𝑠) =
𝑛2𝑠2 + 𝑛1𝑠 + 𝑛0
𝑠2 + 𝑑1𝑠 + 𝑑0

. (9)

In all the cases the tracking controller 𝐶𝑡(𝑠) has the same expression:

𝐶𝑡(𝑠) =
𝑘𝑡
𝑠
, (10)

After designing the parameters of both controllers, the following
regulators were obtained. In the case of the PPF controller:

𝐶𝑡(𝑠) =
1575.5

𝑠
,

𝑑 (𝑠) =
43998400

𝑠2 + 12670𝑠 + 3.934 ⋅ 107
,

(11)

n the case of the PVPF controller:

𝐶𝑡(𝑠) =
4060.9

𝑠
,

𝐶𝑑 (𝑠) =
−16381𝑠 + 2.511 ⋅ 107

𝑠2 + 7288𝑠 + 5.534 ⋅ 107
.

(12)

nd, in the case of the PAVPF controller:

𝐶𝑡(𝑠) =
5494.2

𝑠
,

𝐶𝑑 (𝑠) =
−0.6385𝑠2 − 2.36 ⋅ 104𝑠 + 5.912 ⋅ 106

𝑠2 + 7578𝑠 + 6.258 ⋅ 107
.

(13)

These regulator lead to a theoretical value of closed-loop bandwidth
equal to 729 Hz, 1133 Hz and 1240 Hz respectively. Again it can be seen
that the results obtained by the optimization procedure are well above
the ones obtained by using the expressions proposed in [39], 612 Hz
and 738 Hz respectively.

In order to carry out a fair comparison between the classical integer-
order regulators and the fractional-order versions the values of band-
width obtained by using the optimization method will be used as
baseline for the comparison.

4. Fractional-order design of classical controllers

As stated in Section 3 the main goal of the fractional-order version
of the regulators is to increase the order of the integral action that
all the controllers share in common for the tracking controller 𝐶𝑡(𝑠),
owever, this is not the only transfer function were a fractional expo-
ent can be applied. To this point is important to note that by adding
ore parameters to the transfer function more degrees of freedom

re added to the system in terms of design but more complexity is
dded in terms of design rules and practical implementation. The four
ontrollers are designed with identical specifications in mind: maximize
he closed-loop bandwidth whereas keeping the integral action of the
racking controller with a fractional-order exponent equal to 1.1 to
rovide a sufficient phase margin to the closed-loop system. This value
as selected for the fractional-order exponent because the smaller
hase margin of all the proposed integer-order regulators (worst case
cenario) was 49.1◦, considering the classical suggestion for closed-
oop systems is of 45 degrees (critically damped), we allowed for a
158
lightly smaller phase margin (40◦) to achieve a trade-off between
peed of response and maximally flat band response. With this value
ll the control schemes were guaranteed to have at least a value of
0◦ of phase margin. After applying this design criteria, the following
ransfer functions are proposed in this paper as fractional-versions of
he classical controllers:

.1. Fractional-order IRC

All the fractional-order regulators share the same block diagram as
heir integer-order counterparts, but the damping and tracking con-
rollers of the fractional-order IRC (FOIRC) are given by the following
xpressions:

𝑡(𝑠) =
𝑘𝑡

𝑠(1+𝛼)
, 𝐶𝑑 (𝑠) =

𝑘𝑑
𝑠𝛽

, 𝑑. (14)

It can be seen from (14) that this new regulator presents two
additional degrees of freedom in the form of fractional exponents 𝛼
and 𝛽. After designing the controller the following parameters were
obtained:

𝐶𝑡(𝑠) =
3105.2
𝑠1.1

, 𝐶𝑑 (𝑠) =
1845.9
𝑠0.9

, 𝑑 = −1.1629. (15)

4.2. Fractional-order PPF

The Fractional-order PPF (FOPPF) damping and tracking controllers’
are given by the following expressions:

𝐶𝑡(𝑠) =
𝑘𝑡

𝑠(1+𝛼)
, 𝐶𝑑 (𝑠) =

𝑘𝑑
𝑠2𝛽 + 𝑑1𝑠𝛽

, (16)

It can be seen from (16) that this new regulator presents again two
dditional degrees of freedom in the form of fractional exponents 𝛼

and 𝛽. After designing the controller the following parameters were
obtained:

𝐶𝑡(𝑠) =
3953
𝑠1.1

,

𝐶𝑑 (𝑠) =
25089600

𝑠2.0378 + 7646.8𝑠1.0189 + 2.5296 ⋅ 107
,

(17)

.3. Fractional-order PVPF

The Fractional-order PVPF (FOPVPF) damping and tracking con-
rollers’ are given by the following expressions:

𝑡(𝑠) =
𝑘𝑡

𝑠(1+𝛼)
, 𝐶𝑑 (𝑠) =

𝑛1𝑠𝜏 + 𝑛0
𝑠2𝛽 + 𝑑1𝑠𝛽

, (18)

It can be seen from (18) that this new regulator presents three
dditional degrees of freedom in the form of fractional exponents 𝛼,
and 𝜏. After designing the controller the following parameters were

btained:

𝐶𝑡(𝑠) =
13451
𝑠1.1

,

𝐶𝑑 (𝑠) =
−156816𝑠0.85001 + 3494112

𝑠2.0166 + 8924.3𝑠1.0083 + 1.1169 ⋅ 108
,

(19)

.4. Fractional-order PAVPF

The Fractional-order PAVPF (FOPAVPF) damping and tracking con-
rollers’ are given by the following expressions:

𝑡(𝑠) =
𝑘𝑡

𝑠(1+𝛼)
, 𝐶𝑑 (𝑠) =

𝑛2𝑠2𝜏 + 𝑛1𝑠𝜏 + 𝑛0
𝑠2𝛽 + 𝑑1𝑠𝛽

, (20)

It can be seen from (20) that this new regulator presents three
additional degrees of freedom in the form of fractional exponents 𝛼,
𝛽 and 𝜏. After designing the controller the following parameters were
obtained:

𝐶𝑡(𝑠) =
12532
𝑠1.1

,

𝐶𝑑 (𝑠) =
−1.7486𝑠1.7807 − 177268𝑠0.89037 + 7.0582 ⋅ 105

𝑠2.0818 + 12835𝑠1.0409 + 188884800
,

(21)
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Fig. 11. Magnitude response of the nanopositioning platform, open-loop response and comparison between integer-order and fractional-order controllers in the case of (a) IRC,
(b) PPF, (c) PVPF and, (d) PAVPF.
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5. Verification of the controllers’ performance

This section presents numerical and experimental results to demon-
strate the effectiveness and advantages of the proposed fractional-order
controllers over their integer-order counterparts.

The controllers utilized in this study were designed in the preced-
ing sections. It is important to note that these four controllers were
designed for the linear scenario, that is, without hysteresis, taking into
account only the first resonant mode, and with identical specifications.
In this section the simulated experiments on recorded data will be
carried out considering a system with four modes of vibration and
hysteresis in order to study the robustness of the control techniques
considered to non-linear effects and modelling uncertainties. Both the
frequency and the time response of these controllers will be checked.

The numerical implementation of the fractional expression in the
transfer function that corresponds to the tracking action of all the
controllers is implemented using the following expression:

𝐶𝑡(𝑠) =
𝐾𝑡

𝑠1+𝛼
=

𝐾𝑡

𝑠2
𝑠𝛾 (22)

here 𝛾 = 1 − 𝛼. The fractional order differential operator of this
xpression is discretized by using the Grünwald–Letnikov (GL) defini-
ion of the discretized fractional operator [40], and the short memory
pproximation [41], as follows:

𝑐 (𝑡) = 𝑇 𝛾
𝑠

𝑁−1
∑

𝑗=0
(−1)𝑗

(

𝛾
𝑗

)

𝑓 (𝑡 − 𝑗𝑇𝑠); (23)

here the integral of the error signal (𝑟 − 𝑦) multiplied by 𝐾𝑡, is the
nput to the block 𝑠𝛾 , 𝑦𝑐 (𝑡) is its output, 𝑁 = 400 is the number of terms
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nvolved in the discrete convolution, 𝑇𝑠 is the sampling time, and the
eneralization of the combinatorial has been extended as follows:

𝛾
𝑗

)

=
𝛾(𝛾 + 1)...(𝛾 − 𝑗 + 1)

𝑗!
. (24)

5.1. Frequency-domain results

To compare the performance and the sensitivity to high frequency
disturbances of both the integer-order and fractional-order controllers
the ±3 dB bandwidth criterion is used. It can be seen from the results
displayed in Fig. 11 that in all the cases, the fractional-order imple-
mentation of the controllers exhibit a wider bandwidth at the expense
of experiencing slight distortion in the high-frequency region, where it
can be observed that the response ceases to be flat. This translates to
a greater susceptibility to high-frequency disturbances and increased
distortion in tracking very high-frequency references.

5.2. Time-domain results

Additionally to the results obtained in the frequency-domain, the
time domain performance of the controllers are quantified by compar-
ing the tracking capabilities of ramp-like signals where a triangular
signal of 35 Hz is used as reference.

It can be seen from the results displayed in Fig. 12 that in all the
cases, the fractional-order implementation of the controllers provides a
smaller tracking error of ramp signals. This is outcome could be easily
predicted as (1) the exponent of the tracking action is greater than one,
(2) then bandwidth of the fractional-order controllers is bigger so they
can track relatively low frequency signals with lower distortion than
their integer-order counterparts.
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5

d

Fig. 12. Closed-loop system response and error for a triangular input waveform of frequency, 35 Hz, and amplitude, 1 μm. Comparison between integer-order and fractional-order
controllers in the case of (a) IRC, (b) PPF, (c) PVPF and, (d) PAVPF.
Fig. 13. Nyquist diagram of the closed-loop response of the system with integer-order and fractional order controllers in the case of (a) IRC, (b) PPF, (c) PVPF and, (d) PAVPF.
.3. Discussion

The results obtained in the two previous sections are compared and
iscussed as follows.

1. The reduction of the phase margin for the fractional-order ver-
sion of the three classical controllers is very small. This is
because the design procedure that, by choosing the exponent
of tracking controller equal to 1.1, guarantees that the phase
margin and its asymptote are rotated 90◦ ⋅𝛼 clockwise as showed
in Fig. 13. The high value of phase margin makes the closed-loop
system robust against effects that were neglected when designing
the regulator such as hysteresis and high order vibration modes.

2. The robustness of the proposed controllers can be seen in the
results obtained in Section 5 where all the results were obtained
160
considering hysteresis and four modes of vibration in the sys-
tem. The controllers always remain stable and the closed-loop
bandwidth is not significantly reduced.

3. The fractional-order version of the controllers present a better
performance in terms of the time response of the system, as
the tracking error of ramp-like signals is much smaller than
the integer-order version of the controllers. This behaviour is
quantified by means of the Integral Square Error (ISE) depicted
in Table 2.

The classical performance indices of the six controllers analysed in
this paper are summarized in Table 2.

The phase and gain margins, offering crucial insights into the
relative stability of the nominal system, fall within the ranges of
[47.4◦, 67.9◦] for the phase margin and [5.25, 6.72]dB for the gain mar-
gin. Notably, the phase margin aligns with the classical suggestion
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Table 2
Performance indices of the integer-order and fractional-order control schemes.
Controller IRC FOIRC PPF FOPPF PVPF FOPVPF PAVPF FOPAVPF

±3 dB Bandwidth (Hz) 530 620 720 800 1120 1230 1220 1230
ISE (⋅10−4) 5.25 3.42 1.68 1.18 0.78 0.44 0.65 0.49
Phase margin (◦) 67.9 56.5 56.7 47.4 49.1 47.2 49.1 48.2
Gain margin (dB) 5.36 5.25 5.92 5.27 5.82 6.20 5.63 6.72
Vector margin 0.46 0.45 0.49 0.45 0.47 0.47 0.46 0.49
for fractional-order closed-loop systems [42], falling within the recom-
mended range of [45◦, 60◦]. Gain margin represents the pure gain that
can be added to the loop before system instability, and Table 2 indicates
that all controllers can accommodate substantial gain increases without
compromising stability.

Furthermore, Table 2 includes the vector margin, defined as the
distance to the −1 point from the closest approach of the Nyquist plot
of the loop gain (refer to Fig. 13). The vector margin, as a singular
margin parameter, eliminates ambiguities associated with combining
gain margin and phase margin. Larger vector margins indicate better
stability robustness, and in this case, none of the fractional-order
implementations of the proposed controllers compromise the vector
margin significantly. The maximum reduction in the vector margin is
only 0.04, observed when implementing the FOPPF.

Lastly, the data in Table 2 underscores that fractional-order regu-
lators outperform their integer-order counterparts in both bandwidth
and tracking ramp-like signals. This is achieved with only a marginal
reduction in phase margin (about 10◦ in the worst case), maintaining
the robustness to uncertainties characteristic of classical controllers.
This aligns with expectations, as demonstrated in [43,44], where it was
asserted that the use of a fractional-order regulator helps maintain a
nearly constant phase margin and indirectly reduces damping variation
for significant changes in the frequency of the first vibration mode,
thus enhancing the system’s robustness to uncertainties or parameter
variations.

6. Conclusion

The closed-loop positioning performance of fractional-order im-
plementations of four classical control schemes popularly employed
in nanopositioning applications namely: FOIRC, FOPPF, FOPVPF and
FOPAVPF, has been thoroughly compared with their integer-order
counterparts. Due to the additional degree of freedom in design param-
eters afforded by the fractional-order controllers achievable closed loop
positioning bandwidth is increased, while maintaining a flat pass-band
response. Simulated experiments on recorded data show an enhance-
ment of the overall performance of the fractional-order controllers
when compared with their integer-order implementations even in the
presence of unmodelled nonlinear effects such as hysteresis. The achiev-
able bandwidth is increased by up to 17% and the positioning accuracy
is significantly increased (ISE reduced by up to 35%). With high-
speed, precise nanopositioning for complex trajectories being aimed for
in several emerging applications, fractional-order implementations of
classical control schemes and novel fractional-order control schemes
must be further explored to exploit their untapped potential to deliver
significant closed-loop performance improvements.
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