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ABSTRACT

Hypersonic boundary-layer transition onset is commonly characterized in wind tunnel experiments by measuring the surface heat transfer
rise above the laminar level. Techniques such as infrared thermography and thin film gauges are routinely used in the field. However, when
an interfering cooling effect is present due to foreign gas transpiration, these methods are known to be inadequate. This study uses a 7� half-
angle cone at Mach 7 with helium or nitrogen injection through a porous segment within the model frustum. The injector spans 60� in azi-
muth and is located 300mm from the sharp nose tip, close to the onset of natural boundary-layer transition. Nitrogen and helium injection
reduce the surface heat flux below the laminar level for up to 50mm downstream of the injector. Comparisons to schlieren images and pres-
sure measurements indicate an advance of transition. Optical diagnostics reveal how instabilities are pushed away from the model surface by
the injected gas. This is found through spectral analysis of schlieren images and focused laser differential interferometry signals, which
revealed further information about how inaccuracies of detecting transition with surface gauges under the influence of transpiration cooling
originate.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0189321

I. INTRODUCTION

While a reentry vehicle descends through Earth’s atmosphere
along its trajectory, boundary-layer transition may not be present at
high altitudes, but upon increasing density and Reynolds number, tur-
bulence will eventually move forward on the geometry with drastic
aerothermodynamic consequences.1,2 Driven by the need of prediction
methods and design tools, as well as fundamental research ambitions,3

more needs to be understood about the fluid physical mechanisms
causing said process.4

Despite suffering from higher noise levels compared to free flight,
wind tunnel measurements are still an integral component of this
research.4–6 In these facilities, researchers commonly utilize the con-
nection of turbulence with aerodynamic friction and hence heat trans-
fer7 to determine the transition location.8 Techniques such as infrared
thermography,9,10 thermocouples,8,11 thin film gauges,12,13 atomic
layer thermopiles (ALTP),14,15 and temperature sensitive paint16 are
used in the field to infer instability data or laminar-turbulent transition
from surface heat flux recordings. However, when a cooling technique

is present, surface instruments are evidently subject to coolant and
boundary layer gas simultaneously and may therefore be unable to
accurately resolve turbulent heating. Use of hot wires17–19 may elimi-
nate such ambiguities, but those probes have severe limitations in
hypersonic flow environments due to their fragility and invasive
nature.20 Optical techniques such as schlieren imaging are also capable
of resolving instability waves and turbulent flow; however, they do not
deliver measurements at the model surface. Instabilities are often stud-
ied with differential pressure gauges (see, e.g., Estorf et al.21), but those
may suffer from the same ambiguities with gas transpiration as they
are also flush mounted at the surface.

The arbitrariness of experimentally determining the transition
location has been extensively discussed in the literature.4 Schneider
highlights4 that transition is a process along a certain region. He subse-
quently argues that describing transition as a precise line on a vehicle
will thus strongly rely on the criterion chosen by the researcher.4

Addressing the said problem more than 40 years ago, Pate22 concludes:
“When conducting transition studies at least two methods should
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always be used. Optical methods (schlieren, shadowgraph) often pro-
vide a satisfactory second technique.”22

Due to strong heating effects in the hypersonic speed regime,23

active cooling has been of interest for decades, which is evident when
considering how Refs. 24–26 discuss studies distributed across more
than 60 years. If gas is transpired out of the wall, it will impact transi-
tion.11,24,25 Moreover, the state of the boundary layer also influences
the cooling quality.27 Transpiration cooling runs at risk of advancing
transition25 which was discovered in the 1950s.26 Under certain cir-
cumstances, if the blowing ratio is small enough, gas transpiration can
lead to the desired reduction in skin friction (see, e.g., Refs. 28 and 29).
For example, the measurements from Tanno et al.28 show that gas
transpiration can quickly cause the opposite effect and increase surface
heating because of transition. Due to this undesired effect, understand-
ing the detection of transition under the influence of active cooling is a
high priority.

Schneider25 particularly criticizes a study by Dunavant and
Everhart,30 for not sufficiently incorporating the heat mitigation effect
of injection into their analysis method of heat flux data. He therefore
brands their transition results as “subject to interpretation.”25 He
writes that their transition locations are nearly impossible to determine
from the given data, as it is unclear how much cooling affected those
measurements.

Two more recent studies conducted on cones with gas injection
both experimentally inferred transition from surface thermocouple
data.14,31,32 For Jewell et al.,11,31 injection occurred close to the apex,
and transition was determined via an intermittency method.31,33 In
contrast, Camillo et al.14 delivered coolant to the boundary layer via a
narrow porous injection segment in the direct vicinity of transition on
their cone model. They acknowledge the problem of having cooling
and transition present in the same area while attempting to capture a
heat transfer increase due to beginning turbulence. Their method to
infer transition onset is based on comparing theoretically obtained
laminar heat flux levels to averaged thermocouple data.14

Work by Kerth et al.34 has dealt with a similar gas injection sce-
nario, wherein transition was inferred from schlieren images and thin
film gauges. Hereby, transition took place far away from the injection
location. The porous nose injector segment ended at an axial distance
of 58mm, while transition occurred around 350mm at
Reu ¼ 18� 106 m�1. It was thus assumed that the cooling effect had
largely subsided, and observed heat flux reductions were predomi-
nantly due to a delay in transition. Accordingly, schlieren, surface pres-
sure, and heat flux measurements were all in good agreement with
respect to boundary layer stability results.34 It is however assumed that
the contrasting injector location in the work presented below—a
porous segment within the cone frustum near the location of natural
transition—introduces a significantly more complex flowfield. This
makes it harder to obtain physical quantities to infer any interpretation
about the local stability state of the boundary layer.

Stalmach et al.3 discussed the problem of measuring transition
location with cooling in great detail. Among other aspects, they specifi-
cally highlight discrepancies in between optics (shadowgraph in their
case) and surface heat transfer. Stalmach et al.3 acknowledge how espe-
cially heat transfer measurement locations and subsequently their
interpretation for transition results are influenced by the coolant gas. It
needs to be mentioned here how the geometry of their injector deviates
significantly from the presented example below. Their nearly entirely

porous cone will have caused thin film gauges to always be influenced
by the proximity of gas injection.

Because porous injectors are used for transpiration experiments,
roughness is always present to some extent. There are known cases
where roughness has been utilized to achieve a transition delay in
hypersonic conditions,35 but altering this circumstance can also yield
the opposite result.36 It is therefore impossible to exclude that the
roughness from the model used in this study had an effect.
Nevertheless, only one model with no change in experimental configu-
ration except for the gas injection is used in this work, ensuring com-
parability of test cases.

It is well known, for example, from Stalmach,3 Laganelli and
Martelluci,37 Marvin and Akin,38 and many other studies with gas
injection,25 that surface instrumentation cannot reliably detect transi-
tion when influenced by transpiration cooling. Here, we aim to focus
our experimental investigation on fluid mechanical effects of gas injec-
tion on the boundary layer closely downstream of a locally confined
transpiration cooling surface on a hypersonic, conical geometry.
Because of the central injector segment, it is possible to observe how
existing boundary layers respond to different injection scenarios. We
extend parts of Camillo et al.’s14 research with a different coolant,
helium, and test in a low enthalpy environment, yet with a similar
geometry andMach number, focusing specifically on small scale effects
near the injector. Helium demonstrates enhanced cooling efficiency
compared to nitrogen at equivalent transpiration mass flux per unit
area, as evidenced by experimental studies by G€ulhan and Braun,24

and Naved et al.39 Additionally, it exerts a more significant influence
on the boundary layer thickness, as highlighted by Ifti et al.40 This
comparison aims to enhance our understanding of the interplay
between turbulence, injection, and instability. The objective is to con-
tribute further experimental insight into the fluid physical effects of
transpiration cooling on boundary-layer transition in the immediate
vicinity of the injector.

II. EXPERIMENTAL SETUP
A. Test model with gas injection

The 7� half-angle cone, shown in Fig. 1, has been previously
employed in the same configuration and injector by Kerth.41,42 The
model has a straight, sharp nose tip with a nose radius smaller than
0:05mm as given by the manufacturer and is instrumented with high
frequency differential pressure sensors (PCB132A31 and PCB132B38)
and in-house manufactured thin film gauges (TFG).43,44 To achieve a
smooth surface finish, outer radii of the model were machined with a
0.02mm tolerance, and individual segments of the model were lathed
into the outer conical shape after they were assembled. Some steps
between segments have been characterized with an optical microscope.
For example, the gap in between the porous injector material and the
surrounding steel is around 80 lm wide.42 Model dimensions and
instrumentation locations can be seen in Fig. 1. 0� angle of attack and
yaw is maintained for all tests with 60:1� uncertainty. The method is
based on comparing the second mode wave spectra on four differential
pressure gauges at 45�; 135�; 225�; and 315� around the cone.42,45

When the characteristics of the oscillation spectra match at each sen-
sor, the cone is considered aligned. This ensures that the reference for
alignment is not the mounting, nozzle, or test section, but exclusively
the free stream of the tunnel and the associated instability progress
along the cone. Microporous aluminum BF100Al46 is used to transpire

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 034102 (2024); doi: 10.1063/5.0189321 36, 034102-2

VC Author(s) 2024

 02 M
ay 2024 12:57:40

pubs.aip.org/aip/phf


gas into the boundary layer, which has a mean pore diameter of
30–40 lm.47 The injector section is located 300mm from the sharp tip,
is 60� wide, and indicated as a yellow surface is Fig. 1. A plenum below
the 10mm thick porous wall allows measurement of the plenum pres-
sure using a Kulite XT-190S(M). Gas flow through the porous injector is
controlled using an Omega FMA2611A mass flow controller. Before the
campaign, a curve of mass flow rate vs plenum pressure is recorded.
Due to the radial 10mm thickness, the Darcy and Forchheimer coeffi-
cients of the porous material patch can be determined using the Nelder–
Mead simplex search algorithm, applied to the aforementioned
curve.48,49 The Darcy-coefficient is KD ¼ ð8:266 0:04Þ � 10�14=m,
and the Forchheimer-coefficient is KF ¼ ð5:36 0:1Þ � 10�10=m2. The
blowing ratio is then computed via

F ¼ _mc

qeueA
: (1)

Herein, we employ the same method as in Kerth et al.41,42 to obtain
the relevant physical input parameters. Using the HDT freestream
properties and the geometry as an input, we assume that the

approximation for the Taylor–Macoll solution50,51 delivers a reason-
able estimate for the boundary-layer edge Mach number. We subse-
quently obtain the boundary-layer edge velocity and then the density
through ideal gas relations, which is determined for the denominator
of Eq. (1). The numerator is obtained through a Darcy–Forchheimer
computation using the measured plenum pressure and the previously
obtained material coefficients.

Similarly to Ifti et al.,48 Mir�o et al.,10 Dittert et al.,52 and with the
same procedure as presented by Kerth et al.41,42 the outflow profile of
the injector patch was measured using a 1mm wide Dantec Dynamics
55P11 hot wire probe. After collecting the data presented by Kerth
et al.,41,42 the model had been disassembled and partially refurbished.
In an attempt to investigate the reproducibility of said effusion charac-
teristics, we repeat the outflow measurement procedure. Using a tra-
verse arm, the porous 3D segment’s outflow distribution was scanned
at a distance of ð1:56 0:5 mmÞ from the injector surface, using a hot
wire probe. The result is plotted as a velocity map in Fig. 2, showing no
leaks at the interfaces of porous aluminum and impervious steel. The
presented flow velocity measurement does not represent the actual
outflow speed from microscopic pores. The hot wire is too large, and
its distance from the porous material was too far in order to resolves
such features. Macroscopic outflow hotspots or leaks could only be
located with an accuracy in the�2mm range.

B. Surface instrumentation

Like other surface sensors in high-speed flow experiments, PCB
132A31 and 132B38 piezoelectric sensors are flush mounted in the
instrumentation hole locations shown in Fig. 1 using RTV silicone.
The sensor locations are additionally given in the Table I below.

Using the manufacturer calibration, the signals are converted
from voltage to pressure and then normalized by the mean cone sur-
face pressure for the relevant flow condition. A sampling rate ofFIG. 1. Test model geometry. Blue points represent absolute pressure gauges, red

are thin film gauges, and green PCB high frequency pressure transducers. The
porous injector patch is marked in yellow, which spans a 60� azimuth. �y is the wall
normal coordinate. Figure with permission from Kerth, “Effect of transpiration cooling
on boundary layer transition for hypersonic flight,” Ph.D. thesis (University of
Oxford, 2022).42

FIG. 2. Injector effusion map. Figure with permission from Kerth, “Effect of transpi-
ration cooling on boundary layer transition for hypersonic flight,” Ph.D. thesis
(University of Oxford, 2022).42
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2MHz allows the calculation of Welch’s power spectral density esti-
mate at suitably high frequencies53,54 for our current analysis aims.

We obtain surface Stanton number values from the following Eq.
(2), where _q is the heat flux from the thin film gauges (TFG), cp is the
tunnel test gas heat capacity, Tr is the recovery, and Tw is the wall
temperature:

St ¼ _q
qeuecpðTr � TwÞ : (2)

Tr is hereby obtained using the following expression:

Tr ¼ Teð1þ rððc� 1Þ=2ÞM2
e Þ; (3)

where r is the square root of the Prandtl number for laminar flow and
the cube root of the Prandtl number for turbulent flow.

Point measurements on the cone surface are obtained using thin
film gauges,43,44 distributed along the axial length of the cone, as
shown in Fig. 1. Oldfield’s55 processing methods allows conversion of
voltages sampled at 125kHz into heat flux data. The procedure per-
forms a deconvolution of the measured temperature time series, to
obtain the underlying heat flux. Oldfield55 hereby calculates the
impulse response by generalizing the analytical solution for the tem-
perature profile originating from a discrete step in heat flux.

At x ¼ 433:7 and x ¼ 147 mm, we compensate the heat flux val-
ues for gauge surface deformities by employing constant correction
factors, which were in turn obtained from comparing the gauge’s
response to Eckert correlations.56–58

Those correlations are also used to compare measured heat flux
values in Fig. 5.

C. Flow conditions

The cone model was placed in the test section of a Ludwieg tube,
namely, the Oxford Thermofluid Institute’s High Density Tunnel

(HDT).59–61 More information about the facility, the working princi-
ple, and previous experiments with similar models can be found in the
references given above. The flow properties of the tested flow condition
here can be found in Table II. Where T0 is the total temperature, M1
is the freestream Mach number, T1 is the freestream temperature, Reu
is the freestream unit Reynolds number, p1 is the freestream pressure,
p0 is the stagnation pressure, u1 is the freestream velocity, and l1 is
the freestream viscosity.

When the Oxford HDT was commissioned, several parameters
were measured for the facility and are now used as inputs for condition
computations. The initial parameters are the total temperature pro-
file62 and the Pitot-pressure profiles. For every shot, a sensor records
the nozzle stagnation pressure with the same sampling rate as all other
instrumentation. By using standard expressions for hypersonic condi-
tions, all quantities are derived from those three initial parameters, the
nozzle area ratio, and Keyes63,64 viscosity model.42

The uncertainties were obtained through standard error propaga-
tion methods. For the computation of the Mach number and the
Darcy- and Forchheimer-coefficient, this was not possible as they were
obtained through iterative procedures. Hence, a Monte Carlo method
was used to calculate the uncertainty.42

D. Z-type Schlieren

A z-type schlieren system65,66 is used to observe the boundary
layer by capturing cone-surface normal density gradients. The narrow
field of view extends along the center of the cone and is inclined by 7�

as visible in Fig. 1. Data processing steps are very briefly summarized
here: Precautions were taken to remove distortions of the images and
locate the field of view relative to the cone. Both are achieved by
recording a checkerboard mounted to the cone prior to closing the
tunnel test section. We subsequently subtract an averaged background
image and apply a gamma correction with MATLAB’s imadjust func-
tion. In the results presented below, further processing steps enable
assessment of optically measured frequency content. For optimal com-
parability, power spectral density (PSD) spectra are calculated with the
same procedure as for PCB sensors directly for each pixel over a range
of 2000 frames. Every pixel is herein treated as an independent time
series of schlieren signal intensities, I(t), sampled at a 700 kHz frame
rate. As the sampling frequency and number of data points is lower
compared to the surface instrumentation, the Hann windows is
adapted according to 200 points in length.

TABLE I. Model sensor locations.41,42 The coordinates refer to the coordinate system
defined in Fig. 1 taken from Kerth, “Effect of transpiration cooling on boundary layer
transition for hypersonic flight,” Ph.D. thesis (University of Oxford, 2022).42

x-coordinate Azimuthal (/) coordinate Sensors instrumented

127.0mm 0� PCB
147.0mm 0� and 15� PCB and TFG
175.0mm 0� and 195� PCB and TFG
203.0mm 0� and 195� PCB and TFG
231.0mm 0� and 195� PCB and TFG
262.0mm 0� PCB
282.0mm 45�; 135�; 225�; and 315� PCB
338.0mm 0� and 15� PCB and TFG
358.0mm 0� and 15� PCB and TFG
383.7mm 0� and 15� PCB and TFG
408.7mm 0� and 15� PCB and TFG
433.8mm 0� and 15� PCB and TFG
458.7mm 0� and 15� PCB and TFG
488.7mm 0� and 15� PCB and TFG
533.7mm 0� and 15� PCB and TFG

TABLE II. HDT condition.

Property Value 68% confidence interval

T0 ðKÞ 460 15
M1 7.00 0.03
T1 ðKÞ 43 1.5
Reu ð106=mÞ 12.8 0.7
p1 ðPaÞ 520 15
p0 ðkPaÞ 2160 80
u1 ðm=sÞ 915 10
l1 ð10�6PasÞ 3.0 0.1
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E. Focused laser differential interferometry (FLDI)

The idea for this “non-imaging common path interferometer”67

is more than 50 years old,68 and the system has since proven its capa-
bility to conduct measurements in hypersonic flow fields and associ-
ated boundary layers67,69 (see also e.g., Refs. 70 and 71). The Oxford
FLDI largely follows the setups described by Smeets,68 Schmidt et al.,69

or Fulghum,67 except with a few components added to match spatial
constraints. It first consists of a Ventus 550 mW 671nm continuous
wave laser (A) (Fig. 3 and Table III) whose beam is divided into two of
orthogonal polarizations using a Wollaston prism (G) with a 2 arc min
splitting angle, alike the original setup proposed by Smeets.68 A bicon-
vex lens (H) subsequently focuses the separated beams.69 This gener-
ates what would be described as “depth-of-field” in a camera72 and
hence concentrates the sensitivity of FLDI in a narrow field in beam
wise direction.67,68,71 Herein, focal lengths of the lenses were specifi-
cally selected to match the width of the HDT’s test section. Two adjust-
able mirrors (I) turn the beam by 90� twice to save space next to the
test section windows, giving the Oxford FLDI a z-shaped light path.
Said mirrors are finely adjustable and allowed precise alignment of the
beam to the model. Similarly, the optical rails on both sides of the tun-
nel were mounted on Thorlabs LJ750/M lab jacks enabling high preci-
sion vertical positioning (65 lm) of the interferometer’s measurement
point.

Alike schlieren systems, FLDI utilizes the Gladstone-Dale rela-
tion, which links gas density and refractive index.67–69,73 The optical
principle of said interferometer allows metrological access to refractive
index fluctuations by comparing polarization states of the two inde-
pendent paths within the test volume,67–69 which is achieved using two
photodiodes (L) and a differential port connected to an oscilloscope
(M). In good agreement with the values from Ceruzzi,71 the beam sep-
aration at the point of focus has been determined to be ð646 7Þlm
using a Thorlabs BC106N-UV/M beam profiler. More information
about the technique’s general working principle can be found in the
original publication from Smeets68 or in theses from Fulghum,67

Parziale,70 or Ceruzzi.71,74

1. Recording and alignment procedure

FLDI data acquisition was run for 20ms and sampled with an
oscilloscope at 10MHz, while the laser was run at full power during a
tunnel shot. The trigger signal for the recording was set to match the
start of the desired steady state conditions in the HDT.

Alignment of the system was conducted by shining the focused
laser spot onto a semi-transparent checkerboard, which was in a fixed
position relative to the cone above the injector, and orthogonal to the
FLDI beam direction. A photograph of the focal point, cone edge, and
checkerboard was then taken with a SLR camera. Using MATLAB
inbuilt functions,75 the checkerboard of 1mm square size is used to
relate pixel (px) to spatial coordinates. The cone edge, and known posi-
tion of the checkerboard relative to the cone, then allow the calculation
of the laser spot location in the coordinate system of x and �y as defined
in Fig. 1.

2. Depth of field of FLDI setup

As described previously, a particular asset of such laser interfer-
ometers is their narrow depth of field. Similarly to Ceruzzi et al.,74 we
have characterized the system’s response by translating an acoustic
fluctuation source along the beams length. Here, this is not a gaseous
jet as in Ref. 74, but a Multicomp Pro 300 kHz sound transceiver,
which was driven by a function generator. It is mechanically traversed

FIG. 3. FLDI setup. The components can be found in Table III. Figure with permis-
sion from Kerth, “Effect of transpiration cooling on boundary layer transition for
hypersonic flight,” Ph.D. thesis (University of Oxford, 2022).42

TABLE III. FLDI components.

Component Description

A Laser Quantum Ventus 671
B Iris aperture
C Achromatic doublet lens
D Pinhole þ Achromatic doublet lens
E Faraday isolator with linear polarizer
F Aspheric lens f¼ 10mm
G Birefringent Wollaston prism
H Biconvex lens f¼ 100mm
I Adjustable mirror
J 45�—polarizer
K Polarizing beam splitter
L Photodiode
M Picoscope with differential port
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along the FLDI light path around the sensitive region in a benchtop
investigation at room temperature and atmospheric pressure. Using
the same acquisition procedure and sampling as described in Sec.
II E 1, voltages were acquired for 19 locations spaced evenly along the
beam path. PSDs were calculated for each recording, and the value at
300kHz was then plotted against the coordinate along the beam z [see
blue points in Fig. 4(a)]. A Gaussian fit provides an estimate for the
full width half maximum (FWHM) at around 43mm or the standard
deviation, r ’ 18 mm.

Several recent publications discussed the depth-of-field of FLDI
in more detail with some particularly focusing on its ability to pene-
trate turbulent environments around an object of interest.70,74,76,77 All
those sources reveal dependencies of the depth-of-field on the fre-
quency, wavelength, and amplitude of density disturbances within the
probed flowfield. Therefore, additional post-processing steps need to
added to investigate the performance of the Oxford FLDI system as it
is not possible to simply compare the FWHM of the sensitivity at
300kHz to the beam-wise width of the boundary layer.

3. Frequency and wavelength dependent response
of Oxford FLDI

Frequency and wavelength of the second mode could not be
matched simultaneously during the benchtop test at room temperature
seen in Fig. 4(a), as the FLDI’s response depends on both parame-
ters.70,74,76,77 A 300 kHz frequency correspond to k � 1:1 mm sound
wavelength at standard conditions, whereas the second mode wave-
length is around 2.5mm in the relevant tunnel flow,42 rendering the
FWHM from the Gaussian fit above imprecise. Ceruzzi and Cadou74

present an overview of a transfer function for FLDI systems, by repro-
ducing and combining work from Parziale et al.70,78 and Schmidt and

Shepherd.69 The proportionalities in the transfer function suggest that
the sensitive field of the FLDI system is considerably larger and the
maximum sensitivity substantially lower at k ¼ 2:5 mm than at
k ¼ 1:1mm, where it was characterized. We therefore present a proce-
dure to indirectly infer the FLDI’s response at k ¼ 2:5 mm.

For the transfer function, we combine mathematical formulations
from Parziale et al.70,78 and Ceruzzi and Cadou74 and use

T ¼ sin
psb
k

� �
exp

2p
k

� �2
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1þ klz
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 !2
0
@
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A

2
4

3
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The full transfer function, T, across k, and, f, includes the laser
wavelength, kl, the beam-wise coordinate, z, and requires knowledge of
the minimum beam separation, sb, and diameter, db ¼ 2rb. The latter
value has, however, not been obtained yet for the current system.
Instead, we utilize the benchtop measurement to obtain this parameter
by fitting the transfer function at, k ¼ 1:1 mm, to the measured points
from our benchtop experiment. Transfer function and PSD values
were normalized with their respective maximum. This step can be seen
in Fig. 4(a), where rb, was iterated until the red curve fitted the mea-
sured blue points. We finally obtain rb � 5:6 lm. This value is
typically between 3 and 10lm for other FLDI setups in the litera-
ture.74,77,79,80 Using this value, we calculate the transfer function and
evaluate it at k ¼ 2:5 mm, which predicts the FLDI depth-of-field at
the relevant second mode frequency. It is plotted as the green curve in
Fig. 4(a). For completeness, we re-plot Fig. 4 from Ceruzzi and
Cadou74 in Fig. 4(b), showing the full transfer function for the Oxford
FLDI. Note that the curves for k ¼ 2:5 and k ¼ 1:1 mm are normal-
ized slices through the contour plot parallel to the z-axis. Both plots
demonstrate how the sensitivity spreads along a larger region as the
wavelength increases.

FIG. 4. (a) Depth of field of the FLDI setup. z is the coordinate parallel to the beam centered at the focal point of the system. Measured data for a single frequency near the
expected instability are compared to the fitted transfer function and the extrapolated transfer function at the expected second mode frequency. Error bars indicate the diameter
of the sound transceiver. (b) Replots Fig. 4 from Ceruzzi and Cadou74 and shows the full transfer function of the FLDI. db ¼ 2rb is the beam diameter. Figure with permission
from Kerth, “Effect of transpiration cooling on boundary layer transition for hypersonic flight,” Ph.D. thesis (University of Oxford, 2022).42
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4. Implications of FLDI response in HDT experimental
setup

According to Wylie,45 the core flow of HDT’s Mach 7 nozzle
extends to around r ¼ 130mm from the centerline. Wylie45 obtained
this value by using an array of high-frequency differential pressure
transducers in the test section to analyze Pitot pressure noise levels
withing the tunnel flow. Up to 278mm downstream of the nozzle exit,
the given core flow radius persists and only shrinks further down-
stream. As the model apex pointed into the nozzle by around 100mm,
the area of interest on the cone is well withing the core flow.

Figure 4(a) predicts that the instrument’s sensitivity will have
decreased to less than 10% of its nominal value at only r ¼ 100 mm
for the most relevant wavelength. Furthermore, HDT’s Pitot-pressure
fluctuation spectra measured by PCB sensors exhibit a considerable
drop in noise content at frequencies exceeding 200 kHz.45 Hence, even
if the sensitive region extends into the turbulent tunnel boundary
layers, second mode signals at large enough amplitudes will still likely
dominate. However, without further measurements about the system’s
sensitivity at k � 2:5 mm, one must conservatively assume that the
signal contains some freestream fluctuations.

Benitez et al.76 used DNS to simulate a signal of interest, which
was framed by turbulence. Their simulation of FLDI responses con-
firmed that relying on the axial diminution of its sensitivity was justi-
fied for high frequency measurements, but less acceptable for larger
wavelengths and lower frequencies. Benitez et al.’s76 simulated interfer-
ometer setup is similar to the version presented here, having the same
Wollaston prisms. In contrast, the beam separation is considerably
larger at 168 lm. Benitez et al.77 warn how fluctuations with
k > 1 mm are “integrated across the length of the beam,”77 when

analyzing another set of simulation cases. They however also report
that a smaller beam separation reduces the depth-of-field, albeit at the
cost of total responsiveness.77 With respect to line integration, the
Oxford FLDI should exhibit more favorable characteristics than the
setup simulated by Benitez et al.76,77 Furthermore, the noise spectrum
of HDT does contain significantly less signal power around 300 kHz.
Should, however, high frequency content at millimeter scale wave-
lengths be present around the nozzle core-flow, it is likely recorded to
some extent by our FLDI setup.

III. EXPERIMENTAL RESULTS
A. Surface heat transfer

Figure 5 (right) plots the heat flux as recorded by thin film gauges
along the cone for various injection scenarios and an uncooled case.
From the references discussed in the introduction, it is clear that the
surface heat-flux measurements are nearly meaningless when it comes
to inferring transition under the influence of transpiration cooling.
Nevertheless, those measurements are still presented here to assist in
the interpretation of the presented experiments. Values measured by
thin-film gauges may not hold significance for the detection of turbu-
lence under those conditions; however, they remain pertinent in pro-
viding information on the resultant heat flux levels at the surface and,
consequently, assessing the efficacy of transpiration cooling. This man-
uscript provides further insight into the details of why surface instru-
mentation is inaccurate under those circumstances beyond the aspect
of heat transfer measurements.

Helium and nitrogen transpiration both successfully delay the
onset of a transitional heat flux level, in agreement with Stalmach
et al.’s3 definition (the most upstream thin film gauge showing a heat

FIG. 5. Results from surface instrumentation. (left) High frequency pressure. Only the cumulative bandpower is shown in the figure. Second mode frequency peaks lie in the
280 kHz region, and hence, the first and second harmonics are included in the integrated power. (right) Heat flux distribution across the cone. Colors represent gases and injec-
tion ratios and are kept coherent across figures. Figure with permission from Kerth, “Effect of transpiration cooling on boundary layer transition for hypersonic flight,” Ph.D. the-
sis (University of Oxford, 2022).42
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flux significantly exceeding the laminar correlation) and similarly to
the results from, e.g., Tanno et al.28

For those injection gases (helium and nitrogen), Fig. 5 (right) shows
a reduction of heat transfer downstream of the porous patch well below
the uncooled values. For nitrogen as a coolant, a fast recovery of the heat
flux profile is observed: A short term reduction below the uncooled base-
line is directly followed by an increase in heat transfer to uncooled levels,
which is the prime example of a known shortcoming of transpiration
cooling. In contrast, the given helium injection cases do not show excess
heating. However, this cannot be interpreted as a transition delay.

Qualitatively, the heat transfer results from Camillo et al.14 could
be favorably compared for the nitrogen and helium injection cases in
this work. An important difference hereby is the total temperature.
While HEG reaches above 2800K,14 HDT does not exceed 460K.

It remains unclear where the boundary-layer transitions to turbu-
lence when exclusively analyzing thin film gauge measurements. A
stand-alone heat flux value will contain superimposed contributions
from possible turbulent frictional heating and the cooling effect.

B. Surface pressure fluctuations

Common knowledge in the field links hypersonic boundary-layer
transition on slender, 2D, axisymmetric geometries with small nose
radii in low disturbance environments with growth and decay of sec-
ond mode instabilities.81,82 The left side of Fig. 5 summarizes all indi-
vidual power spectra from Fig. 6. The bandpower values shown in
Fig. 5 (left) were calculated as integrals over their respective PSDs. The
frequency boundaries are chosen generously (50–700 kHz) and thus
ensure inclusion of higher harmonics.

As Fig. 5 (left) indicates for the uncooled case, boundary-layer instabil-
ity oscillations are first amplified before the boundary layer decays to turbu-
lence. Landau and Lifshitz describe turbulence as “irregularly disordered”83

velocity distributions. Such distributions do not show specific amplified fre-
quencies and therefore exhibit lower total bandpower values. For all cases,
the bandpower level coincides at x ¼ 534 mm, which represents the fully
turbulent value. Only some cases show bandpower above the fully turbulent
level, which indicates some form of modal amplification. The helium injec-
tion cases are not among them. Those show a drop even below turbulent
levels of bandpower downstream of the injector. Surface pressure spectra
and bandpower values downstream of the injector show no sign of modal
amplification and therefore indicate a bypass mechanism81,84–86 at the
surface.

There is ambiguity in the state of the boundary layer further above
the model surface from instrumentation measurements. From interpret-
ing the given gauge measurements, it remains unclear how the coolant
film contributes to the second mode damping or the reduction in heat
transfer through gas injection. While those difficulties of surface mea-
surements with transpiration cooling have only been reproduced from
well understood examples in the literature (see, e.g., Stalmach et al.,3

Camillo et al.,14 and Tanno et al.28), we now aim to investigate in more
detail how locally confined gas injection influences the wall-normal
behavior of instability and turbulence using optical methods.

C. Schlieren images

Surface instrumentation has shown reduced heating and second
mode activity in the close vicinity of the model surface. Schlieren

images now provide insight whether those observations hold for the
rest of the boundary layer thickness.

In Fig. 7, second modes wave packets can be observed and transi-
tion completion can be seen in the most downstream fifth of the image
for nitrogen injection FðN2Þ ¼ 0:009% and natural transition. Note
that the PCB bandpower and the heat flux signals are time averages,
while those single schlieren frames are not.

For FðHeÞ ¼ 0:06%, full turbulence does not seem to develop
until around x ¼ 380 mm for the depicted frame. Selecting one frame
at random from a whole video does not capture the inherently
unsteady nature of a transitioning boundary layer, but is nevertheless
necessary to depict features that may remain concealed when only
showing a time-averaged schlieren photograph. It is thus noted that
those frames in Fig. 7 are in contrast to all spectral analysis items
shown in this work, as those always represent mean flow conditions.

D. Schlieren power spectra

Using a suitably high recording frequency and a 170mm long high-
resolution field of view allows tracking of the second mode oscillations
during its growth and decay process at certain heights in the boundary
layer. Like previously reported in other studies (e.g., G€ulhan and Braun,24

and Schmidt87), we observed a thickening of the schlieren boundary layer
profile through injection. It is thus necessary to investigate whether those
profile changes have repercussions on the progression of instability and
turbulence. Consequently, this might provide details into the mecha-
nisms of instability damping and heat transfer reduction at the surface.
We therefore utilize the high resolution of a high-speed camera and select
two pixel-paths following the cone edge at different heights above the
model for plotting respective schlieren frequency spectra vs the x-
coordinate. The straight yellow path in Fig. 8 follows the pixel line at the
‘natural’ edge of the boundary layer. At this height, the strongest second
mode wave crests were observed upstream of the injector. For the red
path (named special path in Fig. 8), ten points along the curved boundary
layer edge profile were manually selected by the experimenter. The path
is then calculated by linear interpolation in between all pairs of consecu-
tive points. Finally, the lowest pixel at every x-location the path intersects
with is selected and its PSD included in Fig. 8.

Above the injector, second mode power is found in the red path
and no longer in the yellow. This is particularly around and down-
stream of x ¼ 320 mm, where more signal is present at the height of
the red path in the region around 280 kHz than at the original bound-
ary layer height. The two different paths deliver PSDs calculated from
the exact same sequence of images. Only pixels at different heights were
selected for the same x-locations. Therefore, it can be concluded that
for the case of FðHeÞ ¼ 0:06%, second mode oscillations are displaced
in the wall normal direction above and downstream of the injector.

An analytical model by Ifti et al.40,88,89 describes how a “slab”88 of
coolant gas forms below the original boundary layer if gas is injected
from a porous surface on the model. Ifti et al.40,88 treat those two seg-
ments as largely independent layers and assume mixing only ensues
gradually driven by diffusion, provided that everything remains lami-
nar. The findings could hence be interpreted as the coolant slab dis-
placing air as well as instabilities away from the surface while forming
the new, distended boundary layer geometry. Thus, a growth and
decay process of instabilities is taking place, however not predomi-
nantly at the surface, or within the original boundary layer geometry.
Surface heat flux and pressure are hence unreliable indicators for
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spatial progression of boundary layer stability with injection. They can-
not measure effects in the displaced air boundary layer.

For the close downstream vicinity of the injector, boundary layer
thickening observed in schlieren and analytical predictions by Ifti40,88 match

reasonably. For FðHeÞ ¼ 0:04%, the height of the coolant slab is projected
as hðHeÞ � 0:6 mm and for FðHeÞ ¼ 0:1% hðHeÞ � 1:2mm. In the
shown schlieren images, the boundary layer thickens by approximately 0.85
and 1.16mm, respectively. For the nitrogen case with F ¼ 0:01%, an

FIG. 6. Power spectra calculated from PCB differential surface pressure measurements used to illustrate the bandpower shown in Fig. 5. Color convention is the same as in
Fig. 5. Figure with permission from Kerth, “Effect of transpiration cooling on boundary layer transition for hypersonic flight,” Ph.D. thesis (University of Oxford, 2022).42
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increase in height was below the pixel resolution. Surface pressure spectra
show how the second-mode power is reduced at the surface for helium
injection. Figure 8 now suggests that most of the second mode power is not
reduced across the whole visualized boundary layer thickness. The second-
mode waves are pushed above the surface by the coolant injection. In addi-
tion, a visible second layer forms below the original boundary layer gas,
when considering the schlieren frames in Sec. II and Fig. 7.

E. Frequency shift within boundary layer

Kerth41,42 characterized the frequency shift of second modes with
injection of different gases, similarly to Schmidt.87 While Schmidt87

investigated Mach 4 flow deducting the frequency shifts from schlieren
measurements, Kerth et al.4142 conducted their experiments at Mach
7 using high frequency surface pressure measurements. It was found
by both that higher injection rates lead to a stronger reduction in
frequency.

Research by Wylie et al.45,61 suggests that transition in HDT is
dominated by second modes for the given sharp and slender cone
geometry and the Mach 7 nozzle, the underlying stability physics
might differ from Schmidt et al.87 Surface instruments have been
found to be unreliable in measuring the second mode downstream of
an injector in previous sections. It is thus critical to determine whether
the frequency shift observed by Kerth et al.41,42 is only an effect of the

FIG. 7. Single schlieren frames of shots with and without injection. The injector is marked in the images. Images are not to scale in width and height. Figure with permission
from Kerth, “Effect of transpiration cooling on boundary layer transition for hypersonic flight,” Ph.D. thesis (University of Oxford, 2022).42
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coolant on the sensor and its immediate vicinity or whether it holds
for the entire boundary layer thickness. Figure 9 suggests the latter.
Like Fig. 8, it maps the schlieren PSD along the cone, but now simply
at constant heights above the surface. Schlieren spectra indicate second
mode activity in a range of roughly 210–260 kHz and between x ¼ 360
and x ¼ 400 mm in good agreement with PCB sensors (left column of
the figure). Comparing power spectra maps at �y ¼ 1.2 and 1.1mm
above the cone evidently shows a drop in spectral power and a down-
wards shift in frequency distribution when nitrogen is injected. The
two upmost pixel rows within the boundary layer thus confirm what
has been inferred from surface measurements before.14 Only the spec-
tral broadening as observed by Camillo et al.14 for nitrogen injection
and predicted by Mir�o et al.90 for helium transpiration does not occur.
However, spectral broadening was also not detected by surface sensors
on our model for any injection cases.41,42

F. Secondmode power distribution across
the boundary layer thickness

The plots in Fig. 10 re-iterate the results from the manually
selected paths in Sec. IIID, where we demonstrated the displacement
of second mode power by plotting the spectra of a pixel row along the
x-axis. Here, we select four specific locations along the x-coordinate
and plot the spectra of the respective vertical pixel rows, perpendicular

to the model. An adaptable colormap shows spectral power estimates
for the respective frequencies and one can observe changes or dissolu-
tion of second mode activity.

For a natural transition case, most of the spectral power is found
at or even above the laminar boundary layer height. This is in good
agreement with other schlieren spectral analysis results in the field,
where second mode oscillations extended up to 150% of the boundary
layer height (see, e.g., Laurence et al.91 in Fig. 13).

The fourth quadrant of Fig. 10 shows the case with
FðHeÞ ¼ 0:1%. Onset of full turbulence across the entire boundary
layer thickness is already observed in the middle of the injector seg-
ment at x ¼ 312:5 mm. A chaotic oscillation spectrum exists from the
cone edge up to 4mm above the model surface.

For the helium injection case shown in Fig. 8 (F ¼ 0:06%), the
existence of a stable cooling film can be measured. At x¼ 420mm
(row 4 column 2 in Fig. 10), a turbulent spectrum can be found, how-
ever, only above �y � 0:8 mm. A transitioning boundary layer coexists
on top of a laminar coolant film. Identifying transition through surface
instrumentation may thus be significantly flawed in this case. Those
sensors and any transition criteria would correctly detect laminar flow,
which however does not represent the state across the whole boundary
layer. This presentation also re-iterates the main findings from Fig. 8.
As discussed before, it is known that second mode instability waves
concentrate on a certain height of a naturally transitioning boundary

FIG. 8. Power spectra maps of schlieren images. The PSD is calculated for every pixel along the shown paths. Power is represented in the colorscale. Both power spectra
along the paths are calculated with the same procedure across the same images. Figure with permission from Kerth, “Effect of transpiration cooling on boundary layer transition
for hypersonic flight,” Ph.D. thesis (University of Oxford, 2022).42
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layer as seen in schlieren. With helium transpiration cooling, this
height changes significantly and extends far beyond the natural
boundary-layer profile. This is particularly evident, when comparing
the locations x ¼ 312:5 and x ¼ 328 mm for natural transition and
FðHeÞ ¼ 0:06%, which are always in one column in Fig. 10.

In addition, this analysis demonstrates evidence for oscillation
displacement in two additional cases. For FðHeÞ ¼ 0:1%, the plot at
x ¼ 328 mm shows evidence of oscillations displaced beyond
�y ¼ 2mm. The equivalent with FðN2Þ ¼ 0:1% is not nearly as pro-
nounced, but nevertheless, the distribution of spectral power shifts
around two pixels away from the cone, while the frequency is largely
unaffected.

1. FLDI Measurements

FLDI is applied to detect second mode instabilities above the
injector. Two locations within and above the undisturbed boundary
layer are chosen for the focal point. A lies �yA ¼ ð1:56 0:2Þ mm and
B �yB ¼ ð2:56 0:2Þ mm above the cone surface, respectively. A is cho-
sen to be at the very end of the visible laminar boundary layer in schlie-
ren at x ¼ 312 mm, which is the middle of the injector segment (see
Figs. 1 and 11). Point B lies within the post-shock flow outside of the
natural boundary layer. Figure 11 confirms key parts of the previous
schlieren-method based findings. It shows the locations of both FLDI

points, the measured spectra for the different injection scenarios for
those cases, and the associated PSDs from the respective schlieren pix-
els. Due to the change of boundary layer profile, FLDI point B lies
within a visible density gradient field for helium injection, but not for
natural transition. It is now evident from the shown power spectra
how the second mode frequency peak can be detected in point B with
helium injection, while it cannot be seen with natural transition.
Similarly, with point A nearly exceeding the boundary layer height
without injection, an increase in second mode power is found with
helium injection. Both of those findings are in contrast with the trend
inferred from surface instruments downstream of the injector. Those
suggest that the second mode power is reduced by gas injection. The
bandpower decrease shown in Fig. 5 seems to only hold for the close
vicinity of the surface. Helium injection into a developed and growing
second mode instability at low enthalpy seems to have little damping
or stabilizing effect. At least locally, injection pushes the second mode
away from the surface, and it can still be detected further away from
the cone. As nitrogen injection does not alter the edge profile of the
boundary layer to such an extent, no second mode signal could be
detected for point B. It is important to highlight that altering the injec-
tion rate or changing the injectant gas results in points A and B being
situated at different positions relative to the boundary layer profile.
Careful determination of FLDI probe locations is required, based on
the expected, or visualized, boundary layer profile, and the practicality

FIG. 9. Power spectra maps of schlieren images. PSDs are calculated for each pixel along a path with the given distance from the detected cone edge. The error bars given
for the central frequency of the second mode represent the full width at half maximum of the fitted Gaussian distribution. The injector location is marked as a white dashed in
the color maps. Figure with permission from Kerth, “Effect of transpiration cooling on boundary layer transition for hypersonic flight,” Ph.D. thesis (University of Oxford, 2022).42
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of positioning the FLDI probe location relative to the model surface.
Furthermore, it must be highlighted that the comparison of nitrogen
to helium injection is based on a mass flux measurement. The defini-
tion of F in this work is based on _m and due to the ratio of molecular
masses, helium injection yields a seven times higher volumetric flow
rate than nitrogen injection at the same F. Consequently, helium gen-
erates much higher film coverage and a larger displacement for the
boundary layer profile.

Spectra directly taken for the corresponding pixels in schlieren
qualitatively agree with FLDI. Frequency shift and increased band-
power can be observed for the comparison in point A. For point B, no
sufficient signal was measured by schlieren, as it does not possess the
sensitivity of a differential interferometer. To obtain the presented
PSDs and uncertainties, the pixels coinciding with the location of the
FLDI laser beam were selected. As the adjustment in the �y-direction
was relatively precise due to the 10 lm steps of the lab jack, the align-
ment uncertainty is neglected in this coordinate. Nevertheless, due to

the diameter of the laser point, an uncertainty of61 pixels is assumed.
For the x-direction, alignment was done manually, and hence, the
uncertainty is 65 pixels. The error bars are thus obtained by calculat-
ing the mean and standard error of PSDs within a rectangle of 33 pixels
—11 in the �y-direction and 3 in the x-direction—centered around the
FLDI point. To exclude any possible contamination of the PSD through
freestream content, the mean PSD of the top pixel row, high above the
boundary layer is subtracted from all points, as indicated on the vertical
axis of Fig. 11. Negative values were set to 0 as they are nonphysical.

G. Experimental definition of transition

Previous sections have pointed toward significant ambiguities of
standard practice measurements if transition and transpiration cooling
are present simultaneously and also disclosed an underlying physical
effect. To reach a comprehensive and overarching conclusion, several
different techniques to infer transition onset will be presented and
assessed with respect to their suitability.

FIG. 10. Wall-normal power spectra through boundary layer thickness. The power spectra are plotted for four locations along the transition process. Because the schlieren sys-
tem was not always aligned to the exact same position, �y ranges change across the test cases. The same PSD calculations as for Figs. 9 and 8 were used to generate the
plots. Figure with permission from Kerth, “Effect of transpiration cooling on boundary layer transition for hypersonic flight,” Ph.D. thesis (University of Oxford, 2022).42
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1. First thin film gauge

The most upstream heat flux gauge significantly above the laminar
Eckert correlation is selected as the transition onset point. Hereby, signifi-
cant means the Stanton number exceeds the laminar Eckert correlation
68% confidence interval. As an example, xtr ¼ 358 mm for the natural
transition case (Fig. 5). This method is obviously flawed when injection or
cooling is present, but nevertheless included for completeness.

2. Stanton number linear fit

Similarly to Camillo et al.,14 a linear fit is calculated through the
thin film gauge measurements downstream of the local minimum. An
example is shown below in Fig. 12. The intersection of the fit and the
upper 68% confidence interval threshold of the laminar Eckert correla-
tion is xtr.

3. Schlieren human input

The schlieren videos from the tunnel tests showed a continuously
moving transition front. All spectra and heat transfer values shown are
time averages. In order to reproduce this, an experimenter is shown 100
randomly selected post-processed schlieren images like in Fig. 7 from the
steady flow test time. The onset of full turbulence is manually selected by
clicking on the transition point on every frame. Second modes are not
counted as turbulence, only the presence of chaotically fluctuating eddies.
The inputs from 100 frames are averaged and used as xtr (Fig. 13).

4. Schlieren low frequency power

As seen in previously shown spectra, the “irregular disordered”83

nature of turbulence causes a spread of fluctuations across a large

FIG. 11. Both locations above the injector where FLDI was applied are marked in a schlieren image. The error bars do not indicate the size of the FLDI laser point but rather
the goodness of reproducible realignment. Figure with permission from Kerth, “Effect of transpiration cooling on boundary layer transition for hypersonic flight,” Ph.D. thesis
(University of Oxford, 2022).42
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frequency spectrum. The increasing presence of frequencies lower
than the second mode (i.e.,< 100kHz) is used as a transition criterion.
A sum is calculated of all power in this range across the entire available
�y distance in the schlieren image. Defining xtr is performed via
MATLAB’s inbuilt change point detection. The number of change
points is set to one, and hence, the function will iteratively subdivide
the data into two regions with different statistics with respect to rms
values.92–94

5. Schlieren time variance

Similarly to the low frequency method, the irregularity of turbu-
lence can be characterized using the time variance of schlieren signals.
Once the boundary layer becomes turbulent, an ordered, steady signal
from a laminar layer is replaced by chaotic fluctuations in space and
time. To eliminate random fluctuations of the pixels in the camera sen-
sor, schlieren images are down sampled by a factor of 1/3. The time
variance is calculated for every pixel and normalized by the averaged
pixel intensity. The variances are summed up in the �y direction. Using

MATLAB’s change point detection, xtr, is determined as for the low
frequency method.

6. Summary of transition locations

Locations for all methods are shown for four test cases in Table
IV. Some differences in transition location can be addressed to the role
of instability growth. While the heat flux based methods are most likely
triggered by amplified second modes, the schlieren based methods
were not. The latter techniques identify the end of transition, while the
former detect the onset.3 Notably, no schlieren criterion indicates a
transition delay for any injection scenario. Furthermore, optical techni-
ques always showed a reduction in spectral power for boundary layer
oscillations for all injection cases, provided that oscillations could still
be measured. Less power is observed in frequency spectra across the
entire boundary layer thickness, but the remaining power seems to be
effectively displaced from the cone surface. While the growth of
eigenmodes can be reduced, altered or interrupted, it seems like by-
pass mechanisms still cause fluid turbulence to shift upstream.81,85

The compared methods are only a subset of those available in the
literature (see, e.g., Pate22) for a summary. Some of those mentioned,
for example, measurements of increasing boundary layer thickness
would not be applicable to gas injection cases. Others, like measure-
ments of Pitot pressure or examinations of surface oil patterns, may
suffer from the same inaccuracy as the surface instrumentation pre-
sented here.

IV. DISCUSSION

Many of the key results from Camillo et al.14 could be confirmed
qualitatively with the present investigation. Nitrogen injection leads to
a reduction in second mode power, which held across the entire
boundary layer thickness. While this led to an earlier onset of full tur-
bulence, surface heat flux values remained below an uncooled laminar
Eckert correlation for an extended distance. This paper has re-iterated
the results from older research articles, that any conclusions from this
comparison about the fluid mechanical state of the boundary-layer
flowfield are meaningless. However, the evaluation of wall heat fluxes
and their comparison to Eckerts criteria may still be of interest to vehi-
cle designers, when choosing a cooling technique or adequate material.
A comparison of high frequency pressure and heat flux can hereby
show how cooling must be the primary reason for such a delay in heat
transfer rise. Power spectra reached fully turbulent values earlier than

FIG. 12. Linear fit through TFG downstream of heat flux local minimum. Figure with
permission from Kerth, “Effect of transpiration cooling on boundary layer transition
for hypersonic flight,” Ph.D. thesis (University of Oxford, 2022).42

TABLE IV. Summary of transition locations.

Coolant

None Helium Nitrogen

F (%) 0 0.04 0.1 0.01 0.17
Method xtr (mm)

Schlieren human input 431.6 378.6 324.7 419.4 388.3
Schlieren low frequency power 363.5 341.5 303.2 354.1 342.6
Schlieren time variance 398.5 345.4 299.1 388.4 341.2
TFG fit 339.6 387.4 382.1 354.9 355.5
First TFG 358 433.7 408.7 383.7 383.7

FIG. 13. Schlieren low frequency power criterion. Figure with permission from
Kerth, “Effect of transpiration cooling on boundary layer transition for hypersonic
flight,” Ph.D. thesis (University of Oxford, 2022).42 with permission.
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without injection. Schlieren hereby confirms how the boundary layer
maintained its shape across the injector. From a heat transfer perspec-
tive, helium injection yields the same results. Furthermore, it caused a
relative reduction in heat transfer all the way until a fully turbulent
level is reached.

When considering the instability mechanism, helium cooling
shows different behavior: First, disruption to the boundary layer profile
is visible in schlieren images, and second, its thickness grows by almost
a factor of two and full turbulence can be observed in schlieren where
neither of the surface instruments would suggest its presence. The
boundary layer thickening can be ascribed to the low molecular mass
and high thermal diffusivity90 of helium, which has been previously
reported,24 analytically predicted,88 and numerically investigated.89 A
heated boundary layer gas is displaced effectively from the surface,
resulting in low or no detection of skin friction, or density oscillations
by sensors. Upon turbulent mixing, this diminishes slowly due to the
high thermal diffusivity of helium. Naved et al.39 discovered that
helium exhibits a cooling efficiency 16 times greater than nitrogen in
turbulent flow. This exceptional suitability of helium also stems from
its thermal properties, such as the heat capacity,24 and recent numeri-
cal investigations have also shown that said thermophysical properties
may also influence the effect of helium injection on boundary-layer
stability.90

It is now evident why surface measurements with helium injec-
tion also inadequately represent the transition mechanism. Density
fluctuation spectra obtained from schlieren and FLDI revealed the per-
sistence of the second mode instability above the surface. This observa-
tion raises two possible interpretations: either instability damping
occurs solely at the surface, or the air boundary layer is displaced away
from the measurement sensors together with the second mode oscilla-
tion waves. Helium transpiration not only displaces the hot boundary
layer gas but also appears to affect the instability waveguide. Apart
from the fluid mechanical disturbance induced by gas injection, there
exists an instability mechanism, although it is not localized at the
surface.

Although numerous instances were observed where a net
reduction in surface heat flux along the model was measured, we
refrain from asserting stabilization. In certain helium transpiration
scenarios, extended periods of laminar or sub-laminar surface heat
flux were evident. However, optical methods showcased either turbu-
lent behavior or evolving transition mechanisms in the same area.
The case with Helium injection at F ¼ 0:1% shows transition already
within the injector patch, as clearly visible in schlieren images. At
this injection rate, helium seems to create a significant fluidic obsta-
cle for the incoming boundary layer flow, due to its high volume.
Instabilities, or an intermediate transitional phase could not be iden-
tified, and transpiration rather acts as an immediate trip four the
boundary layer.

Moreover, a quantifiable displacement was observed within a nar-
row range of helium blowing ratios, spanning from F ¼ 0:04% to
F ¼ 0:06%. When injecting a significantly higher percentage
(F ¼ 0:1%), some instability wave displacement occurred (refer to row
4, column 3 of Fig. 10), but primarily led to transition movement
upstream. Nitrogen injection at F ¼ 0:1% also exhibited some dis-
placement, although not as prominently as in the helium cases.
Consequently, the alteration in the boundary layer profile was less
observable in these instances.

V. CONCLUSIONS

Difficulties to experimentally assess boundary-layer transition
under the influence of transpiration cooling are well known. Further
fluid mechanical insight is however required, so those two effects can be
fully decoupled in the future. We used a 7� half-angle cone model in a
low enthalpy Mach 7 facility, to study direct interactions of hypersonic
transition and gas injection in the close vicinity of a porous injector.

At sufficiently low rates, injection of helium or nitrogen was found
to delay a rise of surface heat transfer levels above a laminar correlation.
Notably, helium injection reduced surface heat fluxes significantly stronger
than nitrogen, in line with many other studies in the field. Helium injec-
tion caused reduced rates of surface heat flux, while schlieren images
already showed turbulent behavior at the same location. The cooling film
created by helium has a strong impact on the boundary layer geometry.
As shown by schlieren and FLDI measurements, the instability mecha-
nism moves away from the surfaces but keeps existing for a certain range
of blowing ratios where the effect is large enough to be observable, but
transpiration is sufficiently limited to not trip the boundary layer. We
report that second mode oscillations can be displaced beyond the original
boundary layer waveguide through foreign gas injection into growing
instability waves. Nevertheless, schlieren images demonstrated an earlier
onset of turbulence than without any injection.While instabilities and tur-
bulence are no longer present at the surface, they still occur.

Surface pressure and heat transfer methods were critically
assessed. They are insufficient in capturing the boundary layer stability
state with downstream injection. The coolant film influences those
sensors, impairing their signal’s meaningfulness for the rest of the
boundary layer. Information in the direct vicinity of the model surface
is still invaluable and necessary for any investigation in hypersonic
flow. Dependency on the distance from the model surface of several
parameters necessitates the use of non-intrusive optical techniques
such as schlieren to complement surface instruments, as also noted by
other studies. Especially the finding about displacing modal oscillations
may improve the fundamental understanding of hypersonic instability
and transition behavior with coolant transpiration. It furthermore
informs future simulation efforts in the field about stability, coolant
film coverage, or mixing models.
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