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Objective: Automated medical image analysis solutions should closely mimic complete human actions to be useful
in clinical practice. However, more often an automated image analysis solution represents only part of a human
task, which restricts its practical utility. In the case of ultrasound-based fetal biometry, an automated solution
should ideally recognize key fetal structures in freehand video guidance, select a standard plane from a video
stream and perform biometry. A complete automated solution should automate all three subactions.

Methods: In this article, we consider how to automate the complete human action of first-trimester biometry mea-
surement from real-world freehand ultrasound. In the proposed hybrid convolutional neural network (CNN)
architecture design, a classification regression-based guidance model detects and tracks fetal anatomical struc-
tures (using visual cues) in the ultrasound video. Several high-quality standard planes that contain the mid-sagit-
tal view of the fetus are sampled at multiple time stamps (using a custom-designed confident-frame detector)
based on the estimated probability values associated with predicted anatomical structures that define the biome-
try plane. Automated semantic segmentation is performed on the selected frames to extract fetal anatomical land-
marks. A crown—rump length (CRL) estimate is calculated as the mean CRL from these multiple frames.

Results: Our fully automated method has a high correlation with clinical expert CRL measurement (Pearson’s
p = 0.92, R-squared [R?] = 0.84) and a low mean absolute error of 0.834 (weeks) for fetal age estimation on a
test data set of 42 videos.

Conclusion: A novel algorithm for standard plane detection employs a quality detection mechanism defined by
clinical standards, ensuring precise biometric measurements.

Introduction and abnormal structures. The operator needs to have a good understand-
ing of the technology and be able to identify and interpret subtle signs,
such as nuchal thickness (nuchal translucency [NT]), that are used to

assess the risk of certain conditions.

Worldwide, pregnant women are routinely offered a first-trimester
ultrasound (US) scan to confirm pregnancy viability, establish fetal ges-

tational age and assess chromosomal anomaly risk [1]. Sonographers
carry out the first-trimester scan as a freehand fetal US examination in
which they acquire a mid-sagittal (MS) imaging plane to perform mea-
surement of the fetal crown (head)—rump (bottom) length (CRL). This
measurement is usually carried out between 117° to 137° wk ™9 of ges-
tation. CRL is highly correlated with fetal age and is used to estimate the
expected due date [2,3]. To increase the accuracy of measurement and
because of frequent fetal movement, sonographers are required to per-
form multiple CRL measurements [4,5]. In practice, the first-trimester
scan is highly operator dependent, meaning that the quality and accu-
racy of the scan can vary depending on the skill and experience of the
person performing the scan. The interpretation of US images requires a
good understanding of anatomy and experience in recognizing normal

Automated US guidance and fetal biometry estimation are aimed at
supporting the streamline of clinical workflow and assisting in image qual-
ity assurance. Previous image analysis methods reported in the literature
consider only the fetal biometry step for already selected (frozen) single-
shot standard planes [6—8] and have not considered how temporal infor-
mation, such as a change in fetal appearance and position over time, may
benefit analysis. We describe how incorporating temporal information to
estimate fetal biometry based on multiple high-quality standard planes can
improve the overall quality of fetal biometry estimation.

Several studies have considered automated fetal US standard plane
detection [6,9,10] or automated estimation of fetal biometry [11]. How-
ever, none of these methods have offered an end-to-end solution for the
combined tasks of plane guidance, quality assurance and automated
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Full-length First Trimester Ultrasound Scans
250 Subjects (250 Unique Videos)
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Biometry Task
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Videos = 56 Videos = 24 Videos = 100 Videos=28 Videos =42
Frames = 12,264 Frames = 2478 Frames = 12,534 Frames = 3559 (Final CRL Measurement
Frames = 80)

Figure 1. Data set distribution for experiments. CRL, crown—rump length.

fetal biometry assessment. Further, most of the prior literature has
focused on the second- and third-trimester US scans for which it is easier
to navigate between different anatomical structures. The first trimester
is the least explored obstetric trimester in both the clinical and the image
analysis literature possibly because of the paucity of clinical guidelines
[12] and the limited availability of data for machine learning-based
research.

Methodology contribution

The proposed fully automated biometry method automates the
human action of first-trimester biometry from a real-world freehand US
acquisition video stream. An original step of the algorithm is to take into
account multiple fetal appearances and positions to select frames with a
neutral fetal position. In addition, the final biometry estimate is based
on estimates from multiple video frames, similar to the clinical practice
of a sonographer. The design has been chosen to be suitable for real-

time implementation. The proposed system could evolve toward a fully
automated US biometry system by using deep learning techniques and
serving as a guidance system for operators.

The article is structured as follows. Under Methods, we introduce the
first-trimester US image analysis and biometry, including the US data
(Fig. 1), the acquisition protocol and the steps in the proposed method.
The Results, Discussion and Conclusion sections follow.

Methods
Figure 2 is an overview of the proposed multistage method:

1. The first stage is responsible for high-quality standard plane
detection:

(a) Figure 2a illustrates the first module in which freehand US video
frames are input into a quality frame classifier to predict
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Figure 2. Automated analysis framework. (a) Freehand ultrasound video frames are input into a QFC to predict anatomical structures and their associated probabilities. (b)
On the basis of the probability scores, the CFD selects multiple high-quality frames and passes them to (c) a CNN for segmentation of CRL structures. (d) Final predictions are
refined using a non-maximum suppression and an R-Tree algorithm to (e) estimate fetal biometry. CNN, convolutional neural network; CRF, conditional random field.
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anatomical structures and their associated probabilities. It was
achieved through Single Shot MultiBox Detector (SSD) convolu-
tional neural network (CNN).

(b) The next module (Fig. 2b) is a confident-frame detector (CFD)
that selects multiple high-quality frames and passes them to the
next stage. It was achieved through Confident-Frame Detector, a
hybrid global and local classification method that uses CNN-pre-
dicted quality scores and expert weights to select the best stan-
dard plane frame for the next stage.

2. The second stage, the standard plane segmentation stage called CRL
plane segmentation (CPS), is responsible for:

(a) Segmentation of fetal structure (CRL) mask and crown and rump
(CR) landmark locations (Fig. 2c). It was achieved through an
encoder—decoder CNN that takes high-quality RGB frames from
the previous stage and performs pixelwise semantic segmentation
of fetal structure.

3. The last stage is feature localization and extraction of fetal biometry:

(a) It involves locating the correct CR landmarks (Fig. 2d) and is the
final stage for automatic fetal biometry estimation (Fig. 2e). This
was achieved by taking a mean Euclidean distance value of multi-
ple frames for the CRL measure.

Each step will be described, but we start with the data description.
Data description

We used 250 first-trimester fetal US videos of the MS biometry
view from a large-scale clinical US study called PULSE [13]. For a
more detailed description of the full PULSE acquisition protocol,
the reader is referred to Drukker et al. [13]. The study was
approved by the UK Research Ethics Committee (Reference 18/
WS/0051). Nine different operators were involved in acquisition
of the US data.

US system

Full-length first-trimester transabdominal US scans were performed
at the Oxford University Hospitals NHS Foundation Trust. The examina-
tions were performed using General Electric (GE) Healthcare Voluson
(GE, Vienna, Austria) US machines equipped with standard curvilinear
(C2-9-D, C1-6-D, C1-5-D) and 3-D/4-D transducers (RAB6-D, RC6M)
operating at 2—8 MHz. The vaginal US scan is not part of the study. The
pre-sets for scans were as follows: dynamic depth range during the scan
aiming to adjust the field of view to best visualize the structure of inter-
est, single focal zone nearer the structure of interest, no gray-scale gain
by default, harmonic imaging always employed, dynamic contrast 7,
gray map number 7, compound resolution imaging filter on and speckle
reduction imaging filter on. However, as our aim was to capture "real-
world" US being undertaken in a clinical (not laboratory) setting, these
parameters could be altered by operators.

Video recording

The system is equipped with a customized US video recording card
(DVI2PCle, Epiphany Video, Palo Alto, CA, USA) and purpose-built soft-
ware to capture the secondary video output from the US machine. The
software also ensures real-time anonymization to hide all personal
details of participants. Full-length US videos recorded using lossless
compression with an HD resolution of 1920 x 1080 pixels and refresh
rate of 30 Hz. We used 250 first-trimester fetal US videos scans; the aver-
age duration of a scan was 13.73 + 4.18 min (24,720 + 7534 frames).
The data distribution used in this work is summarized in Figure 1.

Ultrasound in Medicine & Biology 50 (2024) 805—-816
Frame extraction

A sonographer takes biometry measurements in the first trimester by
scanning the fetal anatomy and locating key anatomical structures. A
freeze-frame (FF) video segment is recorded when a sonographer is satis-
fied that it is a standard plane. Each time sonographers freeze the view,
they select the particular part of the fetal anatomy they wish to measure
from a dropdown menu. This particular labeled segment of the fetal
anatomy is detected and extracted using the optical character recogni-
tion (OCR) method. We trained and tested the algorithms using a full FF
segment as well as pre-frozen video (90 frames) to ensure that these
achieve similar performance on standard and non-standard images.

In CRL measurement during a first-trimester US scan, the fetus
should be in a neutral position. A neutral position in this context is a
standardized, reproducible position that allows for accurate measure-
ment of the CRL. This measurement is used to estimate gestational age,
and the neutral position helps to ensure consistent and reliable results.
In a commonly used neutral position, the fetus lies on its back with legs
extended straight up toward the head. We selected data set testing (for
the biometry task [Fig. 1]) samples with neutral positions for appropri-
ate CRL measurement.

Quality frame classifier

This module is designed to filter unnecessary video frames with less
anatomical information. It works as a frame quality control necessary to
focus only on high-quality video frames containing all critical anatomi-
cal information. The next stage triggers an action only if the quality
frame classifier (QFC) detects any high-quality frames desirable for fur-
ther action.

Referring to Figure 2a, the first stage in our approach is a QFC, which
is posed as a regression and classification problem. An engineer and fetal
medicine clinician performed manual bounding box annotation for five
anatomical structures: (i) head (Hd), (ii) horizontal sagittal section of
the fetus (HS), (iii) echogenic tip of the nose (EN), (iv) rump (Ru) and
(v) translucent diencephalon (TD). Subsequently, a Single Shot MultiBox
Detector CNN Yolo-v5 [14] is used to detect these anatomical structures;
it returns class labels (c¢;) and associated probability scores (P;). An
attraction of this approach is that predicted scores are computed on the
video in real time and can be used as input to detect high-quality CRL
frames as described next.

The loss function for the QFC [15] is calculated as

@)

where 1 is the anatomical structure classification loss, l;,,x denotes the
bounding box regression loss and ly; is the confidence loss for anatomi-
cal structures. In turn, these terms are defined as follows:

lorc = lets + lhox + lob;

-
lc]s = /‘Lc]asszl?bj 2 (Pi(c) _ﬁi(c))z (2)
i=0 Ceclasses
£2 obj 2 £ 28 noobj 2
Lobj = Aobj 2 21,7 (ci =€) + Anoobj 2 Zlij Yei—¢i) (3
i=0 j=0 i=0 j=0
£ 8 obj 2 2
lbax = )vcoord Z zlijj [(xi _551') + (yi _S’I) ]
i=0 j=0
£ B 2 —\?2
+/1t:oord Z le}hj |:<\/Wl_ \/"A‘Tt> + (\/h—t_ \/;) :| (4)
i=0 j=0

Here, Aqass is the classification loss coefficient and Acoorq is the posi-
tion loss coefficient; p;(c) represents the predicted class probability, and
pi(c) is the true value of the class; x and y are coordinates, and w and h
are the width and height. I?bj denotes that the object appears in cell i
and has a value of "one," and lf}bj denotes that the jth bounding box pre-
dictor is in cell i.
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Confident-frame detector

The second stage, and an original contribution of the work described
here, is the CFD. The CFD uses a clinically defined quality detection
mechanism to determine the best fetal appearance from multiple time
stamps. This is a hybrid global and local classification model developed
to detect an MS standard plane (Fig. 2b). There are two components to
the CFD module: a global component and a local component.

Global component module

This module aims to select more clinically significant frames from
the prospects of clinical experts. In the module, expert weights are
embedded to select frames containing the most visually significant ana-
tomical landmarks, such as the sagittal view, head and rump. The quality
frame classifier module is used to select the potential candidate events,
and then the global module is used to decide the best among the candi-
date events.

We define a high-quality frame as a frame that contains the high-
est content of clinically significant anatomical structures as defined
by the UK NHS Fetal Anomaly Screening Programme (FASP) guide-
line [2,3]. The global content model ensures that an MS plane con-
tains all key anatomical structures. We combine the QFC predicted
probability scores p; for fetal anatomical structures i = 1, 2, N as a
weighted average. Anatomical structures that are more critical to
the quality of the MS standard plane are assigned a higher weight,
whereas those that are less critical are assigned a lower weight.
These weights are referred to as expert weights w; (Table 1) and
were set empirically in consultation with experienced clinical sonog-
raphers. We calculate the aggregation probability p as a geometric

mean:
N\
IT T-p;

()T

where the parameter a is the systematic bias. In this work we seta = 1.
Let the frame confidence status be 7. Its status is defined by

®)

T ={ T, if p > thhLiif p < th (6)

Here thy is an empirically determined threshold (defined in our
experiments using twofold cross-validation). Ty indicates a confident
frame (a high-quality standard plane), and the rest of the frames are
called indeterminate frames (Iy), as illustrated in Figure 3a.

Local component model

The local model detects identical frames from the high-quality input
(video stream) stream to optimize the algorithm’s computational perfor-
mance. By feeding forward only the best candidates of a set of candidate
events, we reduce the overall processing overload, as the next segmenta-
tion stage is computationally intensive. The global component model
identifies multiple cascading high-quality frames. The structural

Global model

Indeterminate Frames (1)) Confident Frames (T )
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Table 1
Expert weights (scores) for anatomical structure significance

Protocol

[CRL] Sagittal section in line with the full length of the body =~ 2
[Hd] Crown is clearly defined 3
[EN] Nose has an echogenic tip 1
[P] Palate has a rectangular shape 1
[Ru] Rump is clearly defined 3

Experienced sonographers rated the importance of each structure
present in the standard plane: 3 = highly significant, 1 = least
significant.

similarity index (SSIM) [16] is then computed to prune the number of
CRL confident frames. In the case of two identical frames with a high
SSIM (m"), the algorithm discards the identical frame and proceeds to
the next frame. In this local component model, frames at random time
stamps are selected to represent different positions and perspectives of
the fetus, as illustrated in Figure 3b. To incorporate diverse fetal struc-
tures and motion patterns, variable video sequence lengths (10—30
frames) are tested to ensure a high degree of correlation with expert
biometry measurements.

CRL plane segmentation

Figure 2c illustrates the CRL plane segmentation step. The fetal struc-
ture mask and crown and rump landmark locations (hereafter called
crown—rump landmarks) were segmented using a training set of 128
manually annotated video clips. As illustrated in Figure 4, CRL plane
segmentation is achieved by training a nested encoder—decoder archi-
tecture that sandwiches a single stack of an Hourglass CNN [17]
between residual blocks [18] and pooling layers. Encoder—decoder
CNNs are memory intensive, particularly at points toward the network
start and end, where spatial resolution is high. Residual blocks feed the
Hourglass encoder—decoder with smaller-sized feature maps, which are
less computationally intensive, leading to fewer trainable parameters,
thus reducing the computational complexity and increasing perfor-
mance. At the output, the network is split into two fully convolutional
channels that are responsible for separately learning the fetal MS plane
segmentation (channel 1) and the crown—rump landmark heatmap
regression (channel 2).

For a class such as crown—rump landmarks, there is an extreme
imbalance of foreground to background pixels. To address this, we intro-
duce a weighted-loss function, which assigns weights in inverse propor-
tion to the median frequency with which each class appears in the entire
training set. Segmentation performance is enhanced by optimizing con-
vergence of the network (adding focus to foreground pixels) without
additional trainable parameters.

Local model
T

M) = cPs

m'

72 Confident

Sequence

Figure 3. The confident-frame detector (CFD). (a) Global model: detection of confident frames (T;) and indeterminate frames (I;) using expert weights and predicted
probability scores. (b) Local model: identical frames (m") are pruned, and confident frames with high dissimilarity score (m*) are selected for further segmentation.
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Figure 4. Crown—rump length plane segmentation (CPS) architecture.

The first channel (CH1) segments the MS plane. The Icps, loss used in
the architecture is

N W H

leps, = ng];yg [g,“ log (g,w) + (1 - gxy) 10g<1 - gxy)} @)
where g is the image frame, g is the ground truth and g7, is the pre-

dicted class for each of the N features. a, is the weight of each class, cal-
culated as

median_freq

freq(c) ®)

a. =
where freq(c) is the frequency of class ¢, and median_freq is the median
of these frequencies over all classes. In addition, a dCRF block [19] was
used to improve segmentation results.

The second channel (CH2) predicts the location of crown—rump
landmarks. By use of a mean squared error loss, this model predicts
likely locations for crown—rump landmarks, represented by a 2-D Gauss-
ian centered at each feature location. The loss lcps, used in this architec-
ture is

Ieps, = — Z PP, y) = P I,

nlxy

(©)

where P,(x,y) is the predicted confidence at the pixel (x, y) location for
the nth part, and P,(x, y) is the ground truth of the same location. The
overall CRL plane segmentation loss is given as L = Icps, + Icps,, Which
balances the objectives of both paths, training the network end to end.
In our study, we found that adding additional scaling parameters to the
loss of either path, in no circumstances, improved training accuracy.

Feature localization

Feature localization is the next step, as illustrated in Figure 2d. The
CRL plane segmentation heatmap regression output consists of 2-D
Gaussian distribution maps, with each peak corresponding to a crown
—rump landmark location. The discrete location of a crown—rump land-
mark is computed using a non-maximum suppression algorithm [20] to
eliminate predicted pixels that exceed the neighboring pixels (based on
an empirical threshold). The algorithm uses non-maximum suppressed
landmarks extracted from the predicted mask to avoid landmark over-
lap.

The non-maximum suppression (NMS) algorithm performs a pixel-
wise search and promptly discards any pixel below a pre-defined thresh-
old (6 = 0.7). During this process, each pixel p with coordinates (x, y) is
compared with its neighbor pixels in a (3 X 3) window, where the cen-
tral pixel "¢" is non-maximal; if a neighbor pixel with greater or equal
intensity is found, the algorithm skips to the next pixel in the scan line.
This method executes in a raster scan order, requiring [(2n + 1)*/2] com-
parisons per pixel for a (2n + 1)*(2n + 1) neighborhood.

To avoid two locations being returned for a single crown—rump land-
mark, we identify and suppress adjoining features using an R-Tree-based
method. An R-tree [21] is a depth-balanced tree that can store N data
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rectangles, and the maximum value of its height h is

Hpax = {IOgmN] -1 (10)

With an allowed number of entries, that is, m for each node, the max-
imum number of nodes in an R-tree is equal to
P
L [N/mi] = [N/m] +[N/m] + - +1 an
i=

In our application, the R-tree takes non-maximum-suppressed candi-
date crown—rump landmarks and searches for nearby landmarks that
have already been added, preventing duplicate landmarks being
recorded in close proximity. If a candidate crown—rump landmark loca-
tion is within an 8 X 8 pixel radius of a recorded landmark, it is regarded
as a duplicate of the recorded landmark. As a practical note, non-maxi-
mum suppression and the R-Tree landmark reduction method are
applied to a downsampled output of the CNN model to lower computa-
tional cost.

The FASP guidelines recommend that the fetus must be in a neutral
state (not too flexed or extended) to compute an accurate CRL measure-
ment. We performed two sequential checks to determine if the fetus was
in a neutral position. The first check is performed for edge detection and
finding contours in the edge map. Following this, we detected the outline
of the fetus in the edge map and calculated the bounding box surrounding
the fetus. In the following steps, the center coordinates (i, j) and (k, D) of
the bounding box are calculated based on the average of the horizontal
and vertical directions. Later, the distance between these points was cal-
culated, which gave us the pixel length, allowing us to calculate the abso-
lute distance ratio between the two points. As a result of empirical
testing, we determined that if the ratio d(i, j)/d(k, [) > 1.4, the fetal posi-
tion will be neutral (Fig. 5a, 5b), where d(,-) is the Euclidean distance.

The second check is performed by tracing a line between the
crown—rump (cr) points and measuring the distance between them.
The predicted crown—rump landmarks are required to fall within or
on the boundary of the CRL contour points. This check is conducted
at four equally positioned points, two in the head area (yy’, zz’) and
two in the rump area (ww’, xx’) (Fig. 5c¢, 5d). These two checks
ensure that at least one of the tests returns a true value to ensure
the fetal neutral state.

Fetal biometry estimation

The CRL is measured from the crown to the rump of a fetus (Fig. 2e).
In our implementation, CRL contour points are extracted from the seg-
mentation mask, and the Euclidean distance between these contour
points is computed. The length in pixels is scaled to millimeters. Several
equations for calculating gestational age (GA) from a CRL measurement
have been proposed in the clinical literature. In this article, we use
guideline [5,22]

GA =40.9041 + (3.21585 x %) +(0.348956 X acu)

crl

(12)

where a, is crown-to-rump distance (mm).
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Figure 5. Fetal flex detection. (a) The fetus will be in a neutral state when the absolute distance ratio between points d(i,j)/d(k,l) > 1.4. (b) Fetus will be in a flexed
state when the absolute distance ratio between points d(i,j)/d(k,]) < 1.4. (c) Fetus will be in a neutral state when the absolute distance ratio between points d(x,x")/d
(w,w’) <1.2 and d(y,y’)/d(2,2’) < 1.2. (d) Fetus will be in a flexed state when the absolute distance ratio between points d(x,x")/d(w,w’) > 1.2 and d(y,y’)/d(z,2’) > 1.2.

Results
Evaluation of quality frame classifier

The quality frame classifier was trained end-to-end from scratch for
200 epochs with a batch size of 20 via adaptive moment estimation
(Adam) and an initial learning rate of 1e™ with a decay ( X 0.1) every
30 epochs. Random horizontal flipping with a probability of 50% was
used as part of data augmentation. For training, the confidence thresh-
old was set to 0.25, and the non-maximum suppression (NMS) IoU
threshold was set to 0.45. For inference, the confidence threshold was

HS Hd

EN

True_Labels

Ru

TD

™D

Hd HS EN

Predictions

Ru
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set to 0.45, and the NMS IoU threshold was set to 0.60. The quality
frame classifier model was evaluated using recall (R), precision (P), F1
score (F1) and Top-1 accuracy (Top-1). The quality frame classifier test
set performance based on these metrics is P = 0.88 + 0.05, R = 0.85 +
0.03,F1 = 0.85+0.10 and Top-1 = 0.87 + 0.06.

A confusion matrix is illustrated in Figure 6 for the quality frame classi-
fier. The horizontal sagittal section of the fetus (HS) has a high detection
score. On the other hand, the rump (Ru) and translucent diencephalon
(TD) are more complicated structures and harder to detect and localize.

In Figure 7, we compare CNN predictions based on the QFC with
ground truth. Figure 7a and 7b show two examples where the ground

1.0  Figure 6. Quality frame classifier test set confusion matrix: predicted

versus ground truth.

-0.4

-0.2

-0.0
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Ground Truth CNN Output

Sframe_000662°PNG

&

Hd 0.8
CRL 0.5

Ru 0.5 A

Figure 7. Qualitative analysis of quality frame classifier: comparison of the inference results between the ground truth and CNN predictions. The first column is a list of
images that have been labeled by experienced clinicians. The second column presents the automated detection results and confidence scores. CNN, convolutional neu-
ral network.
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Table 2

Quantitative analysis of segmentation on test data set (meanAsstd [%])
Method GAA(%)(1)  MA(%) (1)  mloU (%) (1)
FCN-16 [24] 79.05 + 0.05 66.23 + 0.10 54.48 +0.20
FCN-32 [24] 81.68 +0.01 76.56 + 0.02 63.87 +£0.18
U-Net [25] 83.64 +0.08 79.80 + 0.07 67.41 +0.25
SegNet [26] 85.08 +0.10 83.82 +0.10 70.05 +0.33
HG(B =1,S=2)[17] 89.05 + 0.09 82.70 + 0.20 70.83 +£0.05
CPS (ours) 92.32 +£0.03 85.01 +0.01 74.42 +0.04
CPS-Focal-Loss 93.17 +0.04 87.33 +0.11 76.14 +0.01
CPS-Weighted-Loss 94.44 +0.03 87.57 +0.02 78.69 +0.27
CPS-Weighted-Loss + dCRF 94.76 + 0.01 88.49 +0.03 80.02 +0.19

CPS, crown—rump length plane segmentation; GAA, global average accu-
racy; MA, mean accuracy; mloU, mean intersection over union.

truth and QFC model are in good agreement. Figure 7c illustrates a case
where the QFC model finds it difficult to detect some key fetal anatomi-
cal landmarks owing to the complexity of first-trimester fetal anatomy
and maternal background. Figure 7d indicates the ability to detect fetal
anatomy structures at a different imaging scale.

Evaluation of CRL plane segmentation

The CRL plane segmentation (CPS) models were trained from scratch
via the RMSprop [23] optimizer using 120 videos. Weighted cross-
entropy loss was used for pixelwise segmentation of the fetal mask. MSE
loss was used for heatmap regression of crown—rump landmarks for
500K iterations. CNN benchmarks (FCN [24], UNet [25], SegNet [26]
and Hourglass [17]) were included for comparison. For each model data
augmentation included rotation [—30°, 30°] and horizontal flipping.
Models were evaluated using the following metrics: global average accu-
racy (GAA), mean accuracy (MA) and mean intersection over union
(mIoU). All models were implemented in PyTorch 1.8.0.

Table 2 indicates that the CPS model outperforms other CNN bench-
mark architectures. The CPS model GAA is 5.71% higher than a standard
Hourglass (block = 1, stack = 2). The addition of weighted loss to the
standard CPS model increases the mloU by 2.56%. The results suggest
that weighted loss is more effective than a class balancing (focal loss
[27]) cross-entropy loss. In the post-processing stage, the CPS model
improved with the addition of the dCRF block [19], which boosted the

Input Frame  Ground Truth FCN-16

~ FCN-32

U-Net

el
o e
oo 0o
b <
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mloU by 1.33%. Figure 8 illustrates some typical qualitative results of
CPS models.

Superior segmentation results can be attributed to the nested
encoder—decoder design, fewer parameters and choice of a weighted-
loss function. Furthermore, a well-balanced diverse training data set sig-
nificantly contributed to better convergence of the model. We trained
the CNN on 12K well-balanced standard plane frames. We added differ-
ent lie positions and movements of the fetus to add diversity to the train-
ing set, which improved the learning efficiency of the model.

Evaluation of automated fetal biometry

Evaluation of automated CRL measurement

With use of the CFD, high-quality MS view standard planes are
detected from first-trimester US fetal scan videos. The CRL plane seg-
mentation encoder—decoder architecture was used to extract the fetal
segmentation mask, which was later used to calculate the crown—rump
length. Figure 9 compares manual versus automated CRL measurement
for the 42-participant test data set for different spatiotemporal sam-
plings. Single-shot automatic fetal biometry (Fig. 9al, 9a2) attained a
Pearson correlation coefficient (PCC) of p = 0.85 and R? = 0.72. Using
additional temporal information from a sequence (s 20—-30) with a
mean fetal biometry estimated using three frames increased the correla-
tion between manual and automatic fetal biometry (Fig. 9b1, 9b2, 9cl,
9c2). The sequence window size s = 30 with a three-frame average
achieved a high p = 0.92 and R?> = 0.84 (Table 3).

Our results indicate that accuracy of fetal biometry estimation can be
further improved by multiframe video analysis rather than single-frame
analysis. This approach mimics the clinical experts’ practice of taking
multiple CRL measurements in different fetal positions. The proposed
method selects the best standard plane frames and most optimal fetal
positions to determine the final biometry measurement. Figure 10a pro-
vides a Bland—Altman plot for single-frame-based manual measurement
versus automated fetal biometry analysis, which shows a systematic
measurement bias of 2.60 mm. Increasing frame sampling to three
frames and incorporation of multiframe video analysis increase the
agreement between manual and automated fetal biometry (Fig. 10b).
Figure 10c illustrates the proposed approach with a substantial reduc-
tion in measurement bias (0.97 mm) that indicates a high correlation
between the proposed approach and measurements from experts. In a

SegNet HG(B-1,52) CPS+WL+dCRF  Overlay

Figure 8. Qualitative analysis of CPS. Al artificial intelligence; CPS, CRL plane segmentation; CRL, crown—rump length.
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Figure 9. Correlation between manual and automatic CRL fetal biometry (mm). (al) SSIM index for cascading adjacent frame sequence (s) = 10. (b1) s

20. (c1)

s = 30. (a2) Automatic versus manual fetal biometry measurement from high-quality frames, where frames (f) = 1 ands = 10; (b2) f = 3and s = 20; and (c2) f = 3

and s = 30. COD, coefficient of determination; CRL, crown—rump length; SSIM, structural similarity index measure.

and accounting for more frames (f) from different time stamps of video

scans have improved the accuracy of fetal biometry. The early methods

[8,11] typically measured the final fetal biometry using only one frame;

Table 3
Analysis of confident-frame detector model with respect to fetal
biometry
Frame sequence  Candidate frames  Pearson score  R-squared
(s) ) M) R (1)
biometry.
10 1 0.854 0.729
20 3 0.916 0.840 . .
30 3 0.920 0.847 Evaluation of age estimations
40 4 0.919 0.842

Boldface value indicates to highlight best performance.

standard first-trimester US scan, the operator will take into account the
fetal position and movements to make a final CRL measurement. Simi-
larly, the proposed approach has indicated that long frame sequences (s)
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however, we accounted for different fetal positions and movements for
the final biometry, resulting in a high correlation with clinical expert

We compared traditional single-frame gestational age estimation
[8,11] with our multiframe estimation method. A test data set of 42

participants with 82 manual measurements was available. CRL meas-
urements (mm) were converted to gestational age (wk) using the for-
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mula in Papageorghiou et al. [5]. The mean absolute error (MAE) and
the R? of the linear regression between estimated and manual age esti-
mations were computed. As outlined in Table 4, single-frame
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Figure 10. Bland—Altman plots for manual and automated CRL measurement (mm). The dotted line represents 2 SD above and below the mean difference. (a) Single-
frame (f = 1)-based CRL measurement from sequence of s = 10 frames. (b) Three-frame (f = 3)-based CRL measurement from s = 20 frame sequence. (c) Three-frame
(f = 3)-based CRL measurement from s = 30 frame sequence. CRL, crown—rump length; SD, standard deviation.
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Table 4
Mean absolute errors for fetal age estimation based on auto-
mated crown—rump length estimation

Method Mean absolute error (wk) (}) R%())
Single-frame estimation 0.908 0.725
Dual-frame estimations 0.864 0.838
Proposed method 0.834 0.845

gestational age estimation has a higher MAE and a lower R* compared
with two-frame or multiframe estimation, which indicates that expert
versus automatic single frame-based gestational age estimation meth-
ods have a high proportion of variance. This suggests that adding more
diverse anatomical features in the multiframe strategy leads to a lower
MAE (0.834) and higher R%(0.845). A high correlation between expert
(manual) and automatic (multiframe) gestational age estimations has
been indicated.

Complete method: Example results

Figure 11 presents the output stages for three example results.
Figure 1la illustrates the single-shot-detector CNN output bounding
boxes and their associated probabilities. Figure 11b illustrates how the
real-time visual cues provided by CFD algorithms are visualized by the
user. There are visual cues such as the outline of the best-quality stan-
dard plane (CRL, NT) that can be seen in the top-left corner of
Figure 11b. These cues indicate that the current frame may be suitable
for biometry. Figure 11c illustrates the segmentation results of the high-
quality frames selected in the early stages of the analysis. Figure 11d
illustrates the final step of automated fetal biometry. As a whole, the
automated pipeline mimics the human action of standard plane detec-
tion and fetal biometry measurement.

Input Frame

\key fetal o>
i ttures:
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Discussion

There is a current global shortage of US technicians and a concurrent
increase in demand for US-based obstetric care. This is increasing the
importance of maximizing the efficiency of scanning time. Automating
fetal biometry would aid clinical workflow efficiency as well as stan-
dardize measurement. A number of methods automatically estimating
fetal biometry have been proposed. In recent years, machine learning-
based methods have gained much attention, with success in US image
analysis [28—30]. Moreover, these methods have also been applied in
fetal biometry to analyze biometric features in US images [31-33].
However, all prior automated fetal biometry measurement methods
assume pre-selected fetal standard planes and typically fail to account
for frequent fetal movements and fetal positional change over time (par-
ticularly notable in the first trimester of pregnancy). Here we argue that
to be useful in clinical practice, a fully automated biometry method
should mimic the complete human action and not just a subtask. In our
case, this means that the method should identify a high-quality standard
plane from a real-time video feed and carry out pixelwise semantic seg-
mentation and post-processing for automated CRL estimation.

With further validation and refinement, the method proposed in this
article could facilitate and guide newly qualified operators and trainee
sonographers who tend to take more time to perform a US scan [34].
From a clinical point of view, successful interpretation of first-trimester
clinical US requires a good understanding of fetal anatomy and aware-
ness of frequent fetal movements. Operator experience plays a signifi-
cant role in acquiring high-quality and reproducible fetal health
assessments.

A manual analysis of 250 freehand US first-trimester video record-
ings revealed that operators typically take, on average, three CRL meas-
urements. Manually measured CRL mean variance was found to be
3.25 mm. The recorded (best) CRL measurement depends on operator
experience and fetal position (not too flexed or extended). Automated

CPS Biometry

b.

d.

C.

Figure 11. Example results. (a) The QFC detects key anatomical structures and their associated probability scores. (b) The CFD tracks key anatomical structures and
provides real-time visual cues (color dots extracted from bounding box predictions) located above the fetal anatomy to identify fetal anatomical structures in addition
to a frame quality score (denoted in the bottom-right corner). (c) Segmentation mask of fetal midline sagittal view. (d) Automated biometry. CFD, confident-frame

detector; QFC, quality frame classifier.
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measurement based on machine learning-based models could offer guid-
ance in locating high-quality standard planes and automating fetal biom-
etry estimation. The automatic spatial-temporal sampling and
multishot fetal biometry estimation approach that we have developed
resulted in an improvement of 6.13% compared with a single-frame
biometry estimation method (Fig. 9) in our evaluation. Additionally, the
automatic measurement exhibited a high degree of correlation with clin-
ical manual biometry. The quality frame classifier and CFD process at
26.7 frames/s during the inference stage on an NVIDIA GeForce GTX
1080 (11 GB) GPU.

The proposed system is a sequential pipeline that executes the forth-
coming stages if the first stage triggers a positive response. We set the
tested quality levels for each stage to ensure a robust method execution
as follows: (i) the CFD module ensures frame quality using expert
weights. (ii) The CPS module provides frame quality using a fetal flex
detection mechanism. (iii) The final feature of the localization module
ensures final frame quality using R-Tree to eradicate unnecessary CR
points. In the case of later stages, if a module fails, it will move the sys-
tem to the very first stage to re-initiate the process.

A limitation of this study is that the work was performed on ret-
rospective data. Future work would need to embed the models in a
US system and evaluate the system’s accuracy and use in a real-
world setting.

Conclusion

To the best of our knowledge, this is the first report of an automated
first-trimester US fetal biometry estimation method using a multishot
spatiotemporal sampling approach. Our automated analysis framework
detects and tracks key anatomical structures, selects a high-quality stan-
dard plane from a video stream based on the combination of the anat-
omy predicted probability scores and significance scores provided by
sonographers and uses extracted fetal anatomical landmarks from multi-
ple frames for CRL estimation. We evaluated the performance of the
framework on real clinical US videos and compared automated fetal
biometry measurement with manual measurement by sonography
experts. We found that a three-subaction solution can automate the com-
plete human action of performing first-trimester biometry measurement.
This may form the basis of a useful automatic real-time capability for
fetal biometry estimation suitable for minimally trained operators who
do not need to master the intricate details of US guidance and measure-
ment.
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