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Ferritic/martensitic steels will be used as structural components in next generation nuclear reactors. Their 
successful operation relies on an understanding of irradiation-induced defect behaviour in the material. In this 
study, Fe and FeCr alloys (3–12%Cr) were irradiated with 20 MeV Fe-ions at 313 K to doses ranging between 
0.00008 dpa to 6.0 dpa. This dose range covers six orders of magnitude, spanning low, transition, and high dose 
regimes. Lattice strain and hardness in the irradiated material were characterised with micro-beam Laue X-ray 
diffraction and nanoindentation, respectively.

Irradiation hardening was observed even at very low doses (0.00008 dpa) and showed a monotonic increase with 
dose up to 6.0 dpa. Lattice strain measurements of samples at 0.0008 dpa allow the calculation of equivalent 
Frenkel pair densities and corrections to the Norgett-Robinson-Torrens (NRT) model for Fe and FeCr alloys at 
low dose. NRT efficiency for FeCr is 0.2, which agrees with literature values for high irradiation energy. Lattice 
strain increases with dose up to 0.8 dpa and then decreases when the damage dose is further increased. The 
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strains measured in this study are lower and peak at a larger dose than predicted by atomistic simulations. This 
difference can be explained by taking temperature and impurities into account.
1. Introduction

Reduced-activation ferritic/martensitic (RAFM) steels are leading 
candidate materials for structural components of fusion reactors, par-

ticularly for blanket/first-wall components [1]. They possess superior 
resistance to radiation-induced swelling and better thermal properties 
than austenitic stainless steels [2].

To better understand the effect of irradiation on the microstructure 
and material properties of RAFM steels, iron-chromium (FeCr) binary 
alloys have often been studied as a model system [3–7]. The FeCr 
system can provide a mechanistic understanding of irradiation dam-

age in ferritic/martensitic steels while removing many microstructural 
complexities. Consequently, it becomes more feasible to compare ex-

perimental and simulation data [8].

A significant challenge in fully understanding the effects of nuclear 
fusion operations on structural steels is the lack of an existing power 
plant facility. While certain aspects of irradiation can be replicated with 
fission neutrons [9–11] and ion irradiation [12–14], it is costly and 
time-intensive to reproduce the full range of conditions expected for 
structural materials in a nuclear fusion power plant. This necessitates 
the development of reliable simulation models ranging from first prin-

ciples atomistic simulations to simulations that capture evolution and 
degradation at the component scale [8,15–17].

Comparison to experimental data is crucial for the validation and 
optimisation of these models. However, several key gaps exist in the 
literature on FeCr regarding experimental studies:

1. Low-temperature (< 573 K) irradiation effects: The majority of ex-

periments have been performed in the 623–773 K temperature 
window expected in-service for most of the structural components 
[18]. Hardening following ion-irradiation has been observed at 
these temperatures, reaching saturation around 1–2 dpa, particu-

larly for Cr content greater than 5% [19,20]. It is interesting to note 
that most of the data in the literature regarding hardening follow-

ing neutron irradiation indicate hardness saturation beyond 5–10 
dpa [18]. This could be a result of different dose rates and primary 
knock-on atom energy spectra between neutron and ion-irradiation 
[21]. Transmission electron microscopy (TEM) observations have 
revealed the presence of 𝑎⟨100⟩ and 𝑎2 ⟨111⟩ dislocation loops, with 
the former more dominant at temperatures closer to 773 K and the 
latter prevailing at 573 K or below [22]. At high temperatures, the 
stability of dislocation loops is reduced [23] and dislocation mi-

crostructures also undergo coarsening, both of which affect loop 
distribution and density [24].

However, the effects of irradiation at low temperatures have not 
been extensively studied. Low temperatures are also of operational 
significance as reactor cooling components are expected to operate 
below 573 K [25]. Experimental data is required from irradiation in 
this temperature range, particularly at room temperature, in order 
to study and model the athermal effects of defect population and 
behaviour at lower temperatures.

2. An extensive range of irradiation levels: Reactor components in 
operation are expected to sustain irradiation exposure up to ∼100 
dpa [9,26]. Volumetric swelling, caused by the formation of voids 
at high doses (> 1 dpa) and elevated temperatures (> 673 K), has 
been extensively investigated for Fe and FeCr-based alloys [27,28]. 
At low doses (< 0.1 dpa), volumetric swelling has been demon-

strated to originate from the lattice strain of point defects [29]. 
The issue for reactor components is that even at low dose, lat-
2

tice swelling can cause large stresses on the order of hundreds of 
MPa [30,31] and their non-uniform distribution due to irradiation 
may lead to macroscopic deformation. In FeCr, lattice strains are 
strongly dose- and composition-dependent [32], but the parameter 
space explored thus far is limited.

Studying material property changes at low doses (≪ 1 dpa) is 
important for several reasons. Firstly, many irradiation-induced 
changes reach saturation at a certain dose [20,33,34]. Determining 
the dose threshold for saturation is crucial for operation. Secondly 
certain modelling techniques, such as ab initio and molecular dy-

namics [17], face limitations when trying to simulate a large range 
of exposures due to constraints on computational resources. There-

fore, the availability of experimental results obtained at a range 
of, including very low, doses for comparison is needed. Thirdly, 
the distribution of defects and material property changes in a real-

life reactor component will not be homogeneous. Predicting how 
these distribution gradients will affect material performance re-

quires knowledge of material property changes across a wide range 
of damage levels. Finally, the damage microstructure of materials 
has been found to depend on pre-existing damage [35,36]. As such, 
knowledge of the damage accumulation history and effects at lower 
doses is crucial.

3. The synergistic effect of dose and composition: Though there are 
many studies of irradiation-induced effects in FeCr that explore 
a range of sample conditions [1,7,18,37], the parameter space 
covered in each individual study (e.g. dose level, compositional 
variation, temperature, irradiating ion species) is generally limited 
[7,38]. For example, the nanoindentation work of Heintze et al. 
[19] only covers 2 doses (1 and 10 dpa) for Cr content ranging 
from 2.5% to 12.5% following ion irradiation at room temperature. 
There is of course a trade-off between examining specific phenom-

ena in detail versus covering a broader parameter space. However, 
identifying synergistic effects, as well as broader parameter space 
effects, from comparing different studies is difficult due to varia-

tions in sample history and irradiation conditions.

To address these aforementioned gaps in literature, it is important 
to also consider which irradiation effects to focus on. TEM is one of 
the most common methods of studying irradiation-induced defect struc-

tures and populations [22,39,40]. TEM has provided many key insights 
on defect density, size distribution, and defect type. However, the lack 
of sensitivity of TEM to small defects (< 1 nm) [41] makes it incom-

plete for the study of the full defect population, particularly at low 
doses where a majority of defects are below the detection threshold 
[42]. Positron annihilation spectroscopy revealed a discrepancy, of up 
to two orders of magnitude, in defect cluster density compared to TEM 
measurements at doses as low as 10−3 dpa [43]. Measurements of ma-

terial properties such as thermal diffusivity [44] and lattice strain [32]

have also revealed key insights into defect populations, while also show-

ing significant discrepancies in defect density estimates compared to 
TEM studies at the same dose. The study of irradiation-induced changes 
in the mechanical properties of steels has also been useful to under-

stand the effect of the damage microstructure [45,46]. Therefore, lattice 
strain and hardness characterisation have been chosen for this study to 
obtain a broader understanding of defect populations in FeCr. Further-

more, key mechanistic insight can also be revealed by comparing and 
contrasting the evolution of different material properties.

In this study, we present the characterisation of lattice strain and 
hardness changes induced by Fe-ion irradiation of Fe and FeCr alloys. 
We examine a range of doses from 0.00008 dpa to 6 dpa, spanning 

six orders of magnitude, for six compositions of FeCr binary alloys 
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Table 1

The chemical compositions of the FeCr alloys used in this study as measured by the man-

ufacturer using glow discharge mass spectrometry [47,48]. The manufacturer reported 
values in weight content, which have also been converted to atomic content as shown 
in the table. The mean grain size was determined from EBSD measurements, with ± 1 
standard deviation shown here (see Appendix A).

Alloy Cr (wt%) C (wppm) S (wppm) O (wppm) N (wppm) Mean grain

(equivalent atomic content, at% or appm, in brackets) size (μm)

Fe
< 0.0002 4 2 4 1

187 ± 150
(< 0.0002) (18) (3) (14) (4)

Fe3Cr
3.05 4 3 6 2

160 ± 114
(3.27) (18) (5) (21) (8)

Fe5Cr
5.40 4 3 6 2

112 ± 60
(5.78) (18) (5) (21) (8)

Fe8Cr
7.88 6 2 10 2

86 ± 63
(8.41) (28) (3) (35) (8)

Fe10Cr
10.10 4 4 4 3

98 ± 55
(10.77) (18) (7) (14) (12)

Fe12Cr
11.63 6 2 4 < 10

281 ± 250
(12.38) (28) (3) (14) (< 40)
(0 ≤ Cr% ≤ 12). We also discuss key insights, at low dose, of de-

fect production and retention rate, comparing with the commonly-used 
Norgett-Robinson-Torrens (NRT) model and microscopy results from 
the literature. The effect of dose and Cr concentration on defect mo-

bility and clustering is explored by comparing experimental trends of 
hardness and lattice strain, as well as with predictions from simula-

tions.

2. Materials and methods

2.1. Sample preparation and ion-implantation

The high-purity FeCr alloy materials used in this investigation were 
manufactured under the European Fusion Development Agreement 
(EFDA) programme (contract EFDA-06-1901). The chemical composi-

tions and mean grain sizes of the as-delivered alloys are listed in Ta-

ble 1.

The alloys were produced by induction melting under an argon at-

mosphere, followed by hot-forging at 1273 K for Fe and 1423 K for all 
other compositions. The bars were subsequently cold-forged with a re-

duction ratio of 70%. Heat treatment of 1 hour was conducted at 973 
K for Fe, 1023 K for Fe3Cr, Fe5Cr, and Fe8Cr, 1073 K for Fe10Cr, and 
1123 K for Fe12Cr. The recrystallised materials were then air-cooled 
[47,48]. Surprisingly, for Fe8Cr, our electron backscatter diffraction 
(EBSD) characterisation of the materials revealed significant signs of 
cold work (intragranular misorientation) in the microstructure of the 
materials, unlike the other compositions (Appendix A). In addition, the 
measured average grain size of 86 ± 63 μm differs noticeably from the 
manufacturer-quoted value of 320 μm [48]. As such, we suspect that 
the Fe8Cr raw material may not have been fully heat treated to the 
conditions reported by the manufacturer.

The as-delivered samples were sectioned with a fast diamond saw 
into pieces of approximately 5 × 5 × 0.7 mm3 in size. The polish-

ing process consisted of mechanical grinding with SiC paper, followed 
by polishing with diamond suspension and colloidal silica. Finally, the 
samples were electropolished with 5% perchloric acid in ethanol, with 
15% ethylene glycol monobutyl ether, at 293 K for 2–3 minutes using a 
Struers LectroPol-5 machine. The voltage applied during electropolish-

ing was 45 V for Fe and Fe3Cr, 35 V for Fe5Cr and Fe8Cr, and 30 V for 
Fe10Cr and Fe12Cr.

An energy of 20 MeV was chosen for Fe-ion irradiation, as this pro-

duced a damage layer of 3.5 μm thickness, allowing characterisation 
with X-ray diffraction and nanoindentation. Depth profiles of the dam-
3

age and injected ion distribution (Fig. 1) were calculated with SRIM 
Fig. 1. The calculated dose and injected ion profile from SRIM for 20 MeV Fe-

ion irradiation on Fe target. The profile shown corresponds to a nominal dose 
of 0.8 dpa (average of the first 2 μm of the dose profile). It is assumed the total 
profile of the dose and injected ions scale linearly with irradiation ion fluence.

using the Quick K-P model [49] with 20 MeV Fe ions on a Fe target 
with 40 eV displacement energy [50] at normal incidence. The dpa pro-

file was calculated using the vacancy.txt method described in [51,52]. 
In this study, the nominal dose of an irradiation profile refers to the av-

erage damage dose in the first 2 μm of the sample, where the damage 
profile is relatively flat and the injected ion concentration is still low.

Ion-implantation was performed at room temperature with Fe4+ ions 
using the tandem accelerator at the Helsinki Accelerator Laboratory. 
The vacuum level inside the irradiation chamber was maintained at 
8 ×10−7 mbar. The irradiation conditions are listed in Table 2. For each 
sample composition, up to 7 different nominal dose levels were pro-

duced (0.00008 dpa, 0.0008 dpa, 0.008 dpa, 0.08 dpa, 0.8 dpa, 3.6 dpa 
and 6.0 dpa). An unirradiated reference sample was also retained for 
each composition. To enhance readability, we will use scientific nota-

tion labelling for the lowest 4 doses in this study. 0.8 is used as the 
coefficient (e.g. 0.00008 dpa is written as 0.8E-4 dpa) to align the ex-

ponents in the notation with the exponents of the figures presented in 
the Results section.

A custom-built holder was designed for the irradiation process that 
allowed active temperature control using a combination of liquid nitro-

gen cooling and a cartridge heater. The samples were mounted on an 

aluminium block, and a thermocouple was positioned within 10 mm of 
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Table 2

Irradiation conditions for this study. The nominal dose is calculated from the average of the 
dose profile in the top 2 μm below the surface, as shown in Fig. 1. The convention described 
for the dose name will be used for the rest of this paper.

Dose name Nominal dose Total fluence Nominal dose Flux Irradiation time

(dpa) (ions/cm2) rate (dpa/s) (ions/cm2/s) (hour:min:sec)

0.8E-4 0.00008 5.30×1011 3.54×10−6 2.34×1010 00:00:17

0.8E-3 0.0008 5.30×1012 3.54×10−6 2.34×1010 00:03:12

0.8E-2 0.008 5.30×1013 4.65×10−5 3.08×1011 00:02:51

0.8E-1 0.08 5.30×1014 5.31×10−5 3.52×1011 00:25:06

0.8 0.8 5.30×1015 2.78×10−5 1.80×1011 08:09:27

3.6 3.6 2.39×1016 4.61×10−5 3.05×1011 21:42:00

6.0 6.0 3.98×1016 4.50×10−5 2.98×1011 37:00:16
the samples to monitor the temperature. For the irradiations in this in-

vestigation, the temperature was held constant at 313 K. Due to the spa-

tial constraints of the sample holder, the samples had to be irradiated in 
two separate groups (Fe/Fe3Cr/Fe5Cr and Fe8Cr/Fe10Cr/Fe12Cr). The 
exception was for the 6.0 dpa irradiation where only Fe, Fe5Cr, Fe10Cr, 
and Fe12Cr were irradiated simultaneously due to time constraints.

2.2. Micro-beam Laue X-ray diffraction

Lattice strain, i.e. change in the atomic plane-spacing of the crystal, 
caused by the irradiation was measured using micro-beam Laue X-ray 
diffraction at the 34-ID-E beamline, Advanced Photon Source (Argonne 
National Laboratory, IL, USA). Depth-resolution in the sample mea-

surements was obtained using Differential Aperture X-ray Microscopy 
(DAXM), which has been described in detail elsewhere [53–55]. Briefly, 
the sample is mounted in 45◦ reflective geometry. An area detector 
(Perkin-Elmer, #XRD 1621, pixel size 200 × 200 μm2) positioned above 
the sample records the Laue diffraction patterns. The key component of 
this technique is a platinum wire (∼100 μm in diameter, mounted on 
a silicon monocrystal) that is oriented perpendicular to the beam di-

rection, and scanned parallel to the surface of the sample, through the 
diffracted beams. By comparing the intensity of each detector pixel as 
the wire is moved along consecutive positions, and triangulating using 
the position of the incident beam and the wire edge, a profile of in-

tensity as a function of sample depth can be obtained for the whole 
detector. This enables the reconstruction of diffraction patterns as a 
function of depth into the sample along the beam path (i.e. at 45◦ to 
the sample surface). By also scanning the incident X-ray beam energy, 
a Bragg peak can be fully measured in 3D reciprocal space and as a 
function of depth into the sample. Note that for the subsequent analysis 
presented in this study, all profiles have been converted into a function 
of depth perpendicular to the sample surface.

The X-ray beam size at the sample surface was 190 × 360 nm2, 
and the estimated depth resolution was ∼1 μm. For each sample, a 
minimum of 3 points were measured on grains within 5◦ of ⟨001⟩ out-

of-plane orientation, identified in advance with EBSD. The energy of the 
monochromatic beam was chosen to match that of a {00n} reflection in 
the range of 11 to 16 keV. This ensured that the dominant source of the 
diffraction signal is from the top 5 μm of the sample where the irradi-

ated layer lies. For each measurement, an energy range of ∼40 eV was 
scanned to fully capture the diffraction peak in 3D reciprocal space. An 
energy step size of 1 eV was used for all samples except for the lowest 
dose irradiation, where a 0.5 eV step size was used. It should be noted 
that measuring only the reflection closest to the normal orientation of 
the grain gives the out-of-plane strain, not the full strain tensor. Pre-

vious DAXM measurements on ion-irradiated tungsten showed that the 
in-plane strains are small compared to the out-of-plane strain [31,55]. 
This is due to the constraint imposed by the unimplanted material be-

neath the irradiated layer.

Two of the data points were further studied with a similar method 
where depth-resolution of the diffraction signal was achieved using a 
coded aperture instead of a platinum wire. Specifically these measure-
4

ments were performed for Fe8Cr 0.8E-4 dpa and Fe8Cr 3.6 dpa samples. 
Further details of the coded aperture technique can be found elsewhere 
[56,57].

2.3. Nanoindentation

The hardness of the implanted layer was measured by nanoinden-

tation using an MTS Nano Indenter XP with a diamond Berkovich tip 
(Synton-MDP). The tip area calibration was performed on fused silica 
(elastic modulus of 72 GPa). Indents of 2 μm deep were performed us-

ing continuous stiffness measurement (CSM) mode [58], with a strain 
rate of 0.05 s−1, a CSM frequency of 45 Hz, and a harmonic amplitude 
of 2 nm. At least 35 indents, spaced at a minimum distance of 50 μm 
apart, were carried out across a minimum of 10 grains on each sample.

The representative hardness values were analysed in two ways. The 
first by taking the average hardness from CSM between indentation 
depths of 300–600 nm for all samples. This depth range was chosen 
to largely avoid indentation size effects (ISE) at shallower depths and 
contribution from the softer unirradiated bulk at greater depths.

The second method considers the Nix-Gao model, which accounts 
for the contribution of geometrically necessary dislocations to correct 
for ISE [59]. The depth-dependence of hardness is described by:

𝐻

𝐻0
=
√

1 + ℎ∗

ℎ
(1)

where 𝐻 is the measured hardness at indentation depth ℎ, 𝐻0 is the 
bulk equivalent hardness at infinite depth, and ℎ∗ is a characteristic ISE 
length scale that depends on the indenter shape and material hardness. 
This method has been previously applied to ion-irradiated ferritic al-

loys by limiting the indentation depth range over which the analysis is 
carried out to avoid contributions from the plastic zone extended into 
the unirradiated bulk [60–63]. For this study, the range of indentation 
depth for analysis is 100–600 nm. This minimises the effect of tip blunt-

ing and surface roughness at shallow indentation depths, and avoids the 
bulk unirradiated material contribution. We note that for the unirradi-

ated samples, the indentation depth range for analysis is 100–2000 nm, 
making use of the full depth range.

3. Results

3.1. Irradiation-induced lattice strain

3.1.1. Extracting strain from diffraction data
Fig. 2(a) and (d) show the measured integrated intensity for the 

(004) peak at 0.8 dpa in the Fe and Fe10Cr samples, respectively. The 
intensity is plotted as a function of the scattering vector magnitude 
𝑄 = |𝑸| and of the reconstructed depth into the surface. The depth-

reconstruction and integration procedure was performed with LaueGo 
[64]. The distribution of 𝑄 changes as a function of depth (Fig. 2(b) 
and (e)), with the distribution in the first 6 μm shifting towards lower 
𝑄 values compared to those measured from 7 μm and deeper. From 
Fig. 1, the predicted range of displacement damage and injected ions 

only extend to 3.5 μm below the surface. Therefore, the distribution of 
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Fig. 2. The integrated intensity plotted as a function of the magnitude of the scattering vector, 𝑄, and depth perpendicular to the surface of the sample for (a) Fe at 
0.8 dpa and (d) Fe10Cr at 0.8 dpa. (b), (e) Intensity vs. 𝑄 for different depths into the sample (indicated by white arrows in (a) and (d)). The measured diffraction 
intensities shown here have been normalised to the point of highest intensity in each respective dataset. (c), (f) The corresponding lattice strain in the sample as a 
function of depth into the surface. The dashed line showing zero strain is included for comparison. (For interpretation of the colours in the figure(s), the reader is 
referred to the web version of this article.)
𝑄 at depths much greater than this can be attributed to the undamaged 
material in each sample, conveniently serving as a built-in strain-free 
reference.

For each depth, a single Gaussian function was fitted to the intensity 
distribution in 𝑄, and the centre of the distribution (𝑄𝑐 ) was extracted. 
An intensity-weighted average of 𝑄𝑐 from depths 7 to 12 μm was used 
as the strain-free reference 𝑄0 of each sample. The lattice strain 𝜖 at 
each depth is calculated using the expression:

𝜖 =
𝑄0 −𝑄𝑐

𝑄𝑐

. (2)

Performing this analysis for all depths yields the results shown in 
Fig. 2(c) and (f), respectively, for Fe and Fe10Cr implanted to 0.8 dpa. 
These plots show that irradiation causes lattice strain changes down to 
6 μm below the surface, which is significantly deeper than the damage 
layer thickness predicted by SRIM (Fig. 1). The magnitude of strain 
increases with depth, reaching a peak at 3–3.5 μm before decreasing to 
zero at depths greater than 6 μm.

Interestingly, at depths corresponding to the peak injected ion con-

centration, the intensity vs. 𝑄 profile is not a single Gaussian distribu-

tion (depth = 2.8 μm–3.2 μm in Fig. 2(b) and (e)). An additional peak 
appears at lower 𝑄, corresponding to lattice expansion. This is presum-

ably a result of injected ions existing as interstitials in the material, 
which have a positive relaxation volume, leading to lattice swelling 
[65]. The appearance of an additional 𝑄 peak was only observed for 
damage levels of 0.8 dpa or higher. Very clear splitting was observed 
for all FeCr alloys, while Fe samples only showed a slight asymmetric 
peak broadening.

This study focuses on the lattice strain associated with the colli-

sion damage cascade formed during irradiation. As such, the subsequent 
analysis will focus on the measurements in the depth range of 0 to 2 μm, 
where the effect of the injected ions is negligible.

3.1.2. Strain as a function of dose

The lattice strain caused by the displacement damage, as opposed 
5

to the injected ions, was examined by analysing the average strains 
Fig. 3. The average out-of-plane lattice strain in the top 2 μm of each sample 
plotted as a function of irradiation dose for all compositions. The vertical error 
bars represent the standard deviation in lattice strain across the 2 μm layer. The 
horizontal error bars represent the range of dose levels within the first 2 μm of 
the samples. Markers have been offset horizontally for clarity.

in the top 2 μm of the samples (Fig. 3). The reported uncertainties in 
lattice strains are the standard deviation values across the top 2 μm 
of all measurements for each sample. The plotted error bars for dose 
represent the dose range in the top 2 μm of the irradiated samples. For 
all sample compositions, except Fe5Cr, no lattice strain was detected at 
0.8E-4 dpa. Lattice strain increases monotonically with dose from 0.8E-

4 dpa to 0.8 dpa for all sample compositions. In the case of pure Fe, the 
strain does not change significantly as a function of dose beyond 0.8 
dpa. However, for all FeCr alloys, there is a reduction in strain for doses 
greater than 0.8 dpa.

Positive lattice strain indicates lattice expansion associated with 
crystal defects that have a positive relaxation volume (Ω, in units of 

atomic volume). In BCC Fe, self-interstitials have a positive relaxation 
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Fig. 4. The average out-of-plane lattice strain in the top 2 μm of each sample as 
a function of Cr content for 0.8E-4 dpa, 0.8E-2 dpa, 0.8 dpa and 6.0 dpa. The 
vertical error bars represent the standard deviation in lattice strain in the 2 μm 
layer for all measurements taken for each particular composition and dose.

Fig. 5. A comparison of the strain profile as a function of depth for Fe (purple), 
Fe5Cr (green), and Fe10Cr (orange) samples irradiated to 0.00008 dpa. The 
error bars represent ± 1 standard deviation from the measurements taken on 
each sample. Markers have been offset horizontally for clarity. A dashed line at 
zero strain is shown for reference.

volume (Ω𝑖𝑛𝑡 ∼1.6–1.8), while vacancies have a negative relaxation vol-

ume (Ω𝑣𝑎𝑐 = -0.220) [65]. Therefore, the net effect of a Frenkel pair 
is a positive relaxation volume. A reduction in lattice strain thus sug-

gests that there is a removal of interstitial defects from the system with 
increasing irradiation dose, or a greater retention of vacancies than in-

terstitials.

3.1.3. Strain as a function of Cr

For all irradiation dose levels, a non-monotonic relationship be-

tween lattice strain and Cr content is observed (Fig. 4). Pure Fe samples 
exhibit the lowest lattice strain level compared to FeCr samples at any 
given dose, except 6.0 dpa. Lattice strain appears to be greatest for 
Fe5Cr and Fe8Cr at all measured doses. Fe10Cr and Fe12Cr generally 
show a similar amount of lattice strain at a given dose level.

3.1.4. Onset of strain with dose

At the lowest dose investigated for this study (0.8E-4 dpa), all sam-

ples except Fe5Cr showed no statistically significant strain within any 
depth of the implanted layer (some representative examples are shown 
in Fig. 5). There are some measurement points for Fe and Fe10Cr which 
appear to show negative strain. However, considering the size of the 
6

error bars, which represent ± 1 standard deviation from values across 
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all measurements on each particular sample, these negative values are 
likely due to experimental uncertainty rather than an implantation ef-

fect.

Even though there are some fluctuations in the measurements and 
fitting of intensity vs. 𝑄 at these low dose levels, the Fe5Cr sample 
clearly exhibits positive strain in the first 4 μm (Fig. 5). The strain 
profile peaks between depths of 2.5 μm to 3 μm, similar to profiles 
of samples implanted to higher doses (Fig. 2(c) and (f)). This peak is 
likely due to the presence of injected Fe ions. From the measured strain 
level, a lower-bound estimate of the equivalent Frenkel pair density can 
be calculated (Appendix B). For the Fe5Cr sample at 0.8E-4 dpa, this 
value is 5.9 × 1024 m−3 within the first 2 μm below the surface. Note 
that this corresponds to a defect retention efficiency of 87%, which is 
much higher than the expected 20–30% (further discussed in the subse-

quent section). This high defect retention is likely due to a combination 
of low irradiation temperature reducing recombination rates and the 
high interstitial defect retention of Fe5Cr. The detailed discussions of 
the possible mechanism for the latter factor are provided in Section 4.2.

3.1.5. Comparison to the NRT model

The defect concentration predicted by the NRT model [66], which 
is used to calculate the dose in dpa, is a major overestimation, par-

ticularly at primary knock-on atom (PKA) energies much higher than 
the displacement energy of the material [67]. This is the case for the 
present study where the irradiation was performed with 20 MeV ions, 
while the displacement energy of Fe is only 40 eV. The ‘NRT efficiency’ 
is the ratio of the actual concentration of defects in the material, usually 
measured by electrical resistivity or calculated by molecular dynamics, 
to the NRT model predictions. From studies in the literature [67], the 
NRT efficiency of metals saturates at 0.2–0.3 at high PKA energy (> 1 
keV).

By converting the measured lattice strain into a corresponding 
Frenkel pair density (Appendix B), the NRT efficiency in Fe and FeCr at 
313 K can be calculated (Fig. 6(a)). The lattice strain values at 0.8E-3 
dpa and 0.8E-2 dpa were chosen for this calculation as all samples ex-

hibit non-zero lattice strain at these doses. Uncertainties in the lattice 
strain measurements (from Fig. 3) have been propagated forward when 
calculating defect densities and NRT efficiencies. Low irradiation doses 
were chosen because the NRT-dpa definition and the NRT efficiency are 
only applicable for non-overlapping cascades [68]. Furthermore at low 
dose, the effect of defect clustering can be minimised, which allows a 
more accurate conversion of strain to defect density. This is important 
as one of the key assumptions made in the defect density calculation 
is that all defects present in the samples are isolated Frenkel pairs (Ap-

pendix B).

The NRT efficiency is highest for Fe5Cr and Fe8Cr at both doses 
examined (Fig. 6(a)), and the values fall within the expected range of 
0.2–0.3 reported in the literature [67]. It is the lowest for pure Fe at 
∼0.02.

There is a reduction in NRT efficiency for all FeCr samples from 
0.8E-3 dpa to 0.8E-2 dpa. This suggests either a decrease in defect re-

tention, or the occurrence of significant defect clustering or cascade 
overlap. Interestingly, this is not the case for pure Fe, which has the 
same NRT efficiency at both doses within measurement error.

By comparing to the theoretical strain from 100% defect production 
and retention (i.e. NRT efficiency = 1), it can be seen that our samples 
are in the regime where defect retention is much lower than predicted 
by the NRT model (Fig. 6(b)). For all FeCr samples, defect accumula-

tion deviates from linear behaviour from 0.8E-3 dpa onwards. For Fe, 
this deviation happens beyond 0.8E-2 dpa. This suggests the ‘low dose’ 
regime, before the onset of cascade overlap, ends between 0.001 to 0.01 
dpa. This transition dose also depends on NRT efficiency, with a lower 
dose threshold for higher NRT efficiency material (such as Fe5Cr and 

Fe8Cr).
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Fig. 6. (a) The NRT efficiency as a function of Cr content for samples irradiated to 0.8E-3 dpa (red circles) and 0.8E-2 dpa (blue triangles). (b) The measured 
lattice strain for Fe (purple hexagrams), Fe5Cr (green squares) and Fe10Cr (orange asterisks) as a function of dose, compared to the predicted strain for a linear 
accumulation of isolated defects based on the NRT efficiency calculated at 0.8E-3 dpa (dashed lines of corresponding colours). The black dotted line shows the 
predicted strain profile in the case of 100% defect production and retention (i.e. NRT efficiency = 1).

Fig. 7. Hardness of samples analysed by (a) averaging between 300–600 nm (constant-depth analysis) and (b) using the Nix-Gao model, extracting the bulk equivalent 
hardness 𝐻0 . The unimplanted samples are included on the left side of each plot as a reference. The error bars represent ±1 standard deviation of all measurements 
performed on each sample. Markers have been offset horizontally for clarity.
3.2. Hardness

Some solid solution hardening with the increase of Cr concentra-

tion is evident. From the constant-depth analysis (Fig. 7(a)), hardness 
appears to increase linearly with Cr content. However, from the Nix-

Gao model (Fig. 7(b)), the bulk equivalent hardness shows that there 
appears to be negligible hardness change with the addition of up to 
5% Cr, which agrees with previous findings from the same bulk ma-

terials [32]. There also appears to be no change in hardness from 8% 
to 12% Cr. Overall, the bulk equivalent hardness 𝐻0 is lower than the 
constant-depth hardness, demonstrating that there is still contribution 
to hardening due to ISE even when averaging between 300–600 nm in-

dentation depth data. Data of the fitted ISE length scale (ℎ∗) is included 
in Appendix C.

The irradiation hardening increases as a function of dose up to 0.8 
dpa. The difference in hardness between samples of different Cr content 
at each dose increases with dose. This corresponds to a greater irradia-

tion hardening rate for samples of higher Cr content.

Beyond 0.8 dpa, the hardness curves appear to flatten out slightly 
for Fe, Fe3Cr, and Fe5Cr, suggesting the onset of saturation in irra-

diation hardening. However, for Fe8Cr, Fe10Cr, and Fe12Cr, the dose-

dependence of hardening differs between the two analysis methods. The 
constant-depth analysis suggests an increase of hardness as a function of 
dose, whereas the Nix-Gao method suggests hardness saturation, similar 
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to the samples of other compositions in this study.
4. Discussion

4.1. Trends with dose

4.1.1. Low dose effects (< 0.008 dpa)

The lattice strain for Fe5Cr observed at 0.8E-4 dpa (the lowest dose 
in this study) corresponds to a lower bound equivalent Frenkel pair 
density of 5.9 × 1024 m−3. The dose threshold for defect observation 
with TEM in irradiated FeCr (manufactured under the same project as 
the samples in this study) has been reported as 1.5E-3 dpa [69]. This 
threshold is 20 times higher than the dose at which we observe the onset 
of defect-induced lattice strain. The authors of the TEM study estimated 
the defect density at 1.5E-3 dpa to be 6.5 × 1020 m−3. From the lattice 
strain measurements at a similar dose in this study (0.8E-3 dpa, Fig. 3), 
the estimated defect density is between 6.0 − 17.1 × 1024 m−3 for Fe 
and FeCr alloys. The significant difference in defect density estimates 
from X-ray lattice strain measurements compared to TEM measurements 
may be attributed to the limited sensitivity of TEM to very small defect 
features (< 2 nm) [41]. At low doses, these small defects are expected 
to dominate the defect population [22,42].

Similar findings from a different study of Fe irradiated with neutrons 
at 325–345 K revealed that the defect cluster density estimated by TEM 
is over two orders of magnitude lower than that determined by positron 
annihilation spectroscopy [43]. From that study, a nanocavity density 

of 2 × 1023 m−3 at 1E-4 dpa was measured, with most nanocavities less 
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than 1 nm in diameter (below TEM resolution limit). Even though this 
nanocavity density value is different from the equivalent Frenkel pair 
density found at 0.8E-4 dpa in this study, the difference can be recon-

ciled by considering that a 1 nm nanocavity could contain an equivalent 
of up to 10 vacancy point defects [70].

Irradiation hardening was observed for all Fe and FeCr samples at 
0.8E-4 dpa. The amount of hardening increases with Cr content, from 
2% hardening for pure Fe to 5% hardening for Fe12Cr. In the literature, 
a 10% increase in yield stress (related to changes in indentation hard-

ness) was observed for pure Fe following room temperature neutron 
irradiation to 1.2E-4 dpa, comparable to the lowest dose explored in 
this study [43]. However, the TEM characterisation on the same sample 
did not identify any visible defects.

A neutron dose of ∼0.7E-3 dpa in Fe, Fe4Cr and Fe9Cr at the same 
temperature as the current study (313 K) has been found to cause an 
increase in yield stress of 35–40% by Hammad et al [71]. In compari-

son, at 0.8E-3 dpa, an increase of 3–13% (increasing with Cr content) 
in nanoindentation hardness was measured in our study. However, a di-

rect comparison of nanoindentation hardness and yield stress from bulk 
tensile testing is not straightforward due to the difference in length-

scale and mechanisms [72,73]. Nanoindentation hardness depends on 
both the availability of sources for the nucleation of dislocations, and 
their subsequent propagation. On the other hand, macroscopic yield 
stress from bulk tensile testing depends mainly on the mobility of pre-

existing dislocations. Another reason for the discrepancy between our 
study and that of Hammad et al. [71] could be due to the different levels 
of impurities present. The carbon content for all of our samples is less 
than 10 wppm (< 30 appm), according to the manufacturer [47,48]. 
This value is 10 times lower than that reported in [71]. Lower impurity 
levels could greatly reduce defect retention, leading to less irradiation 
hardening in our samples.

The calculation of NRT efficiency at 0.8E-3 dpa for Fe5Cr (0.22) 
and Fe8Cr (0.19) is in good agreement with literature values (0.2–0.3) 
[67,74]. An important consideration in this comparison concerns the 
clustering of defects. In this study, the calculation of defect density re-

lies on the assumption that defects remain as isolated Frenkel pairs. 
When clustering occurs, the relaxation volume per defect decreases, re-

quiring more Frenkel pairs to be present to produce the same amount 
of strain as a corresponding population of isolated point defects. Hence 
the estimates of defect density and NRT efficiency can be interpreted 
as a lower-bound estimate. Furthermore, measurements of NRT effi-

ciency in most other studies [67] were performed at 4 K, which reduces 
the rate of defect recombination. Higher temperatures, such as in our 
study, therefore result in a further decrease of NRT efficiency [75]. The 
low levels of impurities present in our materials may further limit de-

fect retention [76], which could contribute to a lower experimentally 
measured value of NRT efficiency compared to the other studies.

In the low dose regime (0.8E-4 dpa to 0.8E-3 dpa), an increase in ir-
radiation dose leads to a monotonic increase in both lattice strain and 
hardness. Defects likely evolve from isolated Frenkel pairs to some clus-

tering, resulting in a reduction in NRT efficiency with increasing dose. 
Eventually, the threshold dose is reached for direct observation of de-

fects in TEM (∼1E-3 dpa [69]).

4.1.2. Intermediate dose effects (0.008 ≤ dose < 0.8 dpa)

The hardness and lattice strain measurements of this present study 
are in good agreement with previous measurements conducted on 
Fe3Cr, Fe5Cr and Fe10Cr (same raw materials) in similar conditions 
to doses of 0.8E-2 and 0.8E-1 dpa [32]. The lattice strain measurements 
of this study agree with previous measurements (averaged within the 
top 2 μm of the sample) to within 30%. Discrepancies can be attributed 
to measurement uncertainties for small strains and slight variations be-

tween individual grains. The hardness measurements of this study agree 
with those from [32] to within 9%. The difference in hardness val-

ues may be attributed to the grain orientation specificity [77] of the 
8

previous study, which only considers grains with ⟨100⟩ out-of-plane 
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orientation. In both cases, the evolution of hardness is similar with a 
monotonic increase with both dose and Cr content.

In the intermediate dose regime, the rate of lattice strain increase 
decreases with increasing dose. This indicates a deviation from a linear 
accumulation of isolated Frenkel pairs (Ω ∼1.4–1.6). This could result 
from the clustering of defects or a change in the ratio of interstitial to 
vacancy defects. Several factors likely contribute to this.

The first is the effect of cascade overlap, which becomes important 
at doses greater than ∼1E-2 dpa, leading to the formation of disloca-

tion loops [40]. This causes a reduction in the relaxation volume, and 
thus lattice swelling contribution, per defect. Another factor is the re-

duction in the survival rate of subsequently introduced defects due to 
pre-existing defects in the crystal [35,36]. This leads to an overall lower 
rate of defect population growth.

The effect of finite temperature is also important. Stages of defect re-

covery as a function of temperature have been identified from resistivity 
studies in Fe [78]. At 313 K, the active mechanisms include Frenkel pair 
recombination, as well as di-interstitial and vacancy migration. Since 
interstitials have much greater mobility than vacancy defects, they are 
more likely to cluster and reduce their contribution to overall lattice 
strain per defect. Furthermore, the increase in concentration of defects 
will also lead to a greater rate of recombination [78]. The net effect is 
the reduction in the rate of lattice strain increase, which is observed for 
all samples.

4.1.3. High dose effects (≥ 0.8 dpa)

The reduction of lattice strain with increasing irradiation dose above 
0.8 dpa in FeCr suggests a net removal of interstitial defects. This has 
been observed previously in self-ion irradiated tungsten by Mason et 
al. [33]. In tungsten, lattice strain increased monotonically up to 0.032 
dpa, before dropping to zero at 0.056 dpa and ultimately becoming neg-

ative at doses beyond 1 dpa. This experimental result was compared 
to simulation results from Frenkel pair creation and insertion using 
the creation-relaxation algorithm (CRA). The CRA involves randomly 
displacing an atom to a new position within the simulation cell and 
then minimising the global potential energy in the cell [29]. Agreement 
was obtained between experiments and simulation results regarding 
the dose at which the strain peaked and then changed signs. But the 
simulation results predicted a strain level that was 10 times greater in 
magnitude than experimental observations.

For iron, Derlet and Dudarev have previously simulated strain in-

duced by irradiation using CRA up to 2.5 cdpa (canonical dpa) [29]. 
Note that the definition of cdpa in CRA simulations is the ratio of the 
number of Frenkel pairs inserted to the total number of atoms in the 
simulation. This is an analogous measure of defect production to dpa. 
From CRA in iron, an increase of strain is observed up to 0.07 cdpa, 
peaking at a strain of 5 × 10−3 before decreasing to zero strain beyond 
2 cdpa. Compared to the experimental results of this study, the magni-

tude of strain predicted is 10 times greater than those experimentally 
observed in our study. The theoretical prediction of the dose threshold 
for maximum lattice strain is also a factor of 10 lower than we observe 
experimentally. These observations are similar to the results found for 
tungsten [33].

The phenomenon of a positive peak in strain followed by a trend 
towards zero strain (and in the case of tungsten, ultimately negative 
strain) at high doses is attributed to the formation of large-scale defect 
microstructures from an accumulation of interstitial defects [33]. As 
the density of interstitial defects increases with dose, the defects begin 
to coalesce. The growth of these extended defect structures eventu-

ally causes an evolution back towards a less defective crystal structure, 
which removes positive lattice strain [29]. As vacancies are much less 
mobile, they largely remain as isolated defects, contributing negative 
lattice strain, which becomes dominant at high dose.

However, unlike tungsten, the lattice strain in iron and iron-

chromium alloys does not become negative, either in simulations [29]
or experimentally in this study. The reason for this could be the ratio of 
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mobilities for interstitial and vacancy defects. In BCC iron, the migra-

tion energy of a single vacancy is 0.65 eV [79] and for a self-interstitial 
loop, it can be as low as 0.1 eV [80]. Considering an Arrhenius rate be-

haviour for thermally-induced defect movement in crystals, there is a 
factor of ∼1.7 difference between interstitial and vacancy mobility. This 
is much lower than the corresponding ratio for tungsten (> 5) [81,82]. 
This means for iron, a higher rate of Frenkel pair recombination is ex-

pected. Furthermore, the rates of migration and annihilation of defects 
to sinks (e.g. dislocations and grain boundaries), and defect clustering 
would be more comparable between interstitial-type and vacancy-type 
defects. Therefore, even after the formation of extended dislocation net-

works at high doses, the imbalance of interstitial-type and vacancy-type 
defects is not sufficient to cause the net lattice strain in iron to become 
negative. However for tungsten, the low mobility of vacancies causes 
them to remain ‘frozen’ in the lattice, such that they ultimately cause a 
negative net strain at high doses after the interstitial defects aggregate 
to form new crystal lattice planes [33].

The formation of large extended defect microstructures in iron fol-

lowing room temperature high-dose (> 6.5 dpa) irradiation has been 
previously observed by TEM [83]. This dose is different to the dose 
threshold of strain reduction that resulted from defect coalescence in 
the present study. However, it is worth noting that TEM irradiation suf-

fers from defect loss to the surface of the foil, which would delay the 
onset of defect coalescence [84].

The lattice strain predicted by CRA simulations of Fe [29] peaks at 
a dose 10 times smaller than the experimental observations in FeCr. 
This could be attributed to the greater mobility of defects in Fe and 
FeCr at 313 K which would lead to increased recombination and sink-

annihilation of Frenkel pairs, thus delaying defect evolution and for-

mation of extended structures. This temperature effect could also be 
the reason for the factor of 10 difference in the magnitude of strain 
between simulations and experiments. Since CRA simulations are ather-

mal, with purely stress-driven relaxation of the lattice, there will be 
much higher levels of defect retention due to lower recombination rates. 
This is evident when comparing defect content and NRT efficiency be-

tween experiments and CRA simulations. From CRA simulations, the 
ratio between defect content and cdpa value (analogous to NRT effi-

ciency) for cdpa < 0.01 is close to 1. Whereas from experiments, the 
NRT efficiency beyond 0.008 dpa is less than 0.1 for all compositions in 
this study (Fig. 6), in part due to temperature-enhanced recombination.

It is worth noting that the presence of impurities in the experimen-

tal samples, even at low concentrations, compared to a perfect starting 
crystal in CRA simulations would cause enhanced retention of defects 
[85–87]. This effect would act in opposition to that of finite tempera-

tures, as discussed previously. Interestingly, in our case, it appears that 
the temperature effect is dominant, resulting in a net delay in lattice 
strain evolution as a function of dose. This is consistent with the low 
impurity levels of the as-received materials in this study.

The evolution of nanoindentation hardness is markedly different to 
the behaviour of lattice strain in this dose range above 0.8 dpa. We do 
not observe any changes in the sign of hardness change. Surprisingly, 
there do not appear to be any prior studies on hardness changes in FeCr 
as a function of dose following room temperature irradiation with self-

ions. A study at room temperature following irradiation with Ar ions 
for RAFM T91 steel suggests hardness saturation at 4 dpa [88]. A study 
of CLAM steel irradiated with Xe ions at room temperature up to 5 dpa 
showed no hardness saturation [89]. However, direct comparison with 
the results of the present study is not straightforward due to the use of 
noble gases as irradiating particles in these previous works.

Self-ion studies [19,20] have only been performed for irradiation 
at 573 K and showed hardness saturation for pure Fe and FeCr alloys 
with Cr content greater than 5% above 1–2 dpa. For low Cr content, 
no saturation was observed even up to 10 dpa. The trends from these 
studies conducted at higher irradiation temperatures differ from our 
results. Following room temperature irradiation, Fe, Fe3Cr and Fe5Cr 
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approached hardness saturation at doses ≥ 0.8 dpa, but conclusive 
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trends cannot yet be determined for Fe8Cr, Fe10Cr, and Fe12Cr as 
trends differ depending on the analysis method (Fig. 7). One reason for 
the discrepancy compared to previous results in literature could be due 
to some carbon contamination from the irradiation process. Atom probe 
tomography data of Fe10Cr at 0.8 dpa is included in Appendix D. We 
estimate the carbon enrichment to be ∼100 appm (20 wppm) after 0.8 
dpa, compared to 18 appm (4 wppm) reported by the manufacturer for 
the as-made samples. The additional carbon introduced, which scales 
with irradiation dose, could contribute in part to the hardening seen 
at high doses [90], particularly when analysed with the constant-depth 
method.

Another reason for the observed difference in hardening trends with 
other studies at higher irradiation temperatures could be enhanced de-

fect mobility, which leads to more defect recombination. TEM studies 
have shown the movement of dislocation loops at 573 K around 0.6 dpa 
[83]. Even at lower doses, the same authors observed a much greater 
fraction of mobile loops at 573 K compared to room temperature [40]. 
As such, one might expect the asymptotic or saturation state of defects 
in irradiated Fe and FeCr to occur at a lower dose for irradiation at 
higher temperatures.

In contrast to lattice strain trends in the high dose regime, the non-

negative change of hardness as a function of irradiation dose indicates 
that the presence of all irradiation defects, both isolated and within ag-

gregated structures such as dislocation loops and networks, contributes 
to the hardening of Fe and FeCr.

4.2. Trends with Cr content

The trends for lattice strain and hardness as a function of Cr con-

tent differ greatly. While an increase in Cr content at each dose is 
associated with greater irradiation hardening, lattice strains peak be-

tween Fe5Cr and Fe8Cr at each dose, with lower strains for higher 
and lower Cr content. As previously discussed, hardness is an indica-

tor of the overall defect population, with interstitials and vacancies 
additively contributing. Lattice strain is dependent on the imbalance 
between interstitial-type and vacancy-type defects as their respective 
contributions (relaxation volume) have opposite signs. By examining 
both trends, we can gain an insight into how the defect population is 
affected by Cr content.

There is a monotonic increase in hardness and hardening rate of 
Fe and FeCr with Cr content. This suggests that defect retention in-

creases with Cr content, which causes an increase in defect number 
density and/or size [37]. Heintz et al. [19] measured hardness after 
room temperature irradiation to 1 dpa and similarly found that harden-

ing increased with Cr content. Interestingly, no hardening was observed 
for Fe2.5Cr in that study, which is different to our results.

In contrast, the lattice strain trend is non-monotonic with maximum 
lattice strain at Cr content between 5–8%. This suggests that the defect 
population and types depend on Cr content. Larger positive lattice strain 
can arise from a larger population and/or less clustering of interstitial-

type defects, as well as a smaller population and/or more clustering of 
vacancy-type defects. Since interstitials are more mobile than vacancies 
in iron [79], their population and mobility may have a greater effect on 
lattice strain at room temperature.

It is interesting to note that FeCr has many non-monotonic trends 
in the range of Cr content less than 20%. One such trend is that 
the irradiation-induced change in ductile-to-brittle-transition temper-

ature reaches a local minimum at 9%Cr [4]. For irradiation-induced 
void swelling, it also varies non-monotonically with Cr content [3,5,

7,27,91]. The diffusivity of interstitial defects in FeCr is also a non-

monotonic function of Cr content, as identified by molecular dynamics 
and Monte Carlo studies [92]. At low Cr concentrations, an increase in 
Cr content will increase the binding of self-interstitial clusters to the Cr 
atoms, reducing their mobility [23]. With further increase of Cr content 
past a critical minimum point, each interstitial atom could be interact-
ing with more than one Cr atom simultaneously, effectively ‘pulling’ 
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the defect in opposite directions. This then results in an increase of in-

terstitial diffusivity with Cr content. The point of minimum interstitial 
diffusivity occurs around 10%Cr [93]. This mechanism has also been 
used to explain the local minimum of void swelling at 5%–10%Cr ob-

served in some neutron irradiation studies (653 K, 30 dpa) [3,93]. It is 
proposed that the origin of void swelling lie in the absorption of fast-

moving interstitial defects at sinks, such as grain boundaries and sur-

faces, leaving behind vacancies and vacancy clusters that subsequently 
form voids. A reduction in interstitial cluster mobility will limit their 
migration to sinks and thus enhance recombination, thereby reducing 
void swelling. Furthermore, Cr only weakly interacts with vacancies 
[94], so their population is not affected as strongly by Cr content.

Relating this to our observations, the balance of interstitial to va-

cancy defects will be strongly correlated with the mobility of interstitial 
defects. A reduction in the mobility of interstitial clusters will increase 
the ratio of interstitials to vacancies in the material, leading to a greater, 
positive lattice strain. The range of Cr content (5–8%) that corresponds 
to the highest level of lattice strain in this study is consistent with the 
range for minimum void swelling and cluster diffusivity [3,92], sug-

gesting this could be an explanation for the non-monotonic dependence 
of lattice strain on Cr content. However, we note that trends for void 
swelling strongly depends on irradiation temperature [27], dose [7,91], 
and sample processing history (e.g. cold-worked or annealed) [28]. Fur-

ther systematic studies on void swelling could reveal more insights into 
the role of Cr on defect populations.

For pure Fe, a delayed onset of lattice strain saturation is observed 
compared to the FeCr alloys. Even at 6.0 dpa, the lattice strain does 
not appear to have reached a peak, unlike for the other FeCr alloys 
where a decrease of lattice strain occurs beyond 0.8 dpa (Fig. 3). The 
NRT efficiency for all FeCr alloys is reduced between 0.8E-3 dpa to 
0.8E-2 dpa (Fig. 6 (a)). This suggests defect clustering is occurring, as 
it causes a reduction in strain contribution per defect, which leads to 
an underestimation of the defect density in the material. For pure Fe, 
the NRT efficiency remains constant between 0.8E-3 dpa to 0.8E-2 dpa, 
corresponding to a linear increase in isolated defect density. This sug-

gests that pure Fe should exhibit defect clustering at a higher dose than 
FeCr. Furthermore, due to the low impurity content in the Fe material, 
the barrier to defect recombination is low, resulting in a low NRT effi-

ciency and defect retention. As a result, all stages of defect evolution in 
Fe are shifted to higher doses compared to FeCr where defect retention 
is higher due to the binding of interstitial defects to Cr, as discussed 
earlier.

5. Summary and conclusion

In this study, the effect of ion irradiation at 313 K on lattice strain 
and hardness in Fe and FeCr alloys was investigated. A dose range of 
0.00008 dpa to 6.0 dpa was covered for pure Fe and FeCr up to 12%Cr. 
The key findings are as follows:

• Irradiation hardening was observed for all Fe and FeCr alloys at a 
dose as low as 0.00008 dpa. Non-zero lattice strain in the implanted 
layer was also measured at that dose for Fe5Cr, which corresponds 
to an equivalent Frenkel pair density of 5.9 × 1024 m−3. This is 
well below the dose limit for any defect detection reported in the 
literature by electron microscopy.

• The NRT efficiency was calculated for all alloys at 0.0008 dpa. 
The highest values (~0.2) were found for Fe5Cr and Fe8Cr, which 
agrees with studies in the literature at similar ion energies.

• FeCr alloys reach a maximum positive strain at a dose of 0.8 dpa. 
Further increase in dose caused a reduction in lattice strain presum-

ably due to the formation of extended interstitial defect structures. 
This agrees with simulation results after accounting for the effects 
of finite temperature and impurities.

• A delay in the onset of interstitial clustering as a function of dose 
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is observed in Fe compared to FeCr. No maximum in lattice strain 
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was observed in Fe even at 6.0 dpa. In the absence of Cr, there is 
comparatively little defect pinning in Fe, especially given the high 
purity in the as-received material. As a result, the NRT efficiency is 
low. Combined with the temperature, this means the evolution of 
lattice strain in Fe at room temperature is delayed to significantly 
higher doses than in FeCr.

• Fe5Cr and Fe8Cr exhibit the highest level of positive strain out of 
all FeCr samples studied at any given dose level. This falls into the 
range of Cr concentration where the diffusivity of self-interstitial 
defects is lowest, increasing their retention.

• There is a monotonic increase in hardness with irradiation for all 
samples investigated. However, even by 6.0 dpa, irradiation hard-

ening has not reached saturation for Fe or FeCr alloys. Fe, Fe3Cr 
and Fe5Cr exhibit very low hardening rates while Fe8Cr, Fe10Cr 
and Fe12Cr exhibited higher hardening rates at doses beyond 0.08 
dpa.
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Fig. A.1. Representative grain maps for each composition of FeCr in this study measured by EBSD.
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Appendix A. EBSD maps of samples

Electron backscatter diffraction (EBSD) was carried on a Zeiss Mer-

lin FEG-SEM at the David Cockayne Electron Microscopy Centre at the 
University of Oxford. The acceleration voltage used was 30 kV with a 
probe beam current of 10 nA. Post-processing was performed using the 
Oxford Instruments HKL Channel 5 Tango software to remove noise and 
determine the grain sizes.

The representative orientation maps (Fig. A.1) were used to select 
the appropriate areas for lattice strain measurements. The microstruc-

ture of the Fe8Cr material also exhibits signs of cold-work (intragranu-

lar misorientation). However, this did not have a significant impact on 
the lattice strain measurements.

Appendix B. Defect density calculations

The method used to calculate the defect density from the lattice 
strain measurements is similar to the method used in our previous 
study [32]. For further details and example calculations, readers are 
referred to the supplementary file of [32]. In this section, we provide 
an overview of the equations used and assumptions made in our defect 
calculations.

B.1. Defect density from lattice strain measurements

The out-of-plane strain, 𝜖𝑧𝑧, induced by irradiation defects can be 
expressed as [31]:

1 (1 + 𝜈) ∑ (𝐴) (𝐴)
11

𝜖𝑧𝑧 = 3 (1 − 𝜈)
𝐴

𝑛 Ω
𝑟

(B.1)
where 𝜈 = 0.3 is the Poisson ratio (for pure Fe [95]), 𝑛(𝐴) and Ω(𝐴)
𝑟 are 

respectively the number density and relative relaxation volume for each 
type of defect (𝐴).

For low irradiation dose (≤ 0.008 dpa), we made the following as-

sumptions in our calculations:

• There is no clustering of interstitials or vacancies. This means the 
relaxation volume per point defect is maximised [96].

• There is no loss of defects, particularly interstitials, to the surface of 
the materials or to sinks such as grain boundaries. This means that 
there is an equal number of interstitial atoms (𝑛𝑖) and vacancies 
(𝑛𝑣).

Using these assumptions, we obtain a lower bound of the equivalent 
Frenkel pair density (𝑛𝐹𝑃 ). Clustering of interstitials would decrease 
the relaxation volume per point defect [65], requiring more Frenkel 
pairs to be present in order to produce the same amount of positive 
strain that was measured (covered by assumption 1). If interstitials were 
lost to the surface, more equivalent Frenkel pairs would need to be 
present to account for the amount of positive strain measured (covered 
by assumption 2).

Rearranging Equation (B.1) and multiplying by the atomic density 
of Fe (𝜌𝐹𝑒 = 8.48 × 1028 m−3) yields the volumetric number density of 
equivalent Frenkel pairs:

𝑁𝐹𝑃 =
𝜌𝐹𝑒𝜖𝑧𝑧

Ω𝐹𝑃
𝑟

(
3(1 − 𝜈)
(1 + 𝜈)

)
(B.2)

The relative relaxation volume, per point defect, of a ⟨111⟩ intersti-

tial is Ω⟨111⟩
𝑟 = 1.65 and that of a ⟨100⟩ interstitial defect is Ω⟨100⟩

𝑟 = 1.86
[65]. For a vacancy, the relative relaxation volume is Ω𝑣

𝑟
= −0.22 [65]. 

As a ⟨100⟩ interstitial has a higher positive relaxation volume, we can 
use Ω𝐹𝑃

𝑟
= 1.86 − 0.22 = 1.64 to get a lower bound estimate on the 

equivalent Frenkel pair density in the irradiated samples.

B.2. NRT efficiency calculation

The NRT efficiency describes the ratio of produced and retain de-

fect density to the value predicted by the NRT-dpa model [67]. The 

calculation of the NRT-dpa was from the vacancy.txt file generated by 
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Fig. C.1. ℎ∗ as a function of dose for different compositions.

SRIM using the Quick K-P model, following the descriptions provided 
in [51,52]. The NRT efficiency can then be expressed by:

NRT efficiency = 𝑛𝐹𝑃

𝑑𝑝𝑎

=
𝜖𝑧𝑧

(𝑑𝑝𝑎)Ω𝐹𝑃
𝑟

(
3(1 − 𝜈)
(1 + 𝜈)

)
(B.3)

From Fig. 6, the NRT efficiency value for each sample was calculated 
from the average NRT-dpa in the top 2 μm of each implantation dose 
profile. This is consistent with the calculation of the nominal dose for 
each sample.

Appendix C. Nix-Gao analysis

The fitted ℎ∗ parameter, representing the ISE characteristic length 
scale as a function of dose is shown in Fig. C.1. ℎ∗ appears to decrease 
with increasing dose and does not show a clear dependence on Cr con-

tent. We note that the fitting for 3.6 dpa and 6 dpa samples appear to 
show quite large errors compared to the lower dose samples.

Appendix D. Atom probe tomography results

Due to concerns about possible carbon contamination during the 
irradiation process, atom probe tomography (APT) was performed on 
the Fe10Cr sample, exposed to 0.8 dpa, to quantify the concentration 
of carbon present in the sample. APT analysis was performed using a 
Leap 5000XR microscope in laser mode. The laser energy was 50 pJ 
with a pulse frequency of 200 kHz and detection rate of 0.5. Samples 
were maintained at 50 K for the analysis.

The depth profiles of a few key elements are presented in Fig. D.1. 
Near the surface (0 < depth < 100 nm), there is a high concentration 
of carbon and nitrogen, possibly due to surface contamination and FIB 
milling process. There is a spike in carbon concentration at ∼400 nm 
depth, which also correlated with a spike in oxygen atoms and C-Cr ions 
(not shown in plot). The averaged quantities are shown in Table D.1.

APT results indicate a higher concentration of impurity elements 
in the Fe10Cr alloy than reported by the manufacturer (analysed by 

Table D.1

A comparison of the concentration (in both atomic and weight content) of 
different elements in the Fe10Cr alloy as reported by the manufacturer and 
measured by APT (averaged between 100 nm to 950 nm below the surface).

Elements Nominal content from manufacturer Measured content from APT

appm wppm appm wppm

C 18 4 585 ± 236 126 ± 50

N 12 3 71 ± 37 18 ± 9

O 14 4 160 ± 107 46 ± 31

P < 9 < 5 103 ± 84 58 ± 47
12
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Fig. D.1. Depth profile of iron, chromium, carbon and nitrogen as measured by 
APT from the Fe10Cr 0.8 dpa sample.

glow discharge mass spectrometry [47]). For N, O and P, the concen-

trations measured by APT are between 7 to 11 times higher than the 
manufacturer-reported values. For C, the difference is a factor of 30. 
It is important to consider that the APT sample preparation required 
FIB milling and lift-out, which itself will introduce some contamina-

tion. Similar discrepancies between the manufacturer-reported values 
and those measured by APT have been reported previously for samples 
cut from the same raw material [97]. The true amount of carbon enrich-

ment following irradiation is probably around 100–200 appm (20–40 
wppm) for the 0.8 dpa samples.

It is also important to note that since the carbon contamination orig-

inated from the irradiation process, the level of contamination scales 
with irradiation time and dose. This means for samples irradiated to 
less than 0.8 dpa, the carbon enrichment is not expected to play a sig-

nificant role. From a visual assessment of the materials, only samples 
irradiated to 0.8 dpa and above show slight to moderate browning due 
to carbon deposition on the surface.
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