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Abstract

The widespread destruction incurred by midlatitude storms every year makes it an imperative to
study how storms change with climate. The impact of climate change on midlatitude windstorms,
however, is hard to evaluate due to the small signals in variables such as wind speed, as well as the
high resolutions required to represent the dynamic processes in the storms. Here, we assess how
storm Eunice, which hit the UK in February 2022, was impacted by anthropogenic climate change
using the ECMWF ensemble prediction system. This system was demonstrably able to predict the
storm, significantly increasing our confidence in its ability to model the key physical processes and
their response to climate change. Using modified greenhouse gas concentrations and changed
initial conditions for ocean temperatures, we create two counterfactual scenarios of storm Eunice
in addition to the forecast for the current climate. We compare the intensity and severity of the
storm between the pre-industrial, current, and future climates. Our results robustly indicate that
Eunice has become more intense with climate change and similar storms will continue to intensify
with further anthropogenic forcing. These results are consistent across forecast lead times,
increasing our confidence in them. Analysis of storm composites shows that this process is caused
by increased vorticity production through increased humidity in the warm conveyor belt of the
storm. This is consistent with previous studies on extreme windstorms. Our approach of
combining forecasts at different lead times for event attribution enables combining event
specificity and a focus on dynamic changes with the assessment of changing risks from
windstorms. Further work is needed to develop methods to adjust the initial conditions of the
atmosphere for the use in attribution studies using weather forecasts but we show that this
approach is viable for reliable and fast attribution systems.

1. Introduction

Extreme weather events are responsible for a large fraction of the economic and societal impacts of climate
change (Leckebusch er al 2007, NOAA 2020, 2023). Stakeholders across society are exposed to risks from
these events with profound implications for infrastructure, health, ecosystems, social and financial services.
It is hence important to understand their mechanisms and the impact of anthropogenic climate change on
extreme events.

© 2024 The Author(s). Published by IOP Publishing Ltd
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Event attribution is a novel field in climate science developed over the past two decades (Allen 2003, Stott
et al 2016, Otto 2017, Jézéquel et al 2018, Winsberg et al 2020). It aims to assess whether and how much
specific extreme weather events have changed due to large-scale anthropogenic changes in climate. Most of
the work in the field uses global circulation models (e.g. Stott et al 2004, Philip et al 2020, van Oldenborgh
et al 2021). These global climate models were, however, not developed to represent weather accurately—they
are typically used to assess large scale changes in climate such as global mean surface temperature or changes
in large-scale circulation.

As a result, probabilistic attribution has mostly been used for large-scale weather events such as
continental-scale heatwaves and droughts (Stott et al 2004, Dole et al 2011, Rahmstorf and Coumou 2011,
Funk et al 2018, Schiermeier 2018, Kew et al 2021, Carbon Brief 2022). Events are more easily attributable if
they are primarily thermodynamically driven because the models often misrepresent dynamic events and are
highly uncertain on their trends with climate change (Woollings et al 2018, Oudar et al 2020). Additionally,
for dynamic changes such as changes in precipitation and storms, weather and internal variability adds a
substantial amount of noise and climate change signals are less pronounced (Shepherd 2016).

A pre-requisite to successful event attribution is that the event under consideration can be modelled
correctly. Initialised forecasts provide an ideal tool for this as the verification of their predictions will tell us
immediately how well (or not) the event was simulated. Recent studies (Hope et al 2015, 2016, 2019, Leach
et al 2021, 2024) have hence turned to successful seasonal and medium-range weather forecasts for
attribution studies. These simulations, unlike Farth system models, have predictive skill due to their
initialisation and assessments of skill with observations. This provides specificity to study the anthropogenic
changes in a single event to great detail. This is what is called a storyline approach to event attribution and is
in contrast to the risk-based approach in which the changes in frequency and severity of the event are the
focus of the analysis.

Extratropical cyclones (ETCs) are some of the most frequent severe weather events in the midlatitudes
and have been studied extensively. Their response to climate change until now and in the future depends
sensitively on region, reference period as well as the intensity of cyclones analysed (Ulbrich et al 2009).
Laurila et al (2021) examined the trend in all ETCs in Northern Europe for the period of 1980-2019 and
found a linear declining trend of —3.7 cyclones per decade, although this trend was not significant at the
95% level. Studies by Sickmoller et al (2000), McCabe et al (2001), Raible et al (2008)indicate a decrease in
the frequency of ETC for the North Atlantic and North Pacific for the second half of the 20th century,
although Raible et al (2008) record an intensification in extreme cyclones (as defined by the 90th percentile
in geopotential height gradients). An increase in frequency for the region around Iceland was found by
Bartholy et al (2006), Schneidereit et al (2006)for the second half of the 20th century. This is in line with
findings for 1958-1998 by Pinto et al (2009) who showed an increasing frequency in extreme cyclones near
the British Isles, while total cyclone numbers in the North Atlantic have decreased by 10%. By the end of the
21st century, Priestley and Catto (2022) show a subtle decline in overall ETC frequency of around 5% using
models from the Coupled Model Intercomparison Project, Phase 6. For extreme ETCs (defined by the 90th
percentile of peak vorticity) in the Atlantic, Priestley and Catto (2022) observe a frequency increase in the
same simulations. Both of these trends are in line with the above cited studies on ongoing trends indicating a
continuation of current trends in the future. For the Mediterranean, a high number of studies point towards
a decrease in winter cyclone activity when comparing current and future simulations in climate models
(Carnell and Senior 1998, Nissen et al 2014). The former also finds a general decrease in cyclone activity in
the North Pacific and the North Atlantic in a climate change scenario that goes beyond 1990 (Carnell and
Senior 1998).

Some studies over the past decade (Cohen et al 2014, Barnes and Screen 2015, Hoskins and Woollings
2015, Woollings et al 2023) have hypothesised that Arctic Amplification has or will weaken the midlatitude
jet stream and increases the persistence of weather regimes. This provides a possible explanation for the
decrease in ETC frequency since formation of cyclones is directly impacted by the baroclinicity in the
midlatitudes (Catto et al 2019).

Despite this decrease in ETC frequency, once a cyclone forms, there are some indications that extreme
ETCs increase further in intensity as discussed above. An increase in diabatic heating from more humid air is
able to explain this possible trend. Baroclinic storms gain potential vorticity (PV) through latent heating in
the warm sector of the cyclone. As the warm air rises, PV is gained especially on lower levels and connecting
low-level vorticity with upper-level vorticity to form a so-called PV tower (Rossa et al 2000). In a warmer
atmosphere with a higher moisture content, this process would cause more intense cyclones with
anthropogenic climate change.

Above, we discussed mainly studies of trends in contemporary cyclones or of cyclones in long climate
projections. Another approach to assessing climate change signals in the frequency and intensity of cyclones
is through event attribution studies—comparing individual storms in counterfactual scenarios. Most of the
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literature on the attribution of cyclones examines the effects of climate change on tropical cyclones. Multiple
studies have used the pseudo-global warming approach for regional climate modelling (Schir et al 1996) and
adapted it to initialised hindcasts to simulate Atlantic hurricanes in a warmer climate (Patricola and Wehner
2018, Reed et al 2022, Wehner and Reed 2022). These works suggest that cyclones tend to track further
northward and increase in intensity. Recently, studies have also attempted to attribute midlatitude
windstorms using reanalyses. Ginesta et al (2022) select synoptically similar days to the event in question
(‘analogue’) and compare the analogues selected over different time periods to assess how the event has
changed over time. The case study conducted in this work suggests that the extreme windstorm Alex which
affected the South of France in October 2020 became more intense with climate change.

Hawkins et al (2023) discuss using a reanalysis and manipulating the data assimilation to model an
observed storm in a warmer climate. For this, they use the same atmospheric observations to assimilate but
perturb the sea surface temperatures and sea ice concentrations. For the storm Ulysses which hit Ireland and
the UK in February 1903, they find that in today’s climate the areas affected by high wind speeds would have
been larger and precipitation increased.

Storyline attribution for cyclones is necessarily balancing the similarity of the synoptic conditions in the
model to those observed before the event and implementing the climate change signal in the initial
conditions. This is also true for our study. We are able to analyse changes in storm Eunice in great detail, but
statements about the general evolution of midlatitude storms with climate change are limited due to the
initialisation which preserves the synoptic conditions before the occurrence of the storm. The question we
are trying to answer is how a storm with the dynamics of Eunice was impacted by climate change and how
impacts might change if the synoptic conditions before Eunice were to arise in the future.

Storm Eunice hit the UK as the second named storm in a cluster of three storms that affected the UK in
the span of one week in February 2022. After Dudley had previously impacted Scotland and northern
counties of England on 16 February, Eunice affected mostly the southwest of England and resulted in two
rare red weather warning zones for wind on 18 February. Despite these ‘danger to life’ warnings, four people
lost their lives in the storm. Schools and businesses were closed and infrastructure impacted with the port of
Dover closed for several hours. Recorded wind gusts reached 36 metres per second at exposed coastal regions
(Kendon 2022). Eunice, called Zeynep by European weather services, later impacted Belgium, the
Netherlands, northern Germany as well as the southwestern Baltic sea. Recovery efforts after Eunice were
hampered by the impacts of storm Franklin on 21 February, three days after Eunice. Previous studies found
that preceding storms in a cluster can enhance baroclinicity for subsequent storms (Weijenborg and Spengler
2020, Marcheggiani and Spengler 2023), a mechanism that might have contributed to the intensity of Eunice.

Storms Dudley and Eunice were both named on the same day, 14 February 2022, despite the fact that
Eunice at that point was not a distinguishable feature. It eventually formed southwest of the UK with a strong
interaction with upper level winds in the jet stream. The cyclogenesis of Eunice was explosive with the storm
deepening by 30 hPa over the course of 18 hours (Kendon 2022). Volonté et al (2023a) find evidence of the
occurrence of sting jets in Eunice’s cloud head which likely added to the severe wind impacts from the storm.

2. Methods and data

We use operational medium-range weather predictions from ECMWF’s ensemble prediction system (IFS
EPS CY47R3, ECMWEF 2021b) which have proven skill of representing midlatitude cyclonic systems and
Eunice in particular. The predictability of storm Eunice within this system is shown in the supplementary
material, and for the Met Office Unified Model in Volonté et al (2023a, 2023b). We compare the operational
forecast (curr) at lead times of 2, 4, and 8 days to a pre-industrial (pi) and increased CO, (fut) scenario. The
two counterfactual experiments have adjusted ocean temperatures as well as CO, concentrations changed to
285 ppm, 421 ppm, and 625 ppm for pi, curr, and fut respectively. The atmosphere is not adjusted at the time
of initialisation. This has implications for the results of our attribution study, especially given the relatively
short lead times of our simulations which are discussed later. Here, we try to mitigate these uncertainties by
using three initialisation dates and comparing the attribution results across these simulations.

The three experiments are equidistant in their global radiative forcing so that if the response of storm
intensity was linear with radiative forcing, the response in experiments should be symmetric around curr.
Comparing three experiments instead of just two enables us to prevent attributing chaotic responses as in
some cases the perturbations in initial conditions might lead the event to become less severe. Only
comparing e.g. pi to curr in such a case could lead to false conclusions. To further prevent this, we also
conduct a dynamical analysis of changes in the storms.

Each simulation, three initialisation dates per experiment, contains 51 ensemble members, with initial
condition perturbations using singular vectors (ECMWEF 2021b). These singular vector perturbations are
identical across the three experiments. The model is fully coupled with an ocean model (NEMO3.4.1,
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Madec, 2008) and a sea ice model (LIM2, Fichefet and Maqueda (1997)). The atmospheric model
component has a horizontal resolution of approximately 18 km (T,639) with a model timestep of 12 min.
There are 137 vertical model levels in the atmosphere.

We compare these simulations to ERA5 (Hersbach et al 2020) using the deterministic product at an
atmospheric horizontal resolution of 0.25°, corresponding to roughly 31 km at the equator, and a model
timestep of 12 min. As the forecast model, ERA5 has 137 vertical model levels. Results are also compared to
the operationalised analysis (ECMWF 2021a) used to initialise the forecast model.

For the tracking of storms within forecasts and reanalysis, we use the Tempest Extremes algorithm
(Ullrich and Zarzycki 2016, Zarzycki and Ullrich 2017, Ullrich et al 2021) which tracks local minima of sea
level pressure with closed contours in a 6° radius. We also exclude candidate points with vorticities of less
than 10~*s. Eunice-like storms in the simulations were identified using three conditions.

(i) The first date of detection of the track must be within 12 hours of the time the track of storm Eunice
was first detected in ERA5.
(ii) The location of first detection of the track must be within 10° of the detection of storm Eunice in
ERAS. The distance is calculated as a quadratic sum of latitudinal and longitudinal distance in degrees.
(iii) The minimum mean sea-level pressure of the cyclone across the detected track must be less than
980 hPa.

Using these tracks, we can select spatial variables like vorticity fields and wind speeds around the cyclone
centre in Lagrangian composites to compare storms independently of where they occur. For a fair
comparison between storms in time, we select the time step at which each storm reaches its maximum
deepening rate of the minimum pressure over a six-hour time step. The fields are then averaged across all
tracked storms to analyse the dynamics and changes between forecast lead times and
experiments. The data required to reproduce our results is made available online (Ermis and Leach 2024).

3. Results and discussion

The basis for our subsequent analysis and discussion of the storms in our experiments is that storm Eunice
was well forecasted in the operational forecast issued by ECMWE. The stamp plots presented in the
supplementary material for all initialisation dates and ensemble members demonstrate that even with an

8 day lead time to when the storm eventually hit the UK on 18 February 2022, strong wind gusts were
forecasted although then still in the wrong regions and stronger than Eunice would be. The four-day lead
time marks the day that the UK Met Office named the storm, two days before the storm centre emerged from
the jet stream southwest off the coast of the British Isles. The forecasted storm then—while it still shows a
northward bias in wind gusts—has comparable strength to the analysis in the most intense ensemble
members. The intensity of the storm with two days lead time improves and at this time, the ensemble is also
more homogeneous. We take these findings as a solid basis for our further analysis.

3.1. Intensity of the storm

We start by assessing changes in the intensity of the storms between our three experiments—pi, curr, and fut.
To this goal, we calculate the local maximum wind gusts in time over the day storm Eunice hit the UK, 18
February 2022. This allows to account for different regions being exposed to strong winds at different times
as well as different temporal evolutions in the ensemble members. We then calculate the 90th percentile of
wind gusts across the 51 ensemble members and obtain one map of reasonable worst outcomes of the storms
in each experiment and initialisation. For all initialisation dates except the shortest lead time, the simulations
show a northward bias for the maximum intensity of the storm, caused by the strongest forecasted storms
tracking further north than the mean of the ensemble. We assume this northward bias arises from the
stronger storms typically tracking further north in the midlatitudes so that for the longer lead times the most
intense wind gusts also occur further north. Putting this bias to the side and focussing on the intensity of the
gusts, the strong wind gusts in the 8 day lead time simulation are further north in the pi (figure 1(a)) than in
the curr (figure 1(b)). The fut experiment at 8 days lead time (figure 1(c)) shows stronger gusts forecasted for
the South of the UK and northern France than in the curr while gusts are weaker in Ireland and the rest of
the UK. In the simulation with 4 days lead time (figures 1(d)—(f)), the storms get more intense with
additional forcing. We see a monotonic increase in the maximum gusts in the experiments as well as a clear
increase in the area that is affected by high wind gusts. The shortest lead time simulations (figures 1(g)—(i))
all show very strong wind gusts that overestimate wind gusts in the gusts forecasted on the day the storm
occurred (figure 1(j)) slightly. This is likely due to the smaller ensemble spread the closer we move towards
the forecasted event which causes the 90th percentile of gusts to be more extreme at shorter lead times when
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8 days lead 4 days lead 2 days lead

pi

curr
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Figure 1. Changes in the local 90th percentile of wind gusts on 18 February 2022. Left three columns show the 90th percentile of
wind across the ensemble after calculating the local maximum wind gust in time for each ensemble member. Panels for each of
the three experiments (pi, curr, fut) and for the three initialisation dates as indicated. The panels for pi and fut show the difference
in the wind gusts to the curr simulation at the same lead time, i.e. pi-curr in the top row and fut-curr in the bottom row. (a)—(c)
pi, curr, and fut 90th percentile of wind gusts in the simulations with 8 days lead time to Eunice respectively, (d)—(f) same as
before but for the 4 days lead time simulations, (g)—(i) same as before but for the 2 days lead time simulations. The fourth column
(j) shows the same but in the forecast initialised at 00UTC on 18 February 2022. The pressure map in this panel is from the
operational analysis at 12UTC on 18 February 2022, which is when Eunice hit the main of the UK. Black stippling shows areas
where the difference between the counterfactuals and the curr is significant at the 90% level.

sufficiently conditioned on the storm. The intensity between the experiments at 2 days lead time is very
similar, although the fut simulations (figure 1(i)) show a slightly stronger peak wind gusts in the northwest
of the country.

We also calculate the footprint of the storms as defined by the area (over oceans and land) that is
impacted by 10 metre gusts stronger than 20 metres per second at any time on 18 February. For the
simulations at 4 days lead time, this footprint of the storm increases monotonically with climate forcing and
is significant at the 90% level. The footprint is 11.54 million km? in the pi and 13.19 million km? in the fut
simulation. Remaining footprints can be found in the supplementary material.

To quantify the aggregate impact of the storms more closely we use the storm severity index (SSI) as
defined in Leckebusch et al (2008).

3
SSITK—ZZ (maxov’”)—l) ¥ Arl 1)

VPerc,k

where v ; is the wind speed or gust in grid box k and at time ¢. Ay is the area of grid box k. vper i is the
percentile threshold of the wind speed or gust climatology at grid box k. For our analysis, we use the 98th
percentile threshold in wind gusts. This threshold correlates well with the damage caused by a storm as local
infrastructure is typically well adapted to the local wind climate (Leckebusch et al 2008). The original
definition of the SSI uses wind speeds due to the then poor parameterisation in wind gusts (Leckebusch et al
2008). The parameterisation has since improved, and a comparison of the index using gusts and speeds
showed little difference in the results. We decided to calculate the SSI using gusts here. Figure 2 shows the
cumulative distribution of SSI in the 51 ensemble members for all three lead times and calculated for all land
gridboxes over the UK and Ireland on 18 February 2022. At all lead times, the distributions are shifted
towards more severe storms with climate change and this shift is statistically significant at the 8 and 4 day
lead times (p = 0.0003 and p = 0.000 018 respectively for a Kolmogorov—Smirnov (KS) test between the pi
and fut simulations, figures 2(b) and (c)). We find that for the simulations at 8 days lead time (figure 2(a)),
there are already significant differences between the curr and fut experiments, especially in the tail of the
distributions where the fut simulations show especially strong SSI compared to the other two experiments.
While this distance between the fut and the other two experiments decreases for the simulations at 4 days
lead time (figure 2(b)), the three experiments are now all statistically different from each other as determined
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Figure 2. Empirical cumulative distribution functions of the SSI for the three experiments (pi, curr, fut) and the three
initialisation times in separate panels. SSI is calculated using SSI and the definition from Leckebusch et al (2007) but using
wind gusts instead of wind speeds. The SSI determined from ERA5 wind gusts is indicated by a dashed vertical line.

by a KS test. We theorise that this difference occurs due to higher variance in weather outcomes at longer lead
times. Comparing the 2 days lead time simulations (figure 2(c)) does not result in statistically significant
differences between the experiments. This is likely due to the strong conditioning on the storm at that lead
time, and less atmospheric adjustment time which leads to a lower fraction of the total equilibrium response.
This result fits in with the previous result from figure 1 that the maximum wind gusts at that lead time are
very similar in the three experiments.

Using the SSI in figure 2, we can calculate the median increase in the storm’s severity across the
experiments. We calculate this increase for each ensemble member and then take the median across the
ensemble. For the simulations with 4 days lead time (figure 2(b)), we obtain an increase in severity of a factor
of 1.26 (90% confidence interval [0.37, 31.76]), or a 26% increase in severity, from pi to curr. We calculate a
factor of 1.76 (90% confidence interval [0.82, 14.05]), or a 76% increase in severity, from curr to fut at the
same lead time. These figures illustrate that, while not fully certain, it is very likely that extreme windstorms
similar to Eunice will increase in their severity, potentially by a large degree.

The method for calculating the changes in the frequency of intense storms like Eunice is detailed in the
supplementary material. This analysis compares the fraction of ensemble members reaching at least the SSI
seen in ERA5 similar to the risk ratios calculated for traditional probabilistic attribution. Because we are
using the storyline approach, we do not attribute the impact of climate change on the precursors already
present in the initial conditions. Theoretically though, we would expect the risk ratio in long lead time
simulations to asymptotically reach the threshold expected for an unconditioned simulation. This is,
however, not the case for Eunice where the risk ratio at 8 days lead time is smaller than at 4. The risk ratios
are 2.85 (90% confidence interval [2.49, 3.27]) and 1.72 (90% confidence interval [1.39, 2.13]) between the
pi and fut experiments respectively for 4 and 8 days lead time. This could be due to the particular synoptic
conditions 8 days prior to Eunice favouring a strong storm in the north of the UK more so than at 4 days lead
time. While potentially an interesting method to combine storyline and probabilistic attribution, this risk
ratio analysis does not yet yield conclusive results.

In the next step of our analysis, we use the tracked storms that satisfy the three conditions on track
length, genesis region, and maximum depth of storm Eunice. We proceed with calculating a number of
metrics on the tracks which are summarised in figure 3. There is good evidence that the minimum sea level
pressure along the track reduces monotonically with increasing anthropogenic forcing (figure 3(a)). As
expected from previous analyses, the 8 days lead time simulations are inconclusive due to large uncertainties.
The 4 days lead time simulation shows a significant difference between the experiments pi and fut with
deeper storms occurring in those simulations with stronger anthropogenic forcing. At 2 days lead time, the
experiments maintain this ordering although the simulations are no longer significantly different from each
other. In accordance with earlier results on the depth and gustiness of the storms with climate change, we
also find that there is likely a trend towards a stronger peak vorticity (figure 3(b)) as well as 100 m wind
speeds (figure 3(c)) with climate change. The maximum precipitation significantly increases at most lead
times (figure 3(d)), indicating that a possible mechanism for intensification of the storm is through an
increase in diabatic heating. In figure 3(e) we calculate the normalised deepening rate (NDR) of the detected
storms as defined in Sanders and Gyakum (1980),

Ap sin(60°)

DR = s 2
NDR 24hPa sin(®) ’ @)
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Figure 3. Summary metrics for all tracked storms with Eunice-like characteristics. Each panel highlights one metric as indicated.
The colours refer to the three experiments (pi, curr, fut) and the ordinate indicates the three initialisation dates. (a) Minimum sea
level pressure in the track (b) maximum vorticity along the track (c) maximum 100 m wind speed along the track within 10°
latitude-longitude box of the cyclone centre (d) maximum precipitation in one three hour period along the track within 10°
latitude-longitude box of the cyclone centre (e) count of storms with a normalised deepening rate (NDR) larger than one,
i.e. number of explosive cyclones (f) change in onset date at which the track is first detected (g) deepening time of the storm
defined as the number of hours from first detection to maximum vorticity (h) track length as detected by Tempest Extremes
(i) Mean track speed between the times of maximum deepening and maximum vorticity. Confidence intervals are calculated by
bootstrapping and for a 90% confidence interval.

where Ap is the maximum change in central pressure over a 24 hour period, and @ is the latitude. Explosive
cyclones are those storms that reach an NDR > 1 which we count for each experiment and initialisation date.
The number of explosive cyclones increases monotonically with climate change at all initialisation dates, with
the largest changes at the 4 days lead time. For the onset date of the storms, i.e. the time at which the track is
first detected using the tracking algorithm, we find that there is a trend towards an earlier onset date with
climate change (figure 3(f)). The following panels of figure 3 highlight differences in track statistics of the
intensification time, track length, time, and mean speed along the track. None of these statistics show
significant changes with climate change that are consistent across lead times. We conclude that in our
simulations in which the atmosphere is unchanged to the assimilated observations, the changes in the storms
are limited to its intensity and cannot be tied to larger-scale track properties like the deepening time.

3.2. Dynamical analysis

Finally, we use the tracked Eunice-like storms for Lagrangian composites of the storms. The panels in figure 4
show the storms in each of the experiments averaged and in their own frame of reference and at 2 days lead
time as this minimises the noise in the dynamical evolution of the storms. The main mechanism by which we
expect the storms to intensify in the model is by diabatic heating. Indeed, comparing the specific humidity in
the three experiments (or precipitation, see supplementary material), we find an increase in humidity at low
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Figure 4. Storm composites of (a)—(d) 850 hPa specific humidity in shading and 850 hPa geopotential height in white contours
(numbers indicate geopotential height values in metres). Green contours indicate upward vertical velocities of equal to or more
than 0.5 m s~ . (e)—(h) shows the East-West cross-sections of storms with vorticity in shading and potential temperatures in black
contours. The plot shows the variables in the reference frame for all tracked storms at the maximum deepening of each storm by
experiment. (a), (e) show storms in the pi simulation, (b), (f) the curr, (c), (g) the fut simulation, and (d), (h) shows the difference
between storms in the fut and pi simulations. White stippling in the difference plots indicates confidence levels of 90% or over.

levels, especially in the region of the storm in which the warm conveyor belt is located. This goes beyond the
general Northern Hemisphere increase in specific humidity and shows that the low-pressure system draws
more moisture into the storm centre than the surrounding air. At the same time the cold sector of the storm
shows a clear drying trend in a warmer atmosphere, possibly making dry intrusions and sting jets more
intense. Figure 4 also shows the vertical vorticity tower in West-East cross-sections through the storm
centres. As is typical for midlatitude cyclones, the centre of the storm shows a tower of vorticity that stretches
from low levels to high up in the troposphere. The isentropes, shown as contours, show a clear slope between
West and East highlighting the baroclinicity necessary for the development of a disturbance. We compare the
cross-sections between the experiments and find that in the fut simulation, the central vorticity tower is
increased in strength. This further supports our theory of stronger intensification through latent heating and
subsequent vorticity production.

3.3. Discussion of limitations

As mentioned in the Methods section, using the same initial conditions in the atmosphere across the
experiments has implications on the interpretation of results of this attribution study. The relatively short
lead times in the simulations do not allow the atmosphere to adjust fully to the climate change forcing in the
boundary conditions and ocean temperatures but only allows a fraction of the expected warming or cooling
(in fut and pi, respectively). Leach et al (2021) discuss that the adjustment rate slows down the further we
move away from the time of initialisation. We would hence expect the atmospheric temperature profile to
have mostly adjusted to the forcing on the timescale of days (Tompkins and Craig 1998). Atmospheric
circulation like the eddy-driven jet stream has longer adjustment timescales (Barry et al 2000) and is unlikely
to have adjusted to the forcing in our simulations. Our study, however, explores the conditional case of how a
storm similar to Eunice would have changed with climate change had it occurred in a different climate.
Adjustments to the atmospheric circulation patterns are therefore less relevant as we are strongly
conditioning on the synoptic conditions before the storm. We observe a consistent shift in the severity of the
storm (figure 2) across the three different lead times. This indicates that independent of the level of
atmospheric adjustment, the signal in the storm severity has the same sign. The local changes in wind gusts
(figure 1) are less uniform across the lead times but here too, the monotonic shift across the three
experiments in the two shorter lead times is a good indicator of a robust signal.

The shift in the maximum wind speeds across the tracked storms is highly significant and the dynamic
analysis of tracked storms shows that an intensification has a physical basis in climate change. We hence
conclude that despite a possible decreasing trend in the frequency of midlatitude cyclones, there are robust
indications that Eunice and similar storms will become more intense in a warmer world when they do occur.
The results are strictly only applicable to Eunice-like storms, but some of the physical changes we note may
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be more broadly applicable, though will depend on the specifics of each individual storm. In any case,
understanding the rare and extreme cases is particularly important given their socioeconomic impacts.

4, Conclusion

In this work, we used initialised simulations with an operational forecast model to attribute changes in the
extreme windstorm Eunice to climate change. This method was first introduced by Leach et al (2021) and has
now been shown to work for dynamically-driven events such as midlatitude cyclones. Climate change signals
in midlatitude cyclones, in particular their intensity in winds, are still uncertain due to their generally poor
representation in coarse-resolution climate models. Our method of forecast-based attribution is able to
determine the impact of climate change on a single storm, combining the forecast skill of well-resolved
weather forecasts with the anthropogenic forcing of long-term climate simulations.

We produce two counterfactual scenarios in addition to the current-climate operational forecast: a
pre-industrial and a future scenario to determine potential changes in storm Eunice which hit the UK in
February 2022. We find that there is a monotonic increase in intensity in winds between the three climate
scenarios. This is shown for maximum wind gusts across the UK and Ireland as well as for wind power by
affected area (SSI). In tracked storms we find a decrease in the minimum sea level pressure as well as an
increase in maximum vorticity, while other track statistics such as track speed and the deepening rate are not
found to have a clear trend in our simulations. These results support previous findings (e.g. Ginesta et al
2022, Priestley and Catto 2022) that intense midlatitude cyclones are becoming stronger with climate change
and highlight the importance of adaptation of infrastructure to intensifying winds.

Using composites of Eunice-like storms tracked using the Tempest Extremes algorithm, we propose that
the mechanism by which Eunice intensifies with anthropogenic forcing is through increased specific
humidity and latent heating in the warm conveyor belt where ascending air is producing vorticity through
diabatic heating.

Atmospheric conditions are currently unchanged in the counterfactual simulations. This means that
long-term circulation responses to climate change such as a weakened jet stream (Woollings et al 2023) are
likely not represented in our simulations. However, given the strong conditioning on the synoptic situation
before storm Eunice, we assume the effect of these signals to be small for this study. We explore this issue
through the use of multiple initialisation dates but further work is needed to create realistic initial conditions
for the atmosphere.

This work adds to existing attribution studies of storms (Lackmann 2015, Takayabu et al 2015, Ginesta
et al 2022, Reed et al 2022) by introducing a method to reliably look at one specific event with well-defined
climate forcings. Results are consistent with previous studies which found an increase in the intensity of
winds in extreme midlatitude storms. Our study demonstrates that forecast-based attribution is a promising
approach to studying the impact of climate change on dynamically driven events, which are typically more
challenging to assess due to the current limitations of their representation within climate models.

Our results are important for a wide range of stakeholders in insurance, policy making, emergency
management and adaptation planning. Although here we have examined a single high-impact event, and so
results are not applicable to ETCs in general, the magnitude of some of the attributable changes we have
found, suggests that it may be important to consider increasing wind design thresholds for future
infrastructure developments.
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