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Abstract—Joint sensing and communication (JSAC) is re-
garded as a promising technology for future networks, which
can reuse most devices of the systems in sensing and com-
munication (S&C) and reduces the cost in terms of power
and spectrum (P&S) critically. The current research considers
the P&S allocation of S&C separately and then discusses the
performance from different aspects. However, as an integrated
system, the allocation strategy of P&S allocation affects the
joint performance significantly. In this article, we use tools
from stochastic geometry to study the coverage performance
considering the trade-off of P&S allocation for JSAC with
the principle requirements of small distance resolution (SDR)
in sensing and high data rate (HDR) in communication. In
particular, we model the locations of user equipment (UE) and
base stations (BSs) as two different Poisson Point Processes and
allocate P&S at BSs with two independent ratios. The sensing
system will detect the surrounding environment and obtain UE
positions. After that, an adaptive beamwidth for beamforming
technology is applied in communication, which can save energy
effectively. First, we introduce the distance resolution in sensing
and special channel models in S&C with a high frequency. Then,
considering the proposed system model, we separately model
the interference in S&C. Further, the joint coverage probability
(CP) of JSAC is derived as a function of densities of UE and
BSs, required HDR and SDR, and allocation ratios of P&S.
Finally, We draw multiple valuable system-level insights from
the proposed analysis. For instance, we show that the SDR and
HDR are the two main constraints to the maximum achievable
CP with optimized allocations of P&S. Furthermore, we show
that different densities of BSs should be considered in various
scenarios. The revealed relationship between the densities of UE
and BSs can be taken as a reference in practical applications.

Index Terms—Joint sensing and communication, Stochastic
geometry, Coverage probability, Trade-off, Power allocation,
Spectrum allocation, Adaptive beamwidth.

I. INTRODUCTION
A. Motivation

Current communications and localization systems, such as
the fifth-generation (5G) communication network and the
target detection/localization/navigation system with radar or
lidar, tend to be independent. With the development of com-
munication using high frequency (mmWave or THz) [1], [2],
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the spectrum overlaps between communication and detec-
tion. Considering the units involved in the two systems, like
amplification, filter, etc., communication and detection share
the same devices and similar technologies at a certain level.
Besides that, if information on detection and communication
systems can be mutually used, extra gains can be achieved
[3], [4]. Naturally, combining sensing (detection/localization)
and communication (S&C) into one system to reduce the cost
of the device was proposed, which is named joint sensing
and communication (JSAC) or integrated sensing and com-
munication (ISAC). In the past few years, JSAC has attracted
a lot of attention in the next-generation network from both
academia and industry [5]-[9]. Thinking from another angle,
the high-frequency S&C leads to a small coverage range,
which means a high density of base stations (BSs) is required.
Given that the application scenarios that use S&C relatively
cover large areas, the amount of BSs required is significant. In
this way, the adhibition of JSAC can lead to substantial cost
savings, including the cost of the hardware device, energy, and
spectrum [4], [10], [11].

Since cost-saving is pivotal in JSAC, the allocation of P&S
and the density of nodes, including densities of user equipment
(UE) and BSs, need to be paid extra attention. In the existing
literature, some of the works focus on the performance of
JSAC, such as throughput, and beamforming design, to name
a few [12]-[17]. However, few works focus on the coverage
performance of JSAC in a practical application scenario,
especially from a statistical point of view, to analyze the
coverage performance considering the joint properties in terms
of P&S. To the best of our knowledge, this is the first work
to analyze the coverage performance of JSAC considering the
allocations of P&S, reveal the effects made by the various
densities of UE and BSs, and explore the gain achieved by
S&C. More details about the contributions of this article will
be presented in Sec. I-C. First, we enlist the related work in
the next subsection.

B. Related work

In this subsection, we discuss the most related works
in literature, which can be categorized into: (i) stochastic
geometry-based design and analysis of JSAC, (ii) performance
trade-off in JSAC.

Stochastic geometry-based design and analysis of JSAC.
The fluctuation of the target radar cross-section (RCS) is



modeled in [18], where mmWave radar is applied to detect the
vehicles on a practical bi-directional multi-lane road. Vehicle-
to-vehicle interference and the beamwidth of the radar signal
are considered. The analysis results reveal that the charac-
teristics of radar affect the target ranging performance a lot.
A mathematical framework is proposed in [19] to characterize
the JSAC coverage probability (CP) and ergodic capacity. BSs,
UE, and sensing targets (STs) are involved in the proposed
framework. An information-theoretic formulation of radar
tracking is employed, and a shared multicarrier waveform and
analog beamforming are used to analyze the downlink S&C
coverage and capacity. In [20], BSs, UE, radars, and targets
are involved in constructing JSAC. A bistatic target-sensing
process is characterized where a straight signal transmitted
by BS is received by the radar, and an echo signal (which
is transmitted by the BS) reflected by the target is received
by the radar. Fusion analysis of the straight and the echo
signals is achieved at the side of the radar in order to localize
the target. Authors in [21] analyze the average cooperative
detection range in the application scenarios of JSAC. Different
numbers of vehicles with sensing and communication devices
are placed randomly. The sensing range and communication
range are given. Hence, the average overlaps of the sensing
and communication regions can be calculated in different sce-
narios, such as two vehicles, three vehicles, and more. Authors
in [22] consider an automotive scenario including a two-lane
road with vehicles and smart traffic lights. All the vehicles
and traffic lights are equipped with a dual-function radar and
communication system. Multiple metrics are considered to
evaluate the performance of JSAC, such as communication CP,
radar false alarm probability, radar detection probability, radar
success probability, joint radar detection and communication
CP, and joint radar success and communication CP. In [23],
multi-radar cooperative detection is proposed to expand the
detection region. At the same time, communication links
between radars are established. In the application scenario,
all the radars are divided into different tiers. In each tier,
one of the radars will be selected as the fusion center. Other
radars in the same tier will detect the target, collect the
information about the target, and then transmit the gathered
information to the fusion center. Power allocation for radar
detection and communication is considered. The cooperative
detection region of the multi-radar is analyzed since there
will be some overlap detection regions for different radars.
From [19] to [23], authors notice the necessity of stochastic
geometry to model the randomness of nodes, including UE,
BSs, and targets, and design different models for various
application scenarios, and then analyze the proposed JSAC.
However, in all the discussed literature, the characteristics of
”Joint/Integrated” are not presented, and the trade-off between
sensing and communication is not considered, which is one
of the most critical characteristics of JSAC. Authors in [24]
divide the network area into hexagonal cells, and a joint
radar and communication node is placed at the cell centers.
Stochastic geometry is applied to describe the nodes’ location,
including base stations and mobile users. Communication
coverage and radar detection probabilities, as well as the
throughput, are analyzed.

Performance trade-off in JSAC. Authors in [25] apply pulse
radars in a network for target detection and data exchange.
The two functions share the same wireless channel. Based on
stochastic geometry tools, radar detection range and network
throughput are studied. Particularly, the time-division method
is applied. Pulse radars share a common bandwidth, and each
of them operates in turn in radar mode (detect targets) and in
communication mode (data exchange). The timeline is slotted,
and pulse radars access the shared channel following a slotted
ALOHA policy. In [26], effects over the network throughput
made by time trade-off are analyzed in JSAC. Parameters
involved in radar sensing using pulse signals, such as the
exploitation duty cycle, the radar bandwidth, the transmit
power, and the pulse repetition interval, are considered. A
bistatic sensing model is considered in [26], where the BS
transmits the sensing or communication signal with a time
division schedule. The mobile user (sensing target) will reflect
the sensing signal to the receiver, which is also the receiver
of communication. Authors in [27], [28] analyze the trade-off
of power between S&C and propose a unified passive radar
and communication system. Constrained by the total power,
the probability of detection is maximized while satisfying
the information rate required by the communication receiver.
Although, in the mentioned literature, the performance trade-
off in JSAC is discussed at a certain level, the gains of JSAC
are not explored to the end. Besides the trade-off, the gain
obtained by S&C from joint operation should be considered.

C. Contributions

In this article, we use tools from stochastic geometry to
analyze the coverage performance of JSAC, considering the
trade-off of power and spectrum (P&S), achieving extra gains
of S&C from joint operation while satisfying the requirements
of small distance resolution (SDR) in sensing and high data
rate (HDR) in communication. We study the ergodic optimized
allocation of P&S and effects made by various densities of UE
and BSs. The contributions are presented as follows.

o We propose a framework that takes joint consideration
of the P&S into coverage performance analysis in JSAC
while considering the requirements of distance resolution
in sensing and data rate in communication.

o We investigate the potential gains obtained from in-
formation sharing among sensing and communication
systems. With the assistance of sensing, beamforming
technology can be applied in communication, and an
adaptive beamwidth strategy is designed to improve the
energy efficiency of communication based on the location
information provided by the sensing system.

o Assisted by the derived performance metrics and the
numerical results, we draw various system-level insights.
For instance, considering a given density of the UE, with
the ergodic optimized allocation of P&S, the density of
BSs can be optimized to achieve the best CP. When we do
not have enough resources, including P&S, suggestions
are provided on which SDR or HDR should be sacrificed
first.



The remainder of this article is organized as follows. In Sec.
II, we give a brief background on JSAC, including the distance
resolution in the target sensing and the channel models for
S&C separately. In Sec. III, the structure of the joint system, as
well as the interference in S&C scenarios, and the allocation
of energy and spectrum, are discussed in detail. In Sec. 1V,
the CPs of sensing, communication, and JSAC are calculated.
Numerical results generated by Monte-Carlo simulations are
illustrated in Sec. V to corroborate the proposed analysis and
insights. Finally, Sec. VI concludes this article and discusses
some future work.

The Notations used in this paper are explained in Table I.

TABLE I: Table of Notations and Descriptions.

Notation Description
P, B The total transmit power and bandwidth
Ybs, Vst Vsct Densities of BS, ST, and SCT
d res Maximum distance resolution in sensing
Gs,ts Gs,r Antenna gains at transmitter and receiver
Psts Pst,i Radar cross section
T. Duration time of the chirp signal
N The number of chirps
jol Noise ﬁgure'at the 'receive antenna
in sensing
T com Minimum data rate in communication
Lgas + Lrain Path loss for gas and rain
Ladds Limp Additional loss and implementation loss
Cy The cover diameter in communication
Ny Noise power spectral density
Jeb Beamforming gain in communication

II. BACKGROUND

In JSAC, radar detection and high-frequency communica-
tion are applied. In this article, we take the bandwidth of 77
GHz to 81 GHz into the analysis process. Considering the
different characteristics of millimeter waves, a background of
the distance resolution of radar detection and channel models
for S&C are introduced.

A. Distance resolution in target sensing

In JSAC, to achieve SDR, a normal Frequency-Modulated
Continuous-Wave (FMCW, which is also named a chirp signal)
is transmitted by a BS, which can be shown in Fig. 1 as the
blue line. The start frequency is fj, the bandwidth is By, the
chirp time is T, so the slope of the spectrum is S = ?f . When
the chirp signal from the transmitter touches some tarcgets, the
signal will be reflected back to the transmitter, the BS, for
example, the red line (Target 1), the green line (Target 2),
and the manganese line (Target 7). t1, t2, and t; mean the
different time delays created by the distance between the BS
and different targets. Based on Fig. 1, we know that multiple
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Fig. 1: A normal Frequency-Modulated Continuous-Wave.

targets can be sensed by BS easily, and the distance resolution
can be derived as follows.

For the transmitted signal, we can model it as:

rps = sin (27(fo + St)t + o), 0<t<T.. (1)
For the echo signal from target 1, we can model it as:
wp, =sin (2n(f1 + St)t+¢1), 1 <t<t;+T.. ()

At the same time as BS transmits the sensing signal, the
transmitted signal will be sent to the mixer. When the BS
receives the echo signal from target 1, the received signal will
also be sent to the mixer, and then we can get the intermediate
frequency (IF) signal as follows:

zp =sin (27(|fo — fil)t + (do — ¢1)), t1 <t <T.. (3)
Hence, the frequency of the IF signal, |fo — f1| = S X 1, is
a constant that is directly proportional to the time delay (i.e.,
the distance between BS and target 1). Hence, the distance
between the BS and the target can be calculated as follows:

dl = 0.5Ct1, (4)
where ¢ = 3 x 10® m/s. Normally, in the detection system, the
receiver antenna is an array. Hence, multiple distances (from

each antenna in the array) to the target can be achieved, and
then the target’s location can be calculated.

Regarding the multi-target scenario, distance resolution
must be considered, which means the minimum distance
difference between two targets that makes the distinction
between the two targets possible. We can assume that target
2 is slightly further away from BS than target 1. In reference
to the IF signal frequency in (3), the difference in frequency
between the IF signals of target 1 and target 2 is |f1 — fa|.
Let Af =|f; — f2| and we can have

Af:SxAt:szA?d, (5)
where S is the slope of the spectrum, Ad is the distance
between target 1 and target 2. Since the time difference
includes forward and backward times, 2Ad is considered.
Recall the theory of Fourier transforms. There will be a
minimum observation time if we want to distinguish two
sinusoidal signals with different frequencies. Hence, we have

S2Ad 1

>
C Tc—tl
= Ad >

c - cT, - cT..

QS(TC - tl) N QBS(TC - tl) N QBS(TC — %),
where d; is the distance between BS and target 1. Hence, we
can have the distance resolution in sensing at a distance d




away from the BS as:
_ cT,
 2B,(T. — 22)’

ds,res (d)

Considering the link in JSAC, the BS can transmit sensing
and communication signals to the targets around it. In terms of
sensing, BS can broadcast the sensing signal (FMCW signal)
and receive the echo from the targets, and then it can obtain the
locations of surrounding targets, which are noted as sensing
targets. It should be marked that with the increase of the
sensing distance, the distance resolution, ds ¢4, increases. The
coverage performance of sensing and distance resolution is
related to the allocated bandwidth.

(6)

B. Channel model for target sensing

A radar is used for target sensing, and as shown in [29], the
received power at the target can be written as
Bo(D)= TR L, )
where P, is the transmit power for target sensing, gs; =
1001Gs Gy, is the gain of the transmit antenna with the
unit of dB, p is the radar cross-section (RCS), D is the sensing
distance between the radar and the target, A, is the effective
area of the receiving antenna that collects a portion of the echo
power returned to the radar. According to the antenna theory
[29], there is a relation between the gain g, , of the receiving
antenna and its effective area A, whichis g, , = 47;’36 , Where
gs.r = 10%1Cr G . is the gain of the receive antenna with
the unit of dB, A is the wavelength of the sensing signal.
Hence, based on the characteristics of FMCW, we can have
the sensing model as

Ps,tgs,t P gs,r)\2

Por(D) = 4nD? 4mD? 4T NIH,, ®
where IV is the amount of the chirp in a frame of the sensing
signal, T, is the duration time of the chirp signal (as shown
in Fig.1), H, is the channel fading, which is subject to an
exponential distribution.

The thermal noise power at the receiver antenna can be
written as [29] n, = KTy B F,, where K = 1.380649x 10723
m?-kg-s~2.K~! is the Boltzmann’s constant, Ty is the standard
temperature of 290 K, B, is the bandwidth for sensing, and
F, is the noise figure of the receiver antenna.

C. Channel model for communication

Since high frequency is used for communication in JSAC,
the communication range will be very short compared with
other normal radio-frequency communications. Hence, the
normal free space wireless communication channel model is
inapplicable. Another channel model that can be used for
short-range outdoor radiocommunication system is proposed
by the International Telecommunication Union (ITU). Rec-
ommended by [30]-[32], the path loss for the millimeter-wave
propagation at frequencies above 10 GHz in the outdoor short-
range field (<1 km) can be written as:

Lios =20log f — 28 + 19log R + Lgas + Lyain dB, (9)

where f is in MHz, R is the propagation distance, L4,s and
L,qin are attenuation by gases and by rain. According to

[31], [32], Lgas and L;q;p are independent of the propagation
distance and only related to the signal frequency. Hence,
for simplicity, without any influence on the analysis results,
we can set Lgqs and L., as the atmospheric absorption
with a given value which is widely used [33]-[35]. In this
paper, we assume Lg,s + Lrqin = 2 dB. Besides that, in
mmWave communication with a frequency of around 70 GHz,
additional loss and implementation loss should be considered
[36], which will be indicated as Lqqq and L, in dB. For
simplification, L is denoted as the summation of Lgy4s, Lrain,
Lagq, and L;p,,. Hence, we can have the channel model for
the communication in JSAC as -
P.; x 10°°H_.g.

Per(R) = s o
where P, is the transmit power in communication, H,. is
the channel fading gain, which is subject to an exponential
distribution, and g.; is the gain of beamforming.

(10)

III. SYSTEM MODEL
A. Structure of the joint system

The considered application scenario for JSAC is shown in
Fig.2. It should be in the center of a city or an area where
many BSs can be placed, and a lot of UE can be served. To
achieve a more intuitive mathematical analysis, the application
scenario can be modeled as shown in Fig.3, and the UE
is categorized into: sensing targets (STs) and sensing-and-
communication targets (SCTs). The JSAC is achieved by BSs,
which can detect the surrounding environment and collect
location information from targets, including STs and SCTs,
and transmit data to SCTs. In Fig. 3, D, is the sensing range
of the BS, and R, is the communication range between the
SCT and the BS. Another pair of parameters considered in
JSAC is the distance resolution in sensing and the data rate
in communication, which are indicated as Dy ,¢s and R com.
In this paper, we propose to analyze the joint CP considering
a restriction of a given maximum distance resolution d in

4 i
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sensing and a given minimum data rate r;wm in communi-
cation.

4 Base station (BS)

@ User equipment (UE)

Fig. 2: Application scenario of JSAC.

Hence, we can have the joint CP with the given requirements
of SDR and HDR as follows.

Pj,cov = P[SCNRS > Tsy Ds,res < d/

s,res?

SINR. > 7|, (11)



where SINR. is the signal-to-interference and noise ratio in
communication, 7. is the threshold for decoding in commu-
nication which is achieved by the required minimum data
rate 7 .,,» which will be discussed in detail later, SCNR; is
signal-to-clutter and noise ratio in sensing, 7, is the threshold
for target detection in sensing, d .., is the given maximum
distance resolution for sensing. We model the locations of
BSs, STs, and SCTs using three independent homogeneous
Poisson Point Processes (PPPs), with densities 5, ¥st, and

Ysct, Tespectively.

Beamforming
() communication

)
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Fig. 3: System model for the JSAC.

B. Interference in the sensing

Considering the interference in sensing, which is elaborated
in Fig. 4, on the side of a particular BS, BSy, which is detecting
a tagged STy, the interference signal can be classified into
three parts: 1) the interference signal coming from other BSs
(BS; in Fig.4), which can be divided into two parts, direct-
path breakthrough signal and import-clutter signal; 2) the
interference signal made by other STs (ST;,7 = 1,2,3,---,
in Fig.4), which comes from the BS, arrive at ST;, and then
reflected again by ST; to the BSy, which can be named as
the self-clutter signal; 3) clutter signals made by the reflection
of the surrounding environment (not highlighted in Fig. 4),
like ground, atmospheric gases, rain, etc. Regarding the signal
BSy-ST;-BSp, which is the desired signal related to sensing
target ST; at BSy, it is similar to the blue lines (dash and
solid lines, which is the desired signal related to sensing target
STy at BSp) in Fig. 4. In the sensing scenario, distinguishing
between different targets (different reflected signals) is related
to the multi-target detection performance of FMCW radar. The
critical point for the multi-target detection performance is the
distance resolution, which is explained in Section II-A, and
we will also explore the effect of the distance resolution on
the final coverage performance in this paper.

According to the IEEE standards for radar [37], the direct-
path breakthrough signal can be filtered by a clutter filter group
or filter bank based on the different Doppler shifts. So, we

Desired signak- .«

Dyj e

/ Dp i
¢ . W \
Import-clutter signal®’\

BSJ ot
. v . BS,
Direct-path breakthrough signal

Fig. 4: Interfering model for sensing in JSAC.

can ignore the effects made by the direct-path breakthrough
signal. Regarding the difference in the Doppler shifts between
the desired signal and the self-clutter signal. Since the moving
directions of ST; and STy are independently random, we
can not distinguish the final Doppler shifts in the self-clutter
signal and the desired signal. Hence, the self-clutter can not
be rejected by the clutter filters, and it will be considered in
the analysis. In a small range of detection areas with high
densities of BSs and targets, the strength of the clutter caused
by the surrounding environment (the third kind of interference)
is small compared with the other two types of interference. In
this paper, we focus on the first two sources of interferences
(named import-clutter and self-clutter) and assume the third
one as a given value in dB. Besides that, thermal noise is also
considered.

Distances between BSy and each interference resource are
shown in Fig.4. Based on the sensing model in (8), we can
have interference in the sensing link as

Ps tds,t Pst gsxr)\2
C, = (12 "2 NT.H ;)
Z 47rD§j . 47TDth 47 J

j=1,2,
Ps t9s,;t  Pst,i Pst  YGs 7’)\2
+ ( ) ) ) i NTCHS’i>
i:§... 47TDE7” 477D?i,t 477Df7b 47
£ s,1 + Cs,?a (12)

where H ; and H; are channel fading which subject expo-
nential distributions, C ; indicates the interference caused by
the import-clutter signal, and C; o indicates the interference
caused by the self-clutter signal.

C. Adaptive beamwidth in communication

In terms of communication, BS can transmit data to the
surrounding SCTs. Since the locations of SCTs are achieved
by BS via sensing, beamforming technology can be used while
the beam width is indicated as §. The communication between
BS and the SCT is shown in Fig.5. To ensure that the SCT
will be covered by the BS with high energy efficiency, the
beamwidth 6 is decided by the distance between the SCT and
BS, Ry,;. We assume that all the SCTs will be covered by a
coverage diameter C';. Hence, we can have the relationship
between 0, Ry ¢, and Cy as:

Cq
7 )- (13)

0
Cy=2Rptan(=) = 6 = 2arctan(
’ 2 2Ryt



BS

~
N
¢
S amm—
| ‘
o

Fig. 5: Beamwidth and cover diameter of the BS.

D. Interference in the communication

Considering commonly used orthogonal multiple access
techniques such as time division or frequency division, we
assume no interference between different links related to
different SCTs that are connected to the same tagged BS. On
the side of SCTs, the interference comes from other BSs, and
we know that all the interfering BSs are further than the tagged
BS to the SCT.

The interference model in communication is shown in
Fig. 6, BSy is communicating with its desired target SCTy,
and BS; is communicating with its desired target SCT;, j =
1,2,3,---. All the BSs have their own beamwidth, indicated
as 6 or 0, based on their desired communication distance Ry, ;
or Ry; ;. Since all the targets will build communication links
with the nearest BS, we have R ; < Ry;:, where Ry ¢ is the
distance between SCTj and the interfering BS, BS;. Based on
(13), we can have the expression of the beamwidth of BS; as

0; =2 arctan(QR(’;?t ).
7,17

BS, BS
Fig. 6: Interfering model for communication in JSAC.

Based on the structure in Fig. 6, we can have the interference
probability of BS;, which is the probability of the signal
transmitted from BS; to its desired target SCT; causing an
interference at SCT(, shown as:

C
0, arctan(QRb;?vtj)

Agj=t = , (14)

2 T
where 0; is the beamwidth of the j-th interfering BS. Hence,
we can have interference in the communication link as

Ic = Z Pc,r,j(ij,t)v

j:172’...
where P, . ;(Ry;,¢) is the received interference power of the j-
th interfering BS, which is a function of the distance between
the interfering BS, BS;, and SCT, and will be discussed in
detail later.

5)

E. Allocation of energy and spectrum between sensing and
communication

Constrained by the total transmit power P; and bandwidth
B, the trade-off of the two resources must be considered in

the joint analysis of JSAC. In this paper, two independent
parameters are set to describe the allocation of P&S. We have

P, =P+ Pi=nP+(1-nk
where B, and P;; are the allocated bandwidth and transmit
power for sensing, respectively, and B. and P.; are the
allocated bandwidth and transmit power for communication,
respectively. Regarding the spectrum allocation, the first uB
part of the bandwidth will be allocated to sensing, and the
remaining part will be used for communication.

; (16)

IV. COVERAGE PROBABILITY IN JOINT SENSING AND
COMMUNICATION

We introduced the joint CP of JSAC in (11), which will
be derived in Theorem 3 later in this section. But first, it is
required to compute the CP separately for each sensing and
communication as an intermediate step to compute (14). The
separate CPs of sensing and communication are given as:

Py cov = P[SCNRs > T3], Prcov = P[SINR. > 7.]. (17)

A. Analysis of the sensing link
Considering the model introduced in Section II, we can have

Ps,r(Dt,b)
Cs + KTyB,F,

2
gs‘r(f NT.H.
4nD}, 4nD}, Anf2 o8

Ps,cov = P[SCNRS > TS] = [P)[ > Ts]

Ps,t,gs,t Pst

=P > Ts
[ Cs + KTOBan k }
Ps.tgsit  per  Gs.arC>
=FE [P[ AnDP, 4nDi, Amf3 i > 74| Dyy =d ”
Dey C.+ KTyB.F, e

Ps19st  pst  gs.rCo
dmd}, 4mdi, Amf2 NT.H

Cs + KTyBsF,

e
- / P
0

X D, (dep)ddsp

> Ts|Dt,b = dt,b}

mox
(a) b0 7,(Cs + KTy B, F,,
- / ]P)[Hs = Pejf(]e tgs rﬂstczo —4 1) |Dt’b = dt7b]
0 Wdt,b NT,
X 27yt exp(—Tpsdy ) dde b, (18)

where step (a) results from the well-known contact distance
distribution of PPP [38], [39], which gives the PDF of the
nearest distance in the homogeneous PPP as fp,,(dip) =
27yps Dy exp(fﬂ’ybsdib), P, is the transmit power for
sensing, D, ; is the distance between STy and BSy, g, and
gs, are gains of the transmitting and the receiving antennas,
¢ = 3x10® m/s is the light speed, p,; is the radar cross section
(RCS) on the ST, f; is the center frequency of chirp ramp, NV
is the number of the transmitted chirps in a frame, 7, is the
duration time of the chirp which is made by the FMCW radar,
K is the Boltzmann constant, 7T} is the standard temperature,
B, is the bandwidth for sensing, F;, is the noise figure, Cy is
the total clutter signal power given in (12), 7, is the threshold
for the target sensing.

Remark 1. Based on the derivation in (18), we can see that
if the bandwidth allocated to sensing increases, the sensing
CP will decrease; if the power allocated to sensing increases,



the sensing CP will be improved. For instance, from the
perspective of energy resources, communication and sensing
compete with each other, but there is no competition for
bandwidth resources (communication hopes to obtain more
bandwidth). However, more constraints will be given by the
requirement of distance resolution later, and more remarks
will be given. Furthermore, all of them will be revealed in the
simulation section.

Given that H, ~ exp(1), the inner probability term of (18)
can be further simplified as
Ts(Cs + KTOBan)

dip
Ps,t!](Z;_g]gf?l)spC2 d74NT ‘ ]

75(Cs + KTy B F,)
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X [’Cs,z (Ts(PS,tgs,tgs,rpstC2NTc)71 (477)3f3d21,b)7 (19)

where L¢, , (-) and L¢, , (+) are the clutter Laplace transforms,
which are computed in the following lines.

P[H, >

Covdus]]

In the following, we will calculate the Laplace transform of
Cs,1 and C o separately (Cs 1 and Cj o are shown in (12)).

1) Laplace transform of Cs 1:
Le, ,(s) = E[exp(=sCs1)|Dep = dip)

Ps tgs t pst
=E[exp(— (
j:§_ 47‘(‘ng . 47er7b

X NT.H, ;)| Dy = duy)]
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=K _ ) ) ’
[, H eXp( S47TD§»t47rDt2b 47
Jj=1,2,--- 75 5
X NTcHs,j) |Dt,b = dt,b] .
Based on the fact that H, ;,7 = 1,2,--- are independent,

we can move the expectation with respect to H, ; inside the
multiplication and we can have

Gor N2
47

PS S,
Lo, [ H EHS J exp 47rlt)g2 t
j=1,2, bj,t
Pst Gs,r A
R )
Pb S,
® exp ( — Vbs / (1 —Epg, [exp( S ;g
R2 bj,t
st gsoN
o SN D = ]}

where step (b) results from applying probability generating
functional (PGFL) of PPP [38], and x is the locations of the
interfering BSs, BS;.

Since we know that the distance between the BS; and STy is
bigger than the distance between BSy and STo, Dy; ¢ > Dy ;.
Employing a transformation to polar coordinates, we can get

Lc, ,(s) =exp ( — 27 Yps /
b

max
bt

(1 —En, [exp(—

dp,t
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doe 1457 4#51%],; 47€d%’b EEENT) !

where step (c) follows from the fact that Hy ; is exponentially
distributed, and dy3%" is the maximum communication distance
for the outdoor short range field as described before (9).
Hence, we can have the Laplace transform of Cj; in (19),

ACCSJ (Ts (Ps,tgsitgs rpstCQNTc)_l(élﬂ-)gfst?,b)

gmax

bj,t 7-
= exp ( - 27771)5 / (7

do: Ts+ (ddi],;)
2) Laplace transform of Cs o:
Lc,,(s)= E[QXP(—SCs,z)’Dt,b = dy ]

:E[exp(—

)dbj tddbj t) (20)
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Based on the fact that H;,¢ = 1,2,--- are independent,
we can move the expectation with respect to H, ; inside the
multiplication, and we can have

Pé tgb t pst 7
c { D
o, H ..; [exp(= *4rD},, 4xDZ,,
i=1,2,- 2
Pst gs r)\
9512 NT.H, )| Dyy = d }
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As shown in Fig.7, we can have the relationship between
Dy ti, Dtit, and Dy as

Dy = Diy + Dy = 2DepDyiecos(),  (22)

where D,; and ¢ are independent and fp,,(dip) =

27 b5y b eXP(—Tpsd7 ), f(¥) = 5, 0 < < 2.
Hence, we can have

Le,, [ H En,,[exp(—
i=1,2,---
Ps,tgs,t

X
Am(d7y, + D7 — 2dyp Dyi g cos(¢)))
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Fig. 7: Relationships between Dy, 4, Dy; ¢, Dy, and 2.
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where step (d) applying PGFL of PPP [38], x is the locations
of the STs involved in self-clutter, ST;, and d}3%* is the max-
imum communication distance for outdoor short-range field
as described before (9), step (e) is calculated in (24) (at the
top of next page). In (24), step(f) results from the exponential
function. Hence, we can have the Laplace transform of C; o,

EC (9( s,t9s,t9s,rPstC NT) (47")3f32d%,b)

2m pd
= eXp — Vst / /

X (

dy; 1ddy; ).
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Pst, 1df,b

Ts

(23)

Using the Laplace transform over Cs ; and C 2 in (20) and
(23), we can calculate (19) as
75(Cs + KTy B F,)

[P[HS S = ‘ t b]
Pestesgiaperd® HINT,
— oxp (~ T KTo By Fu(Py 1gs 195 pst > NT.) ™ (47)3 £2d1,)
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(27)

Substituting for (27) into (18), we can have the final
expression of the CP of the sensing link in JSAC.

Theorem 1. The probability of sensing coverage in JSAC is

qmax

Ps cov = P[SCNR; > 7] :/ ~ P[H, > > Ts
0
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B. Analysis of the communication link

Based on the communication channel in (10), the CP of
the communication in JSAC between the tagged BSy and the
target SCTy at a random distance Ry ; is

P, coy = P[SINR, > 7]

Py (Ryy) e
[ﬁ>%] =P[= b;\foBmLIc > 7]
%Hcgqb
= Er,, [P[ MBI TR ]|
i %HCQC,Z)
N A d NOBC + 1. = Tc|rbvt]be.t(Tb,t)dTb,t

max

Tht
- / P[H. > 7e(NoB. + L) f2ri
0

x Pl 100 =28 gy ] (re)drn g, (29)

where /™ is the maximum communication distance for the
outdoor short-range field as described before (9), P, ; is the
transmit power of communication, I? ; is the distance between
BSy and SCTy, which is the nearest distance in PPP and
TRy, (Tbyt) = 2TYpsThe exp(—w*ybsrat), H. is the exponen-
tially distributed fading gain of the channel, g.;, = 100-1Gce
where G, is the beamforming gain of communication in
dB, f. is the center frequency, N, is the power spectral
density of noise in communication, B, is the bandwidth used
for communication, I. is the total interference power, 7. is
the minimum required SINR threshold to ensure successful
connection.

Remark 2. The communication model is more like a cellular
network rather than an ad-hoc network. The end-user will
communicate with the nearest BS. Shown as the second line in
(29), we can see that when the density of BS 7y increases, the
total interference I. will increase. Meanwhile, the communi-
cation distance between the BS and end-user decreases, which
is also indicated in the distribution of the communication
distance, fr,,(ryi) = 2TYpsTb,e exp(fwybsrit). Hence, we
can expect that the communication coverage probability will
not reach 0 asymptotically as the density vps goes to infinity,
which will also be revealed in the simulation part.

Given the fact that H, ~ exp(1), the inner probability term
of (29) can be further simplified as
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where L (-) is the interference Laplace transform, which is
computed as follows.

Based on the communication channel in (10), we can have

c ]-0 Hc Ge,b
Z Perj(Bojit) = Z 2t 19 Ole
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Computing the Laplace transform of ., we get
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= E[ H exp (7310(2'8*0'1“)
J=1,2,
Based on the fact that H. ;,j = 1,2,--- are independent,

we can move the expectation with respect to H, ; inside the
multiplication, and we can have
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Considering the fact that each BS has an interfering probability
with SCTy of A, ; (due to beamforming) and applying PGFL
of PPP, we get

Lr.(s) @ eXP(*’YbsAc,j/ (leHc[exp(—
]R2

X 10(2-8*0'1“)Pc,thQTln_j,lngcgc,b)} )dx),

where step (g) results from applying PGFL of PPP [38], and
x is the locations of the interfering base stations, BS;.

Since we know that the distance between the BS; and SCT
is bigger than the distance between BSy and SCTy, Rp;; >
Ry +. Employing a transformation to polar coordinates, we can
get

max
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where Thit is the maximum communication distance for the
)

outdoor short-range field as described before (9). Since H., ; ~
exp(1l), the moment generating function of an exponential
random variable can be applied, and L_(s) can be calculated
as
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where step (h) follows from the fact that H. is exponentially
distributed. Hence, we can have the Laplace transform of I,
in (30) as
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With the Laplace transform of /. in (33),4 we can get (30) as
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Taking the interference probability A, ; in (14) into consid-
eration and the expectation over Ry, ;, we can have
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where fr,, . (Tbjtj) = 2TVsctThjtj €XP(—TYsctTh; ), and

r{f;at’; is the maximum communication distance for outdoor



short-range field as described before (9).
Substituting for (34) into (29), we can have the final
expression of the CP of the communication link in JSAC.

The communication CP in JSAC is

max

bt
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0

Theorem 2.
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C. Constraints of SDR and HDR

Considering principle requirements in JSAC, an SDR and
an HDR are desired. According to the relationship between
power, spectrum, and distance resolution in Section II, we have

cT,

s,res — T 5D, L > d/sres
" 2By(T, - 2Pr)
cT,
D T — —
= Dy < 5 B,

s,res
where df .., is the desired SDR in sensing. Considering the
requirement of data rate in communication, we will replace
the threshold 7. with a given HDR, 77, ,,,. According to the
well-known Shannon-Hartley theorem, we can have

r, com

B.logy(1+7.) = 7. =27 B¢

/

7nc,com

—1.  (36)

Remark 3. As derived in this sub-section, we can find that if
the SDR is required, a bigger allocated bandwidth is desired
for sensing, which will compete with the communication for
bandwidth resources. Besides that, The HDR in communica-
tion will also require more bandwidth, which is shown in (36)
with a given 7.

D. Joint analysis of JSAC

According to the previous derivation results, considering the
constraints of SDR and transforming the decoding threshold
in communication 7, into the constraint of HDR, the final
expression of the joint CP in JSAC can be given as follows.

Theorem 3. The joint CP of JSAC is derived as
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where d;’b = min (d;nfx, S(Te — 3B L, Cg ))
Proof. See Appendix A. O

With the final expression of the joint CP in JSAC, we will
verify the correctness of the analysis and obtain some system-
level insights from the analysis results in the following section.

V. NUMERICAL AND SIMULATION RESULTS

In this section, we provide the numerical results for the ex-
pressions derived throughout the paper. Before the presentation
of the results, the parameters used in the calculation are shown
in TableIl, and some other parameters are presented later for
different situations. All the Matlab related to this paper can
be found on GitHub [40].

TABLE II: Table of Notations and Abbreviations.

Notation Value
P, B, Cy 21 dBm' ", 4 GHz ", 10 m
st Gsrr PstsPsti | 10dB, 10 dB", 0.5, 0.5
T.. N, F, 40 ms, 1007, 13 dB""
Lgas + Lyain 0.7 dB/km" "
Ladda Limp 20 dB, 5dB
Nos eb 164 dB/Hz"", 29.2 dB"

In Fig.8, We plot the comparisons of the derived ex-
pression in Theorem 3 and the Monte-Carlo simulation. Re-
garding Fig. 8(a) and we have the parameters: Yst=sct=300
points’kkm?, 7,=0.01, d,,..=02 m, r, .,.=0.5 Gbps, u=
n=0.5. Regarding Fig. 8(b), we have the parameters: d’, res=0.2
m, p = n=0.5, vps=50 pomts/km s Yst="7sct=300 pomts/km2

Firstly, we can see that the analysis results match the simu-
lation results well, which confirms the validity of the analysis.
With the given parameters shown in Fig. 8(a), applying the
requirement of data rate instead of threshold in communica-
tion, we can see that the CPs increase with the increase of
the BS density. However, when the BS density increases to a
certain extent, improvement of the CPs is no longer noticeable,
which indicates the existence of an optimal value for the
density of BSs that maximizes coverage beyond which there
is no point in further increasing the density. The stabilization
of the communication coverage is consistent with Remark 2.
In Fig. 8(b), there are two x-axises. The top x-axis indicates
different values for the threshold in communication, and the
bottom x-axis indicates different values for the threshold in



sensing. We can observe that the two separate CPs in S&C and
the joint CP decrease with the increase of the two thresholds
in S&C almost linearly, which is expected. Furthermore, since
we know the joint coverage probability (CP) is the product
of communication CP and sensing CP, as can be observed
from Fig.8(b), we can get the insight that we should keep
communication and sensing CPs at a similar level to avoid
the cripple on the joint CP. It means we should take care of
the tradeoff for the resource allocation between sensing and
communication. In the following, we will show the tradeoff
between them and give insights about how to achieve the best
performance with limited resources. In the following figures, to
show the effects of the HDR in communication, the threshold
in communication will be replaced as the requirement of HDR
as discussed in (36).
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Fig. 8: Comparison of the analysis and the simulation results.

The ergodic optimizations over the allocations of P&S for
JSAC are shown in Fig.9 with other parameters specified in
the respective subfigure captions. First, we can observe that in
a particular scenario, we can obtain the best allocations of P&S
and achieve the best CP (the red star in the figures). Comparing
Fig.9(a) and Fig. 9(c) or Fig. 9(b) and Fig. 9(d), we can see that
the maximum CP always happened at the lower bound of band-
width in sensing which is related to the distance resolution, and
it indicates that if we can tolerate a higher resolution, a higher
CP might be achieved. Hence, we can have the insight that we
should not pursue the redundancy of resolution too much in

practical applications of JSAC (Generally speaking, when we
design application system parameters, we will retain a certain
amount of performance redundancy), since the preservation of
the redundancy in sensing will cripple the joint performance
of JSAC. Furthermore, comparing Fig.9(a) and Fig.9(b) or
Fig.9(c) and Fig.9(d), we observe that the improvement of
the optimized maximum CP is different. The improvement of
the maximum CP (the red stars) from Fig.9(a) to Fig.9(b)
is 0.84-0.73=0.11, and the improvement of the maximum CP
from Fig. 9(c) to Fig. 9(d) is 0.87-0.78=0.09. For that setup, we
can have the insight that if we want to improve the maximum
CP via increasing the SDR in sensing or decreasing the HDR
in communication, the latter option might be a better choice.
In Fig. 10, we plot the maximum CPs optimized over P&S
with different densities of targets (including ST and SCT) and
BSs. The four red stars in the four sub-figures are the four
maximum CPs in each figure, which indicates the biggest
CP that can be achieved with the related densities of the
targets and the BSs, for the set of parameters given in the
respective subfigure captions. Blue circles in the sub-figures
are the maximum CP of each row, which denotes that with
a given density of the targets, the best density of the BS
can be calculated to achieve the best CP. Observing the Blue
circles, we can find that with the increase of the target’s
density, the optimal BS density decreases. Insight can be given
that if there is some information about the target density
in practical application, the related optimal BS density can
be set. If there is no information on the target density in
practical application, the density of BS can be set as 150 to 200
points/km?. Observing the developments of the maximum CP
from Fig. 10(a) to Fig. 10(b) and from Fig. 10(c) to Fig. 10(d),
the improvements are 0.90-0.82=0.08 and 0.92-0.86=0.06.
Hence, the same insight can be obtained as indicated in Fig. 9.
When we try to lose distance resolution or data rate to achieve
a higher CP, the requirement of HDR can be released first.
Based on the ergodic optimizations over P&S and densities
of targets and BSs, the CP performance of JSAC with different
requirements of SDR and HSR are shown in Fig. 11(a). The
range of SDR is [0.05,0.3] meters, and the range of HDR
is [0.1,1] Gbps. As we can see, when the SDR is at a high
level (a big SDR), the improvement of SDR will not decrease
the joint CP critically. However, the improvement of HDR
affects the joint CP almost linearly. Hence, we can obtain the
insight that, constrained by the resources of P&S, if we want
to release the requirements of SDR or HDR to improve the
joint CP, with different situations, different choices should be
made. For instance, when HDR is 1 Gbps and SDR is 0.05,
releasing SDR to 0.1 will make a critical improvement on the
joint CP. When the HDR=1 Gbps and SDR is 0.1 or higher,
releasing HDR instead of SDR is a better option. Similarly,
we also give the relationship between coverage probability and
SDR under different HDRs in Fig. 11(b). We can clearly see
that when HDR is at a high level and SDR at a small level,
for example, HDR=1 Gbps, SDR=0.05 m, one step increase
of SDR will make a significant step improvement on the CP.
On the other hand, when the SDR is at a relatively high level,
for example, SDR=0.2 m, an increase in SDR will not make
a critical improvement on the CP, which means, in this case,
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Fig. 9: CPs with different constraints of SDR and HDR.

we should use limited resources to prioritize improving HDR
to obtain better improvement on CP.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have provided the first stochastic geometry-
based performance evaluation considering the trade-off of the
P&S between S&C in JSAC and achieved the ergodic opti-
mizations. We focused on a practical application scenario of
JSAC, where the densities of STs/SCTs and BS are involved.
The drawn system-level insights from the analytical result in
this paper can be beneficial for designing a practical applica-
tion of JSAC. For instance, we provided a helpful guideline
on the relationships between ST/SCT and BS densities. In
addition, we provided insights on the performance limitations
of the optimized CP, which can be a reference when the
resources of JSAC are limited. This work can be extended
in different directions. The design of the shared waveform
between S&C can be studied to allocate the limited spectrum
resources. The collaboration strategy of S&C can be studied
in order to explore the extra benefit that S&C can obtain.

APPENDIX
A. The joint CP of JSAC

Considering the constraints of SDR and HDR revealed in

Sec.IV-C, and taking Dy, < (7. — #) and 7. =

s,res

’

2~6." _ 1 into the calculation of the joint CP, we can have
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where 1(z < y) means indicator function (if the input, x < y,
is true, the output is 1, else, the output is 0), the step (j) regard-
ing the part (i) in (38) is calculated from the fact that SCNR,
is an integral function based on the range of D;; as shown
in Theorem 1, hence, the upper bounds of D, ; caused by the
SDR can be transformed as the upper bound of the integration

. . T,
shown in (28), d} ,, = min (", §(T, — —2Bscd;,m))'
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