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Abstract

We present some results in the union and sometimes in the intersection of combi-

natorics and number theory.
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Chapter 1

Introduction

This thesis comprises a collection of results in the fields of extremal graph theory,

combinatorial number theory, combinatorics of strings, hypothesis testing, additive

number theory, equidistribution, elementary number theory, and combinatorics of

sets.

We hope this thesis supports the notion that “different” areas of math are not

actually different, and that working on fundamental problems leads one to various

interesting areas of mathematics.

In Chapter 2, we study the following question: what is the maximum number of

triangles that a graph on n vertices can have, provided each vertex is adjacent to at

most d others? It is not too difficult to see that if n is a multiple of d + 1, then a

disjoint union of Kd+1’s (i.e., cliques on d + 1 vertices) is optimal. When n is not a

multiple of d+ 1, however, the question was wide open, with the conjectured optimal

graph being a disjoint union of as many Kd+1’s as possible, and then a clique on the

remaining vertices. The conjecture, due to Gan, Loh, and Sudakov, received some

attention with several interesting partial results. We resolve the conjecture. We do

so by establishing a general identity, valid for all graphs, that concerns the number

of triangles that a closed neighborhood intersects.

The answer resolves a conjecture of Gan, Loh, and Sudakov.

In Chapter 3, we study a random analogue of a conjecture of Gilbreath about the

prime numbers.

2 3 5 7 11 13 17

1 2 2 4 2 4

1 0 2 2 2
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1 2 0 0

1 2 0

1 2

1

To formulate Gilbreath’s conjecture, consider the sequence of prime numbers, in

increasing order. As the figure above indicates, we define a new sequence, where the

jth entry is the difference between the j+1st prime and the jth prime. In general, given

any sequence, we obtain a new one by replacing consecutive terms by the absolute

value of their difference: i.e., given (xn)∞n=1, we obtain (yn)∞n=1 := (|xn+1 − xn|)∞n=1,

and analogously with finite sequences (whereby the length decreases by 1).

Gilbreath’s conjecture is that, beginning with the sequence of prime numbers, if

we repeatedly look at the sequence obtained by computing the absolute value of the

difference of consecutive terms of the previous sequence, then the first term is always

1 (beginning with the sequence of consecutive prime differences).

Gilbreath’s conjecture is rather old. Many have speculated throughout the years

that the primes don’t have much to do with the conjecture, that it should hold for

any initial sequence that is “sufficiently random” and has small gaps. We prove such

a random analogue.

A model problem whose solution will allow us to deduce a “random analogue” of

Gilbreath’s conjecture is the following.

Form an (initial) sequence of length M by letting each term be a uniformly ran-

domly chosen element of {1, 2, . . . , 100}. Is it true that after M/2 iterations of this

consecutive differencing procedure, with high probability the obtained sequence con-

sists solely of 0s and 1s?

We solve the model problem, with ≈ log logM in place of 100, in part by deriving

a new result for bootstrapping monochromatic random walks on colored graphs.

In Chapter 4, we improve the upper bound on the “separating words problem”.

This problem concerns the ability of a deterministic finite automaton, one of the most

basic models for computation, to distinguish between two given 0-1 strings of length

n, one of the most basic computational tasks. In 1989, Robson showed that, for any

distinct x, y ∈ {0, 1}n, there is a deterministic finite automaton with at most Cn2/5+ϵ

2



states that accepts x but not y. We improve the upper bound to Cn1/3+ϵ. We note

that the lower bound still remains at c log n.

In order to obtain the improvement, we solve a number-theoretic problem. As a

warmup, one can show that, for any distinct sets A,B ⊆ [n], there is some prime

p ≤ C
√
n log n and some i ∈ [p] with

#{a ∈ A : a ≡ i mod p} ≠ #{b ∈ B : b ≡ i mod p}.

The bound C
√
n log n is tight up to logarithms (and constants). However, if we are

additionally given that A and B are sufficiently sparse sets, then this upper bound

can be improved. Specifically, we show that if A,B ⊆ [n] are distinct sets that are

each n1/3-separated (meaning every distinct a, a′ ∈ A satisfy |a′ − a| ≥ n1/3), then

there is some prime p ≤ Cn1/3+ϵ and some i ∈ [p] so that

#{a ∈ A : a ≡ i mod p} ≠ #{b ∈ B : b ≡ i mod p}.

We obtain this number-theoretic result by complex analytic methods, showing

it suffices to prove that any distinct “separated” subsets of [n] have a different mth

moment for a small m, which in turn is equivalent to a statement about the behavior

of sparse Littlewood polynomials near 1, for which complex analytic tools can indeed

be employed.

In Chapter 5, we improve the upper bound on the “trace reconstruction problem”.

In this problem, there’s an unknown 0-1 string x ∈ {0, 1}n of length n. We see T

independently generated “traces” of x, where a trace is a random string, formed by

deleting each bit of x i.i.d. with probability 1/2. The question is to determine the

smallest positive integer T , as a function of n, so that one can reconstruct x with high

probability. The gaps between the lower and upper bounds on T are rather large,

standing at cn3/2−ϵ and exp
(
Cn1/3

)
before our work. We improve the upper bound

to exp
(
Cn1/5+ϵ

)
. A large gap remains.

In Chapter 6, we show the sumset A+ B contains a perfect square if A,B ⊆ [N ]

have |A|, |B| ≥ (3
8

+ ϵ)N , where the constant 3/8 is optimal. In the early 2000s, the

analogous constant for the problem of A+A containing a perfect square was proven

to be 11
32

. We establish our “bipartite” result by first solving the “modular” version

of the problem, namely when A+B contains a quadratic residue mod q for two sets

A,B ⊆ Zq, and then using basic fourier analysis to bootstrap the result to the natural

numbers. We solve the modular problem via fourier analysis, quickly reducing to a

quadratic optimization problem, that is solved by a mixture of hand and computer.
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In Chapter 7, we improve the upper bound on the number of steps that a variant

of the Euclidean algorithm lasts for. Specifically, we show that the process a 7→ n

(mod a) reaches 0 after at most Cn
1
3
− 2

177
+ϵ iterations, no matter the starting value

a = a0. The work in this chapter is joint with Mayank Pandey.

In Chapter 8, we build on a recent breakthrough of Gilmer to show that for any

union-closed family of sets F ⊆ P([n]), there is some x ∈ [n] that is in at least 3−
√
5

2

proportion of sets F ∈ F . We show that this result is optimal amongst families that

are “approximately union-closed”. The work in this chapter is joint with Shachar

Lovett.

1.1 Notation

For functions f, g, we say f = O(g) if there exists a constant C so that |f(x)| ≤
C|g(x)| for all x in the (common) domain of f and g. We write f = Ω(g) if there

exists a constant c > 0 so that |f(x)| ≥ c|g(x)| for all x. We write f = Õ(g) if there

exists a constant C so that |f(x)| ≤ C|g(x)| logC |g(x)| for all x. We write f = Ω̃(g)

if there exist constants c, C > 0 so that |f(x)| ≥ c|g(x)| log−C |g(x)| for all x. If f, g

are defined on an ordered domain, we write f = o(g) if, for every ϵ > 0, it holds for

all large x that |f(x)| ≤ ϵ|g(x)|.

We use the standard [N ] := {1, . . . , N} and e(θ) := e2πiθ for θ ∈ R.
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Chapter 2

A proof of the Gan-Loh-Sudakov
conjecture

2.1 Summary

We prove that any graph on n vertices with max degree d has at most q
(
d+1
3

)
+
(
r
3

)
triangles, where n = q(d+ 1) + r, 0 ≤ r ≤ d. This resolves a conjecture of Gan, Loh,

and Sudakov.

2.2 Introduction

Fix positive integers d and n with d+1 ≤ n ≤ 2d+1. Galvin [24] conjectured that the

maximum number of cliques in an n-vertex graph with maximum degree d comes from

a disjoint union Kd+1 ⊔Kr of a clique on d+ 1 vertices and a clique on r := n− d− 1

vertices. Cutler and Radcliffe [16] proved this conjecture. Engbers and Galvin [21]

then conjectured that, for any fixed t ≥ 3, the same graph Kd+1 ⊔Kr maximizes the

number of cliques of size t, over all (d + 1 + r)-vertex graphs with maximum degree

d. Engbers and Galvin [21]; Alexander, Cutler, and Mink [1]; Law and McDiarmid

[40]; and Alexander and Mink [2] all made progress on this conjecture before Gan,

Loh, and Sudakov [26] resolved it in the affirmative. Gan, Loh, and Sudakov then

extended the conjecture to arbitrary n ≥ 1 (for any d).

Conjecture (Gan-Loh-Sudakov Conjecture). Any graph on n vertices with maximum

degree d has at most q
(
d+1
3

)
+
(
r
3

)
triangles, where n = q(d+ 1) + r, 0 ≤ r ≤ d.

They showed their conjecture implies that, for any fixed t ≥ 4, any max-degree

d graph on n = q(d + 1) + r vertices has at most q
(
d+1
t

)
+
(
r
t

)
cliques of size t. In
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other words, considering triangles is enough to resolve the general problem of cliques

of any fixed size.

The Gan-Loh-Sudakov conjecture (GLS conjecture) has attracted substantial at-

tention. Cutler and Radcliffe [17] proved the conjecture for d ≤ 6 and showed that a

minimal counterexample, in terms of number of vertices, must have q = O(d). Gan

[25] proved the conjecture if d + 1 − 9
4096

d ≤ r ≤ d (there are some errors in his

proof, but they can be mended). Using fourier analysis, the author [11] proved the

conjecture for Cayley graphs with q ≥ 7. Kirsch and Radcliffe [36] investigated a

variant of the GLS conjecture in which the number of edges is fixed instead of the

number of vertices (with still a maximum degree condition).

In this chapter, we fully resolve the Gan-Loh-Sudakov conjecture.

Theorem 2.2.1. For any positive integers n, d ≥ 1, any graph on n vertices with

maximum degree d has at most q
(
d+1
3

)
+
(
r
3

)
triangles, where n = q(d+1)+r, 0 ≤ r ≤ d.

Analyzing the proof shows that qKd+1⊔Kr is the unique extremal graph if r ≥ 3,

and that qKd+1 ⊔H, for any H on r vertices, are the extremal graphs if 0 ≤ r ≤ 2.

The heart of the proof is the following Lemma, of independent interest, which

says that, in any graph, we can find a closed neighborhood whose removal from the

graph removes few triangles. Theorem 2.2.1 will follow from its repeated application.

Lemma 2.2.2. In any graph G, there is a vertex v whose closed neighborhood meets

at most
(
d(v)+1

3

)
triangles.

As mentioned above, Theorem 2.2.1, together with the work of Gan, Loh, and

Sudakov [26], yields the general result, for cliques of any fixed size.

Theorem 2.2.3. Fix t ≥ 3. For any positive integers n, d ≥ 1, any graph on n

vertices with maximum degree d has at most q
(
d+1
t

)
+
(
r
t

)
cliques of size t, where

n = q(d+ 1) + r, 0 ≤ r ≤ d.

Theorem 2.2.3 gives another proof of (the generalization of) Galvin’s conjecture

(to n ≥ 2d+ 2) that a disjoint union of cliques maximizes the total number of cliques

in a graph with prescribed number of vertices and maximum degree.

Finally, the author would like to point out a connection to a related problem,

that of determining the minimum number of triangles that a graph of fixed number

6



of vertices n and prescribed minimum degree δ can have. The connection stems from

a relation, reiterated in [2] and [26], between the number of triangles in a graph and

the number of triangles in its complement:

|T (G)| + |T (Gc)| =

(
n

3

)
− 1

2

∑
v

d(v)[n− 1 − d(v)].

Lo [41] resolved this “dual” problem when δ ≤ 4n
5

. His results resolve the GLS

conjecture for regular graphs for q = 2, 3, and the GLS conjecture implies his results,

up to an additive factor of O(δ2), for q = 2, 3, and yields an extension of his results

for q ≥ 4 — these are the optimal results asymptotically, in the natural regime of δ
n

fixed, and n→ ∞.

2.3 Notation

Denote by E the edge set of G; for two vertices u, v, we write “uv ∈ E” if there is an

edge between u and v and “uv ̸∈ E” otherwise — in particular, for any u, uu ̸∈ E.

For a vertex v, let |TN [v]| denote the number of triangles with at least one vertex in

the closed neighborhood N [v] := {u : uv ∈ E} ∪ {v}, and let |T (G − N [v])| denote

the number of triangles with all vertices in the graph G−N [v] (the subgraph induced

by the vertices not in N [v]). Finally, d(v) denotes the degree of v.

2.4 Proof of Gan-Loh-Sudakov conjecture

For a graph G, let W (G) = {(x, u, v, w) : ux, vx, wx ∈ E, uv, uw, vw ̸∈ E}.

Lemma 2.4.1. For any graph G, 6
∑

v |TN [v]| + |W (G)| =
∑

v d(v)3.

Proof. Let Ω = {(z, u, v, w) : uv, uw, vw ∈ E and [zu ∈ E or zv ∈ E or zw ∈ E]},

Σ = {(x, u, v, w) : ux, vx, wx ∈ E}, and W = W (G). Note that repeated vertices in

the 4-tuples are allowed. Since there are 6 ways to order the vertices of a triangle,

we have
∑

v 6|TN [v]| = |Ω|. Any 4-tuple in Σ,W, or Ω gives rise to one of the induced

subgraphs shown below, since one vertex must be adjacent to all the others.

A B C D F H I
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Since |Σ| =
∑

v d(v)3, it thus suffices to show that for each of the induced sub-

graphs above, the number of times it comes from a 4-tuple in Σ is the sum of the

number of times it comes from 4-tuples in Ω and W . Any fixed copy of A, say on

vertices u and v, comes 0 times from a 4-tuple in Ω (since it has no triangles), and

2 times from each of W and Σ ((u, v, v, v), (v, u, u, u)). Any fixed copy of B, say

on vertices u, v, w with vu, vw ∈ E, comes 0 times from Ω, and 6 times from each

of W and Σ ((v, u, u, w), (v, u, w, u), (v, u, w, w), (v, w, u, u), (v, w, u, w), (v, w, w, u)).

Any fixed copy of C comes 18 times from each of Ω and Σ (3 choices for the first

vertex and then 6 for the ordered triangle), and 0 times from W . Similarly, any fixed

copy of D comes 6 times from each of W and Σ, and 0 times from Ω; finally, F,H, I

come 6, 12, 24 times, respectively, from each of Ω and Σ, and 0 times from W .

We now prove Lemma 2.2.2, repeated below for the reader’s convenience.

Lemma 2.2.2: In any graph G, there is a vertex v whose closed neighborhood meets

at most
(
d(v)+1

3

)
triangles, i.e. |TN [v]| ≤

(
d(v)+1

3

)
.

Proof. By Lemma 2.4.1, since |W (G)| ≥ |{(x, u, u, u) : ux ∈ E}| =
∑

x d(x), we have∑
v |TN [v]| ≤

∑
v

1
6
[d(v)3 − d(v)]. By the pigeonhole principle, there is some v with

|TN [v]| ≤
1

6
[d(v)3 − d(v)] =

(
d(v) + 1

3

)
.

Lemma 2.4.2. For any positive integers a ≥ b ≥ 1, it holds that
(
a
3

)
+
(
b
3

)
≤
(
a+1
3

)
+(

b−1
3

)
. Consequently, for any positive integers a, b and any positive integer c with

max(a, b) ≤ c ≤ a+ b, it holds that
(
a
3

)
+
(
b
3

)
≤
(
c
3

)
+
(
a+b−c

3

)
.

Proof.
(
a+1
3

)
−
(
a
3

)
=
(
a
2

)
, and

(
b
3

)
−
(
b−1
3

)
=
(
b−1
2

)
. Iterate to get the consequence.

We now finish the proof of Theorem 2.2.1. With a fixed d, we induct on n. For

n = 1, the result is obvious. Take some n ≥ 2, and suppose the theorem holds for all

smaller values of n. Let G be a max-degree d graph on n vertices. By Lemma 2.2.2,

we may take v with |TN [v]| ≤
(
d(v)+1

3

)
. Write n = q(d + 1) + r for 0 ≤ r ≤ d. Note

|T (G)| = |T (G−N [v])| + |TN [v]|. Since G−N [v] has maximum degree (at most) d,

if d(v) + 1 ≤ r, then induction and Lemma 2.4.2 give

|T (G)| ≤ q

(
d+ 1

3

)
+

(
r − (d(v) + 1)

3

)
+

(
d(v) + 1

3

)
≤ q

(
d+ 1

3

)
+

(
r

3

)
,
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and if d(v) + 1 > r, then induction and Lemma 2.4.2 give

|T (G)| ≤ (q − 1)

(
d+ 1

3

)
+

(
d+ 1 + r − (d(v) + 1)

3

)
+

(
d(v) + 1

3

)
≤ q

(
d+ 1

3

)
+

(
r

3

)
.

The maximum degree condition ensured d+1+r−(d(v)+1) ≥ 0 and d(v)+1 ≤ d+1.
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Chapter 3

A random analogue of Gilbreath’s
conjecture

3.1 Summary

A well-known conjecture of Gilbreath, and independently Proth from the 1800s, states

that if a0,n = pn denotes the nth prime number and ai,n = |ai−1,n−ai−1,n+1| for i, n ≥ 1,

then ai,1 = 1 for all i ≥ 1. It has been postulated repeatedly that the property of

having ai,1 = 1 for i large enough should hold for any choice of initial (a0,n)n≥1

provided that the gaps a0,n+1−a0,n are not too large and are sufficiently random. We

prove (a precise form of) this postulate.

3.2 Introduction

Given any sequence of non-negative integers (an)n≥1, we can form the sequence of

non-negative integers (|an − an+1|)n≥1. Start with the primes as the initial sequence

and iterate this consecutive differencing procedure. Gilbreath’s conjecture is that

the first term in every sequence, starting with the first iteration, is a 1. Precisely, if

a0,n = pn for n ≥ 1 and ai,n = |ai−1,n − ai−1,n+1| for i, n ≥ 1, then ai,1 = 1 for all

i ≥ 1. Below are the first few terms of the first few iterations.

2 3 5 7 11 13 17

1 2 2 4 2 4

1 0 2 2 2

1 2 0 0

1 2 0

1 2

1

10



Proth [54] conjectured (what later became known as) Gilbreath’s conjecture in

1878, and Gilbreath independently made the same conjecture. Many sources claim

Proth asserted he had a proof of the conjecture, and that his proof was wrong. How-

ever, we believe this claim is baseless. See Section 3.8 for more details. Odlyzko [49]

verified Gilbreath’s conjecture for 1 ≤ i ≤ π(1013) ≈ 3.34 × 1011. One is led to won-

der how special the primes are in Gilbreath’s conjecture and whether any sequence

beginning with 2 followed by an increasing sequence of odd numbers with small and

“random” gaps between them will have first term 1 from some iteration onwards.

Odlyzko, at the end of Section 2 of [49], speculates that such a random sequence

indeed will have first term 1 from some iteration onwards. Additionally, Problem 68

of [45] asks what gap or density properties of an initial sequence suffices to ensure the

conclusion of Gilbreath’s conjecture. Despite Gilbreath’s conjecture being around for

over a decade and several additional sources postulating that the conjecture should

hold for initial sequences with small and random gaps, as of date, nothing has actually

been proven along these lines, nor about Gilbreath’s conjecture specifically.

In this chapter, we initiate a rigorous study of Gilbreath’s conjecture by proving

a random analogue of it.

Theorem 3.2.1. Let f : N → N be an increasing function with f(n) ≤ 1
100

log logn
log log logn

for n large and f(n) ≥ 2 for all n ≥ 1. Let a1, a2, . . . be a random infinite sequence

formed as follows. Let a1 = 2, a2 = 3, and for n ≥ 2, an+1 = an + 2un, where un is

drawn uniformly at random from {0, 1, . . . , f(n) − 1}, independent of the other ui’s.

Then, with probability 1, there is some M0 so that for all M ≥M0, after M iterations

of consecutive differencing, the first term of the sequence is a 1.

Computations suggest that Gilbreath’s conjecture holds because 0s and 2s form

to the right of the leading 1 early on. We prove Theorem 3.2.1 by showing that

our random initial sequence indeed has that property almost surely. Since the first

iteration is 1, 2u2, 2u3, . . . , if we ignore the leading 1 and divide by 2, what we wish

to show is encapsulated by the following theorem, which is the heart of the chapter.

Theorem 3.2.2. For M large, for any C with 2 ≤ C ≤ 1
100

log logM
log log logM

, if we form an

initial sequence of length M by choosing numbers from {0, . . . , C − 1} independently

and uniformly at random, then, with probability at least 1 − e−e
20√logM

, after e
5√logM

iterations of consecutive differencing, everything is a 0 or 1.

11



The randomness in Theorem 3.2.2 is certainly necessary. For example, if the initial

sequence consists of only 0s and 3s, then after any number of iterations, everything

is still a 0 or 3. However, there are more exotic examples of initial sequences

2 0 6 0 2 2 6 5 0 0 6 1 3 2 2 3 0 6 0 5

2 6 6 2 0 4 1 5 0 6 5 2 1 0 1 3 6 6 5

4 0 4 2 4 3 4 5 6 1 3 1 1 1 2 3 0 1

4 4 2 2 1 1 1 1 5 2 2 0 0 1 1 3 1

0 2 0 1 0 0 0 4 3 0 2 0 1 0 2 2

2 2 1 1 0 0 4 1 3 2 2 1 1 2 0

0 1 0 1 0 4 3 2 1 0 1 0 1 2

1 1 1 1 4 1 1 1 1 1 1 1 1

0 0 0 3 3 0 0 0 0 0 0 0

for which all future iterations have only 0s and 3s (say). These exotic examples1

suggest that we are far away from a proof of Gilbreath’s conjecture.

3.3 A general bootstrapping argument

In this section, we prove a result about random walks on regular directed graphs that

will be of use to proving Theorem 3.2.2.

Definition 3.3.1. A directed graph is regular if there is a positive integer d such that

each vertex has in-degree and out-degree equal to d. We allow our graphs to have

self-loops (but no multiple edges). For our discussion, a simple random walk on a

regular directed graph of degree d is formed by choosing a starting point uniformly at

random, and then walking along the directed edges, with each out-edge chosen with

probability 1/d, independent of the previous steps.

Proposition 3.3.2. Let G = (V,E) be a regular directed graph. Suppose V is red-

blue colored such that the probability a simple random walk on G of length L consists

entirely of red vertices is at least c. Then the probability a simple random walk on G

of length ⌊(1 + 1
10
c)L⌋ consists entirely of red vertices is at least 1

10
c2.

1To clarify, in the setting in which the primes are the initial sequence, the analogous situation to
having only 0s and 3s is having only 0s and 6s past the first index, making the first index very likely
to repeatedly change from 1 to 5 (see Lemma 3.4.5), thereby violating Gilbreath’s conjecture.

12



Proof. Let X1, X2, . . . denote the steps of a simple random walk. Define functions

w1, . . . , wL on V by wj(v) := Pr(X1, . . . , XL all red|Xj = v). Note (by, e.g., induction

on the number of steps) the regularity assumption implies

wj(v) = |V |Pr(X1, . . . , XL all red, Xj = v).

Thus, setting

ρ := Pr(X1, . . . , XL all red),

we have by assumption for any j that∑
v

wj(v) =
∑
v

|V |Pr(X1, . . . , XL all red, Xj = v) = ρ|V |.

Let K = ⌈3
ρ
⌉, and let k1, . . . , kK be kj := ⌊ j

K
L⌋. By Cauchy-Schwarz,(∑

v

∑
j

wkj(v)

)2

≤

(∑
v

12

)
·

(∑
v

(∑
j

wkj(v)
)2)

(3.1)

= |V |

(∑
j

∑
v

wkj(v)2 +
∑
j ̸=j′

∑
v

wkj(v)wkj′
(v)

)
.

Note ∑
v

∑
j

wkj(v) =
∑
j

∑
v

wkj(v) = Kρ|V |;

also, since ||wj||∞ ≤ 1, we have∑
j

∑
v

wkj(v)2 ≤
∑
j

∑
v

wkj(v) = Kρ|V |.

So (3.1) implies

K2ρ2|V |2 ≤ |V |

(
Kρ|V | +

∑
j ̸=j′

∑
v

wkj(v)wkj′
(v)

)
,

and thus, since K2ρ2|V | −Kρ|V | is increasing in K for (in particular) K ≥ 3/ρ,

6|V | ≤
∑
j ̸=j′

∑
v

wkj(v)wkj′
(v).

By the pigeonhole principle, there are j ̸= j′ with∑
v

wkj(v)wkj′
(v) ≥ 1

K2
6|V |.

13



Using

wkj (v) ≤ Pr(Xkj+1, . . . , XL all red|Xkj = v) = Pr(Xkj′+1, . . . , XL+kj′−kj all red|Xkj′ = v),

which is true merely due to translation invariance of the random walk, and the trivial

wkj′
(v) ≤ Pr(X1, . . . , Xkj′

all red|Xkj′
= v),

we obtain

1

K2
6|V | ≤

∑
v

Pr(X1, . . . , Xkj′ all red|Xkj′ = v) Pr(Xkj′+1, . . . , XL+kj′−kj all red|Xkj′ = v)

= |V |
∑
v

Pr(X1, . . . , Xkj′ all red, Xkj′ = v) Pr(Xkj′+1, . . . , XL+kj′−kj
all red|Xkj′ = v)

= |V |
∑
v

Pr(X1, . . . , XL+kj′−kj
all red, Xkj′ = v)

= |V |Pr(X1, . . . , XL+kj′−kj
all red),

yielding

Pr(X1, . . . , XL+kj′−kj all red) ≥ 1

K2
6.

Note K ≤ 3
ρ

+ 1 ≤ 4
ρ
, so 1

K2 6 ≥ 6
16
ρ2 ≥ 1

10
c2. Since the proposition is trivial if

L < 10/c, we may assume L ≥ 10/c to obtain kj′ − kj ≥ L
K
− 1 ≥ ρ

4
L− 1 ≥ c

10
L.

Remark. It is natural to think that Proposition 3.3.2 can be extended, in some form,

to arbitrary length increases. However, such an extension is not possible in general

(note that iterating Proposition 3.3.2 results in only a summable geometric series of

length increases). For example, consider V = {1, . . . , n}, E = {(1 7→ 2), . . . , (n− 1 7→
n), (n 7→ 1)} with the vertices {1, . . . , 1

10
n} colored red and the rest blue. Then with

L = 1
20
n and c = 1

20
, it holds that a simple random walk on G of length L will hit

only red vertices with probability at least c. However, of course no simple (random)

walk on G of length 5L = 1
2
n will hit only red vertices.

Examples of such “bad” colorings also exist on the graph we apply Proposition

3.3.2 to, namely a Debrujin graph. We don’t think these colorings are actually the

ones we need to address in our proof of Theorem 3.2.2, but we couldn’t prove that.

3.4 A lower bound for ending with 0

We begin by exploiting the main property of the “dynamical system” of taking con-

secutive differences: the supremum never increases. In fact, we use that it quickly

decreases provided there is no trivial obstruction to it doing so (Lemma 3.4.2).

14



Definition 3.4.1. We say non-negative integers a1, . . . , ai come from ã1, . . . , ãi+1 if

|ãj − ãj+1| = aj for each 1 ≤ j ≤ i. Given a1, . . . , ai and a subset E ⊆ Z, an E-block

is a contiguous set of terms aj1+1, . . . , aj′1 such that aj ∈ E for each j1 + 1 ≤ j ≤ j′1;

the length of the block is j′1 − j1.

Lemma 3.4.2. Let a1, . . . , ai be non-negative integers with d := maxj aj. Let L

denote the length of the longest {0, d}-block containing at least one d. If L ≤ i − 1,

then, after L iterations of consecutive differencing, the largest number is at most d−1.

Proof. We induct on L. For L = 1, the result is clear. Assume L ≥ 2 and the result

is true for all L′ < L. It is easy to see that, since d is the maximum, any {0, d}-block

containing a d after an iteration would have had to have come from a {0, d}-block

of greater length containing a d, so the longest {0, d}-block containing a d after one

iteration is at most L− 1, say L′. By induction, after L′ more iterations, the largest

number is at most d− 1. It follows that after L (total) iterations, the largest number

is at most d− 1.

So, to prove Theorem 3.2.2, “all” we need to do is argue that long {0, d}-blocks

are unlikely to exist. In this next lemma, we observe that any large {0, d}-block

essentially must have come from a block with no 0s.

Lemma 3.4.3. Suppose that after i iterations, there is a dZ-block of length L. Then

either there was a dZ-block of length L+ i in the initial sequence, or there is some i′,

0 ≤ i′ ≤ i − 1, such that after i′ iterations, there is a block of length L + i − i′ with

no 0s.

Proof. We prove by induction on i the statement for all L. For i = 0, the result is

tautological. Take i ≥ 1, and suppose the result holds for i − 1. The dZ-block of

length L had to come from either a dZ-block of length L+1 or a block of length L+1

with no 0s (since everything will have the same residue modulo d), so we are done by

the induction hypothesis.

Another nice property of the consecutive differencing operation is that it “com-

mutes” with reducing mod 2. This allows for a decently explicit formula for the parity

of a term after a given number of iterations, merely in terms of the parities of the

initial terms.

Definition 3.4.4. For non-negative integers a1, a2, define f1(a1, a2) = |a1−a2|, and for

any i ≥ 2 and non-negative a1, . . . , ai+1, define fi(a1, . . . , ai+1) = |fi−1(a1, . . . , ai) −
fi−1(a2, . . . , ai+1)|. We say a1, . . . , ai+1 ultimately iterate to fi(a1, . . . , ai+1).
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Lemma 3.4.5. For any i ≥ 1, there is a subset Ji ⊆ [i+ 1] containing 1 and i+ 1 so

that for any non-negative integers a1, . . . , ai+1, fi(a1, . . . , ai+1) ≡
∑

j∈Ji aj mod 2.

Proof. We induct on i. For i = 1, the result follows from |a1−a2| ≡ a1+a2 mod 2. As-

sume i ≥ 2 and the result is true for i−1. Note that fi(a1, . . . , ai+1) ≡ |fi−1(a1, . . . , ai)−
fi−1(a2, . . . , ai+1)| ≡ fi−1(a1, . . . , ai) + fi−1(a2, . . . , ai+1) ≡∑

j∈Ji−1
aj +

∑
j∈Ji−1

aj+1 ≡
∑

j∈Ji−1△(Ji−1+1) aj mod 2. By induction, Ji−1 contains 1

and i, and so Ji := Ji−1△(Ji−1 + 1) contains 1 and i+ 1, as desired.

We take a moment to note a useful immediate corollary of Lemma 3.4.5 which

tells us that the parity of what a1, . . . , ai+1 ultimately iterate to depends linearly on

each of the parities of a1 and ai+1.

Corollary 3.4.6. Let a1, . . . , ai+1 be drawn independently, uniformly at random from

{0, . . . , C− 1}. Then, the probability a1, . . . , ai+1 ultimately iterate to an even integer

is between 1
3
and 2

3
. Furthermore, for any applicable j, T , the probability that all of

fj(at, . . . , at+j) are even for T consecutive values of t is exponentially small in T .

Let [C]0 = {0, . . . , C − 1}.

The following proposition shows that 0s are never too rare, which will be useful

in conjuction with Lemma 3.4.3. Before the proof, we introduce some notation for a

given C and i. Define i0 = i and ij+1 = ⌊ ij
1000C

⌋ for 0 ≤ j ≤ C−3. For 1 ≤ j ≤ C−2,

let Ej denote the event that after i − ij−1 iterations there’s a {0, C − j}-block of

length (at least) ij−1− ij. For example, E1 is the event that after 0 iterations, there’s

a {0, C − 1}-block of length i − i1, and E2 is the event that after i − i1 iterations,

there’s a {0, C − 2}-block of length i1 − i2.

Proposition 3.4.7. For any C ≥ 2 and any i ≥ (2000C)2C, if a1, . . . , ai are chosen

independently and uniformly at random from {0, . . . , C−1}, then the probability they

ultimately iterate to 0 is at least 1
4000C2 .

Proof. Fix C ≥ 2 and i ≥ (2000C)2C . If C = 2, then Corollary 3.4.6 gives the result,

so assume C ≥ 3. We may suppose that the desired probability is at most 0.01.

Let B0 denote all i-tuples in [C]i0 that ultimately iterate to something 0 mod 2; we

say “conditional probability” when speaking of the conditional probability that B0

induces. Then, by Corollary 3.4.6, the conditional probability of ultimately iterating

to 0 is at most 0.03, and so the conditional probability of not having only 0s and 1s

after some iteration is at least 0.97.
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Therefore, with notation as defined above Proposition 7.2.2, with conditional prob-

ability at least 0.97 some Ej occurs. Indeed, otherwise, repeated use of Lemma 3.4.2

shows that after i− iC−2 iterations, everything is a 0 or 1: after i− i1 iterations, there

are no more (C − 1)s and thus no (C − 1)s ever again; after i − i2 iterations, there

are no more (C − 2)s and thus no (C − 2)s ever again, etc..

Consequently, by the pigeonhole principle, there is some j, 1 ≤ j ≤ C − 2, such

that Ej occurs with conditional probability at least 0.97
C−2

. Clearly j cannot be 1, since

we have the uniform distribution after 0 iterations. Also, j must be such that C − j

is odd, since by Corollary 3.4.6, the probability of having ij−1− ij evens in a row is at

most (2
3
)ij−1−ij , which is at most (2

3
)2(2000C)C since, as are easy to verify, ij−1− ij ≥ 2ij

and that i ≥ (2000C)2C implies ij ≥ iC−2 ≥ (2000C)C for each j. Since after i− ij−1

iterations, there are only ij−1 indices, a block of length ij−1 − ij must contain the

block [ij + 1, ij−1 − ij] (see Figure 1). So, with conditional probability at least 0.97
C−2

,

all indices ij + ∆, for 1 ≤ ∆ ≤ ij−1 − 2ij, will be 0 or C − j.

With a1, . . . , ai denoting the initial sequence, note that after i − ij−1 iterations,

none of the indices ij + ∆, 1 ≤ ∆ ≤ ij−1 − 2ij, depend on a1 or ai (only the first

and last indices do). Therefore, by Corollary 3.4.6, we see that with (unconditional)

probability at least 1
3
0.97
C−2

≥ 0.30
C−2

, all ij + ∆ will be 0 or C − j. Note that after

i := i− ij−1 iterations, the integer at any index r is equal to fi(ar, ar+1, . . . , ar+i).

1 ij ij−1 − ij ij−1 i − ij−1

i − (ij−1 − ij)

i − ij i

1 ij ij−1 − ij ij−1

Figure 1: Indicates which initial indices (in [i]) a particular index after i iterations depends on.

Define a (regular) directed graph on [C]i+1
0 by (x1, . . . , xi+1) → (x2, . . . , xi+1, y)

for any x1, . . . , xi+1, y ∈ [C]0. Color a tuple (x1, . . . , xi+1) ∈ [C]i+1
0 “red” if and only

if it ultimately iterates to 0 or C− j. The fact that, with probability at least 0.30
C−2

, all

fi(ar, ar+1, . . . , ar+i), for ij + 1 ≤ r ≤ ij−1 − ij, are 0 or C − j corresponds exactly to:
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with probability at least 0.30
C−2

, a simple random walk in [C]i+1
0 of length L := ij−1−2ij

consists entirely of red vertices.

Proposition 3.3.2 now tells us that with probability at least 1
200C2 , a simple random

walk of length2 (1 + 1
200C

)L consists entirely of red vertices. Note (1 + 1
200C

)L ≥
(1+ 1

400C
)ij−1, since it is equivalent to 1

400C
ij−1 ≥ (2+ 1

200C
)ij, which is true since ij ≤

ij−1

1000C
. We have thus shown that, if a1, . . . , a(1+ 1

400C
)ij−1+i are chosen independently and

uniformly at random from [C]0, then with probability at least 1
200C2 , all fi(ar, . . . , ar+i)

for 1 ≤ r ≤ (1 + 1
400C

)ij−1 are either 0 or C − j.

We are nearly done, as, for ℓ := ij−1, we have that (fi(ar, . . . , ar+i))1≤r≤ℓ is the

whole sequence after i iterations; since a {0, C− j}-block ultimately iterates to either

0 or C−j and since C−j is odd, we just need to additionally ensure that the ultimate

iterate is even.

We now deduce that, if a1, . . . , ai are chosen independently and uniformly at

random from [C]0, then with probability at least 1
4000C2 , they ultimately iterate to

something 0 mod 2 and each fi(ar, . . . , ar+i), for 1 ≤ r ≤ ℓ, is either 0 or C − j. Let

δ = 1
400C2 . By Corollary 3.4.6, the proportion of walks (X1, . . . , X(1+δ)ℓ) in [C]i0 of

length (1+δ)ℓ that have at most δℓ
8

values of j ∈ [δℓ] with3 (Xj+1, Xj+2, . . . , Xj+ℓ) ∈ B0

is at most δℓ
8

(
δℓ

δℓ/8

)
(2/3)δℓ. Note that

δℓ

8

(
δℓ

δℓ/8

)
(2/3)δℓ ≤ 1

400C2
; (3.2)

indeed, the general (
n

k

)
≤ (

en

k
)k

implies

δℓ

8

(
δℓ

δℓ/8

)
(2/3)δℓ ≤ δℓ

8

(
eδℓ

δℓ/8

)δℓ/8

(2/3)δℓ

<
δℓ

8
(0.98)δℓ,

which gives (3.2) since δℓ ≥ 1
80C2 (400C2)C . Therefore, since the proportion of walks

(X1, . . . , X(1+δ)ℓ) with X1, . . . , X(1+δ)ℓ all red is at least 1
200C2 , if we let A denote the

walks (X1, . . . , X(1+δ)ℓ) such that X1, . . . , X(1+δ)ℓ are all red and such that there are

2To be light on notation, we suppress ceiling and floor functions in the rest of this section.
3Here we have abused notation, by associating the i-tuple that Xj+1, . . . , Xj+ℓ form with

(Xj+1, . . . , Xj+ℓ).
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at least δℓ
8

values of j with (Xj+1, Xj+2, . . . , Xj+ℓ) ∈ B0, then the density of A is at

least 1
400C2 . So on one hand,

∑
(X1,...,X(1+δ)ℓ)∈A

δℓ∑
j=1

1(Xj+1,...,Xj+ℓ)∈B0 ≥
δℓ

8

1

400C2
CiC(1+δ)ℓ−1,

while on another hand,

∑
(X1,...,X(1+δ)ℓ)∈A

δℓ∑
j=1

1(Xj+1,...,Xj+ℓ)∈B0

=
δℓ∑
j=1

∑
(Xj+1,...,Xj+ℓ)∈B0

∑
X1,...,Xj ,Xj+ℓ+1,...,X(1+δ)ℓ

(X1,...,X(1+δ)ℓ)∈A

1

≤
δℓ∑
j=1

∑
(Xj+1,...,Xj+ℓ)∈B0

Cδℓ 1Xj+1,...,Xj+ℓ all red

= δℓCδℓ
∑

(X1,...,Xℓ)∈B0

1X1,...,Xℓ all red.

We deduce that ∑
(X1,...,Xℓ)∈B0

1Xl,...,Xℓ all red ≥ 1

3200C2
CiCℓ−1,

which is what we wanted to deduce.

Corollary 3.4.8. For any C ≥ 2 and any i ≥ 1, if a1, . . . , ai are chosen independently

and uniformly at random from {0, . . . , C − 1}, then the probability they ultimately

iterate to 0 is at least ( 1
C

)(2000C)2C .

Proof. For i ≥ (2000C)2C , Proposition 7.2.2 yields a lower bound of 1
4000C2 , and for

1 ≤ i < (2000C)2C , we use the trivial lower bound coming from aj = 0 for all j.

3.5 Finishing the proof of main theorem

We now finish the proof of Theorem 3.2.2, copied below for the reader’s convenience.

Theorem 3.2.2: For M large, for any C with 2 ≤ C ≤ 1
100

log logM
log log logM

, if we form an

initial sequence of length M by choosing numbers from {0, . . . , C − 1} independently

and uniformly at random, then, with probability at least 1 − e−e
20√logM

, after e
5√logM

iterations of consecutive differencing, everything is a 0 or 1.
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Fix M large and C in the range [3, 1
100

log logM
log log logM

] (the case C = 2 is trivial).

Let E1 denote4 the event that after 0 iterations, there is a {0, C − 1}-block of length

R := e
10√logM . Let E2 be the event that after 2R iterations, there is a {0, C−2}-block

of length R2. Let E3 be the event that after 2R2 iterations, there is a {0, C−3}-block

of length R3. In general, for 2 ≤ j ≤ C−2, Ej is the event that after 2Rj−1 iterations,

there is a {0, C−j}-block of length Rj. Since 2Rj−1 ≥ 2Rj−2+Rj−1 for 3 ≤ j ≤ C−1,

we see that, as before, by Lemma 3.4.2, if no Ej occurs, then after 2RC−2 iterations,

everything is a 0 or a 1. Note that 2RC−2 ≤ elog
1/5 M , so it suffices to show that the

probability that some Ej occurs is at most exp
(
−elog1/20 M

)
. By the union bound, it

suffices to show Pr(Ej) ≤ exp
(
−elog1/13 M

)
, say, for each 1 ≤ j ≤ C − 2.

Clearly, Pr(E1) ≤ M(2
3
)R ≤ exp

(
−elog1/13 M

)
, so fix some j with 2 ≤ j ≤ C − 2.

By Lemma 3.4.3, if Ej occurs, either there is a (C − j)Z-block of length Rj in

the initial sequence or there is a block of length Rj in the first 2Rj−1 − 1 itera-

tions containing no 0s. Once again, the first option holds with probability at most

M(2
3
)R

j ≤ 1
2

exp
(
−elog1/13 M

)
, so by the union bound, it suffices to show that for each

0 ≤ i ≤ 2Rj−1−1, the probability that there is a block of length L := Rj = ej log
1/10 M

without 0s after i iterations is at most exp
(
−elog1/12 M

)
, say.

So fix some i ∈ [0, 2Rj−1 − 1]. Let b1, . . . , bM−i denote the sequence after i

iterations. Let’s first focus on the block b1, . . . , bL. Say the initial sequence is

a1, . . . , aM . Note that bk(i+1)+1 = fi(ak(i+1)+1, . . . , a(k+1)(i+1)) for 0 ≤ k ≤ 1
2
R − 1.

Since (1
2
R− 1)(i+ 1) + 1 ≤ 1

2
R(i+ 1) ≤ L and the sets {ak(i+1)+1, . . . , a(k+1)(i+1)} are

disjoint as k ranges, by independence the probability that b1, . . . , bL are all nonzero

is at most
(

1 − ( 1
C

)(400C
2)2C
)R/2

by Corollary 3.4.8. Using the standard inequality

1 − x ≤ e−x, we see that(
1 − (

1

C
)(400C

2)2C
)R/2

≤ exp

(
−R

2
(

1

C
)(400C

2)2C
)

≤ exp

(
−R

2
e−(logC)e5C logC

)
≤ exp

(
−R

2
e−(log log logM)e

1
19 log logM

)
≤ exp

(
−R

2
e−

15√logM

)
≤ exp

(
−e 11√logM

)
.

4To be light on notation, we suppress ceiling and floor functions in this section.
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Therefore, by the union bound, the probability that there is some block of length L

after i iterations containing no 0s is at most M exp
(
−elog1/11 M

)
≤ exp

(
−elog1/12 M

)
.

The proof is thus complete.

3.6 Proof of random analogue of Gilbreath’s con-

jecture

In this section we deduce Theorem 3.2.1 from Theorem 3.2.2. We start with a lemma.

Lemma 3.6.1. TakeM large. Let f : [M ] → {2, 3, . . . , ⌊ 1
100

log logM
log log logM

⌋} be an increas-

ing function. Form a random initial sequence b1, . . . , bM by choosing bm uniformly

at random from {0, 1, . . . , f(m) − 1}, independently of the other bi’s. Then, with

probability at least 1 − e−
1
20

log2 M , after 3 M
log2 M

iterations of consecutive differencing,

everything is a 0 or 1.

Before proving Lemma 3.6.1, let’s prove Theorem 3.2.1, copied below, assuming

it.

Theorem 3.2.1: Let f : N → N be an increasing function with f(n) ≤ 1
100

log logn
log log logn

for n large and f(n) ≥ 2 for all n ≥ 1. Let a1, a2, . . . be a random infinite sequence

formed as follows. Let a1 = 2, a2 = 3, and for n ≥ 2, an+1 = an + 2un, where un is

drawn uniformly at random from {0, 1, . . . , f(n) − 1}, independent of the other ui’s.

Then, with probability 1, there is some M0 so that for all M ≥M0, after M iterations

of consecutive differencing, the first term of the sequence is a 1.

Proof of Theorem 3.2.1. Let AM denote the event that after M iterations, the first

term is not a 1. We wish to show that, with probability 1, only finitely many AM ’s

occur. By Borel-Cantelli, it suffices to show that for all M large, the probability of

AM occurring is at most e−
1
30

log2 M . Note that AM is equivalent to a1, . . . , aM+1 not

ultimately iterating to 1. For M large enough, by Lemma 3.6.1, with probability at

least 1− e−
1
20

log2 M , after 3 M
log2 M

iterations of consecutive differencing beginning with

initial sequence u2, . . . , uM , everything is a 0 or 1. Therefore, with probability at least

1−e− 1
20

log2 M , after 3 M
log2 M

iterations of consecutive differencing beginning with initial

sequence 2u2, . . . , 2uM , everything is a 0 or 2. It follows that with probability at least

1 − e−
1
20

log2 M , after 1 + 3 M
log2 M

iterations of consecutive differencing beginning with

initial sequence a1, . . . , aM+1, the obtained sequence starts off with an odd number

at most 1
100

log logM
log log logM

followed by only 0s and 2s. Since this odd number, whenever

at least 3, decreases by 2 at each iteration in which the second (and adjacent) term
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of the sequence is 2, we wish to show that there are many 2s amongst the (only) 0s

and 2s that follow; indeed, then the first term will become a 1 and consequently stay

a 1 throughout the remaining iterations, since everything that follows is either a 0 or

a 2.

By Corollary 3.4.6, with probability at least 1 − e−
1
10

log2 M , the second term of

the sequence is congruent to 2 mod 4 at least 1
3

log2M times out of the log2M it-

erations following the (1 + 3 M
log2 M

)th iteration. Therefore, with probability at least

1 − e−
1
20

log2 M − e−
1
10

log2 M ≥ 1 − e−
1
30

log2 M , starting with a1, . . . , aM+1, after 1 +

3 M
log2 M

+ log2M iterations, the first term will be a 1, and therefore will remain a 1

all the way until the final (i.e., M th) iteration, since everything else is a 0 or 2.

We finish by proving Lemma 3.6.1. We begin with a definition.

Definition 3.6.2. Let a1, . . . , aM+1 be non-negative integers. We say that an index

i ∈ [M + 1] influenced the index j ∈ [M + 1 − t] after t iterations if 0 ≤ i − j ≤ t.

Recall that ft(aj, . . . , aj+t) is the value at index j after t iterations.

The idea of the proof of Lemma 3.6.1 is as follows. By Theorem 3.2.2, the blocks on

which f is constant will become all 0s and 1s after not too many iterations. Although

there are some indices that were influenced by initial indices on which f took different

values, these indices are contained in not too many not too large intervals (since f

is increasing), so we can let all the 0s and 1s drop the values at these “bad indices”

with a few extra iterations.

We start by proving a lemma that allows us to isolate these “bad indices”. For

an interval I ⊆ N, let L(I) and R(I) denote its left and right endpoints, respectively.

Lemma 3.6.3. Suppose M is large, and let CM be a positive integer with CM ≤
log logM . Let I1, . . . , Ir ⊆ [M ] be disjoint intervals with r ≤ CM and |It| ≤ CMe

5√logM

for each t. Then there are pairwise disjoint intervals J1, . . . , Js ⊆ [M ], each containing

some It, such that the following two hold.

• For all t, 1 ≤ t ≤ r, there is some m with It ⊆ Jm.

• For any m, 1 ≤ m ≤ s, if we let Bm denote the smallest interval containing all

of the It’s in Jm, then we have that either L(Bm)−L(Jm) ≥ (log2M)CM |Bm| or
R(Jm) −R(Bm) ≥ (log2M)CM |Bm|, with both being true if Jm contains neither

1 nor M .
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Proof. For a subset A of [r], let BA denote the smallest interval containing ∪t∈AIt,

and let J(A) denote the smallest interval containing ∪t∈AIt such that either L(BA)−
L(J(A)) ≥ (log2M)CM |BA| or R(J(A)) − R(BA) ≥ (log2M)CM |BA|, with both re-

quired to be true if J(A) contains neither 1 nor M ; if no such interval exists, we

let J(A) = ∅. We construct a finite sequence of sets C0, C1, . . . in an iterative man-

ner as follows. Let C0 = {J({t}) : 1 ≤ t ≤ r}. Assume we have defined Cj for

0 ≤ j ≤ i. If Ci contains distinct intervals J(A1), J(A2) that intersect, we define5

Ci+1 to be the same as Ci, except we replace J(A1) and J(A2) with J(A1 ∪ A2); oth-

erwise, we terminate the construction (of the Cj’s). It is clear that the construction

will terminate after at most r steps, say after k steps. Let C0, . . . , Ck−1 be the con-

structed collections. It is clear that if each element of Ck−1 is non-empty, then the

elements of Ck−1 satisfy the conditions of Lemma 3.6.3. The largest diameter of an

interval in C0 is at most (2(log2M)CM + 1)CMe
5√logM ≤ 3(log2M)CMCMe

5√logM . If

J(A1) and J(A2) each have diameter at most D and intersect, then the diameter of

J(A1 ∪ A2) is at most (2(log2M)CM + 1)(2D) ≤ 6(log2M)CMD. Therefore, each in-

terval in any Ci−1 has diameter at most 6i−1(log2M)(i−1)CM 3(log2M)CMCMe
5√logM ≤

6r(log2M)rCMCMe
5√logM ≤ e

4√logM . To finish the proof, it just remains to note that

J(A) ̸= ∅ if the diameter of ∪t∈AIt is at most e
4√logM .

Proof of Lemma 3.6.1. Do e
5√logM iterations of consecutive differencing. For 2 ≤

C ≤ 1
100

log logM
log log logM

=: CM , we say that an index j is C-pure if f took the value C

at all indices in the initial sequence that influenced j (after e
5√logM iterations). Let

I denote the indices that are not C-pure for any C. Write I = ⊔r
t=1It as a disjoint

union of intervals with r minimal. Clearly r ≤ CM . Also, crudely, |It| ≤ CMe
5√logM

for each t; indeed, since f is increasing and is always between 2 and CM , there are

at most CM indices at which f strictly increased, and after e
5√logM iterations, there

are thus at most CMe
5√logM indices which were influenced by two indices at which f

took different values.

Let J1, . . . , Js be the intervals guaranteed6 by Lemma 3.6.3, and let B1, . . . , Bs be

as in Lemma 3.6.3. For any C, by7 Theorem 3.2.2 applied to the (interval of) C-pure

5It does not matter, but Ci+1 thus could depend on the choice of intersecting intervals.
6We are applying Lemma 3.6.3 with M − e

5
√
logM instead of M , but all bounds are essentially

the same.
7As stated, Theorem 3.2.2 only applies to initial sequences of length M . However, given any

shorter initial sequence, we can independently add elements uniformly chosen from {0, . . . , C−1} to

obtain a sequence of length M , then do e
5
√
logM iterations, and then truncate the sequence to keep

only indices influenced by the original initial sequence.

23



indices, the probability that all C-pure indices are 0 or 1 is at least 1 − e−e
20√logM

,

and therefore the probability that all indices that are C-pure for some C are 0 or 1

is at least 1 − CMe
−e

20√logM ≥ 1 − e−
21√logM . In particular, with probability at least

1− e−
21√logM , all indices in ∪s

m=1(Jm \Bm) are 0 or 1; going forward, we condition on

this being the case. For 1 ≤ m ≤ s and 1 ≤ j ≤ CM − 1, let J j
m denote the interval

(of length |Jm| − 2(log2M)j|Bm|) whose indices after 2(log2M)j|Bm| iterations past

the e
5√logMth are influenced by indices only in Jm, and let Bj

m denote the interval (of

length |Bm|+ 2(log2M)j|Bm|) whose indices after 2(log2M)j|Bm| iterations past the

e
5√logMth are influenced by at least one index in Bm. Note that Lemma 3.6.3 implies

Bj
m ⊆ J j

m for each 1 ≤ j ≤ CM − 1 (since 2(log2M)CM−1|Bm| ≤ (log2M)CM |Bm|).

For 1 ≤ m ≤ s, let E0
m denote the event that there is a {0, CM}-block in Jm of

length (log2M)|Bm| containing a CM . For 1 ≤ m ≤ s and 1 ≤ j ≤ CM − 2, let Ej
m

denote the event that, after 2(log2M)j|Bm| iterations (past the e
5√logMth), there is

a {0, CM − j}-block in J j
m of length (log2M)j+1|Bm| containing a CM − j. Fix m

with 1 ≤ m ≤ s. As in the proofs of Proposition 7.2.2 and Theorem 3.2.2, since

2(log2M)i+1|Bm| ≥ (log2M)i+1|Bm|+ 2(log2M)i|Bm|, if none of E0
m, E

1
m, . . . , E

CM−2
m

occur, then after 2(log2M)CM−1 iterations, the largest number in JCM−1
m is a 1.

We claim first that the probability E0
m occurs is at most 2(1

2
)
1
2
log2 M . Indeed, if Jm

contains a {0, CM}-block of length (log2M)|Bm|, then at least (log2M − 1)|Bm| of

that {0, CM}-block must lie outside of Bm, and thus in Jm\Bm, where everything is 0

or 1. Therefore, either to the left or to the right of Bm must be at least 1
2

log2M |Bm|
consecutive 0’s, so our claim follows from Corollary 3.4.6.

Similarly, the length of the longest {0, CM − j}-block in J j
m is at most the whole

of Bj
m and 0s surrounding it, so the probability Ej

m occurs is at most 2(1
2
)
1
4
log2 M .

Therefore, the probability that at least one of E0
m, . . . , E

CM−2
m occurs is at most

2(1
2
)
1
2
log2 M + (CM − 2)2(1

2
)
1
4
log2 M ≤ e−

1
10

log2 M . Since BCM−1
m ⊆ JCM−1

m , if none of

E0
m, . . . , E

Cm−2
m occur, then the elements of (the growing) Bm became 0 and 1 quickly

enough to not affect anything outside of (the shrinking) Jm. In particular, if for each

m, none of E0
m, . . . , E

CM−2
m occur, then8 after 2(log2M)CM−1 max1≤m≤s |Bm| ≤ 2 M

log2 M

iterations past the e
5√logMth, everything is a 0 or 1. Since the probability at least

one Ej
m (over all j,m) occurs is at most se−

1
10

log2 M ≤ e−
1
20

log2 M , Lemma 3.6.1 is

established.

8It is clear from Lemma 3.6.3 that |Bm| ≤ M
(log2 M)CM

for each m.
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3.7 Additional mathematical remarks

The proof of Theorem 3.2.2 can be relatively easily adapted to handle any distribution

(not just the uniform distribution) on {0, . . . , C−1} that gives not too large, positive

weight to each of 0, . . . , C−1 (one should create duplicate vertices in [C]i0 so that the

obtained simple random walk models this different probability distribution).

In Theorem 3.2.2 we did not try to optimize e−e
20√logM

nor e
5√logM . A proof allowing

C to go all the way up to log2M , or even a power of M , would be interesting. We

expect that, in reality, the highest C can go is M , in that if C = o(M), then with

probability 1 − o(1), after M
2

iterations, everything is a 0 or 1, while if C = ω(M),

with probability o(1), after M
2

iterations, everything is a 0 or 1.

3.8 A historical remark

Various sources (websites, blog posts, etc.) have claimed that Proth believed he had

proven Gilbreath’s conjecture, and that his proof turned out to be wrong.

Not only do we currently have no evidence for this claim, the apparent source of

this claim has retracted it.

The claim seemed plausible, for Proth did publish a paper [54] on (what later

became known as) Gilbreath’s conjecture and did, admittedly confusingly, call it a

“theorem”. However, a reading through the paper shows he did not seriously claim

a proof. Indeed, Hugh Williams who made the claim about Proth without reference

[61, p. 123], said “On rereading his actual paper ... I can find no support for my

assertion. ... My apologies for seeming to have started a myth” [60].

We also take this time to correct another historical error, which actually is com-

posed of two suberrors. The first suberror is that many sources incorrectly cited [53]

when referring to Proth’s discussion of Gilbreath’s conjecture, referring to the correct

title “Théorèmes sur les nombres premiers” but citing Comp. Rend. Acad. Sci. Paris,

85 (1877) instead of Comp. Rend. Acad. Sci. Paris, 87 (1877). The former actually

corresponds to a completely unrelated paper of Pepin [50]. The second suberror is

that, the intended reference, [53], didn’t even discuss Gilbreath’s conjecture! We were

only able to find Proth discussing Gilbreath’s conjecture in [54].

We refer the reader to [4] for more information concerning this situation.
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Chapter 4

A new upper bound for separating
words

4.1 Summary

We prove that for any distinct x, y ∈ {0, 1}n, there is a deterministic finite automaton

with Õ(n1/3) states that accepts x but not y. This improves Robson’s 1989 upper

bound of Õ(n2/5).

4.2 Introduction

Given a positive integer n and two distinct 0-1 strings x, y ∈ {0, 1}n, let fn(x, y)

denote the smallest positive integer m such that there exists a deterministic finite

automaton with m states that accepts x but not y (of course, fn(x, y) = fn(y, x)).

Define f(n) := maxx ̸=y∈{0,1}n fn(x, y). The “separating words problem” is to deter-

mine the asymptotic behavior of f(n). An easy example [28] shows f(n) = Ω(log n),

which is the best lower bound known to date. Goralcik and Koubek [28] in 1986

proved an upper bound of f(n) = o(n), and Robson [55] in 1989 proved an upper

bound of f(n) = O(n2/5 log3/5 n). Despite much attempt, there has been no further

improvement to the upper bound to date.

In this chapter, we improve the upper bound on the separating words problem to

f(n) = Õ(n1/3).

Theorem 4.2.1. For any distinct x, y ∈ {0, 1}n, there is a deterministic finite au-

tomaton with O(n1/3 log7 n) states that accepts x but not y.

We made no effort to optimize the (power of the) logarithmic term log7 n.
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4.3 Definitions and Notation

A deterministic finite automaton (DFA) M is a 4-tuple (Q, δ, q1, F ) consisting of a

finite set Q, a function δ : Q× {0, 1} → Q, an element q1 ∈ Q, and a subset F ⊆ Q.

We call elements q ∈ Q “states”. We call q1 the “initial state” and the elements of F

the “accept states”. We say M accepts a string x = x1, . . . , xn ∈ {0, 1}n if (and only

if) the sequence defined by r1 = q1, ri+1 = δ(ri, xi) for 1 ≤ i ≤ n, has rn+1 ∈ F .

We say a set A ⊆ [n] is d-separated if a, a′ ∈ A, a ̸= a′ implies |a− a′| ≥ d. For a

set A ⊆ [n], a prime p, and a residue i ∈ [p] := {1, . . . , p}, let

Ai,p = {a ∈ A : a ≡ i (mod p)}.

For a string x = x1, . . . , xn ∈ {0, 1}n and a (sub)string w = w1, . . . , wl ∈ {0, 1}l,
let posw(x) := {j ∈ {1, . . . , n− l + 1} : xj+k−1 = wk for all 1 ≤ k ≤ l} denote the set

of all (starting) positions at which w occurs as a (contiguous) substring in x.

For a positive integer n, we write [n] for {1, . . . , n}. We write ∼ as shorthand

for = (1 + o(1)). In our inequalities, C and c refer to (large and small, respectively)

absolute constants that sometimes change from line to line. For functions f and g,

we say f = Õ(g) if |f | ≤ C|g| logC |g| for some constant C. We write A ≍ B if
1
2
B ≤ A ≤ B.

4.4 An easy Õ(n1/2) bound, and motivation of our

argument

In this section, we sketch an argument of an Õ(n1/2) upper bound for the separating

words problem, and then how to generalize that argument to obtain Õ(n1/3). This

argument also appears in [56] and in [59].

For any two distinct strings x, y ∈ {0, 1}n, the sets pos1(x) and pos1(y) are of

course different. A natural way, therefore, to try to separate different strings x, y is

to find a small prime p and a residue i ∈ [p] so that |pos1(x)i,p| ̸= |pos1(y)i,p|; if we

can find such a p and i, then since1 there will be a prime q of size q = O(log n) with

|pos1(x)i,p| ̸≡ |pos1(y)i,p| (mod q), there will be a deterministic finite automaton with

2pq = O(p log n) states that accepts one string but not the other (see Lemma 4.5.2).

We are thus led to the following (purely number-theoretic) problem.

1We make use of the fact that q | a− b for all primes q in a set Q implies
∏

q∈Q q | a− b, along
with standard estimates on

∏
q∈Q q for Q = {q ≤ k : q prime}.
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Problem 4.4.1. For given n, determine the minimum k such that for any distinct

A,B ⊆ [n], there is some prime p ≤ k and some i ∈ [p] for which |Ai,p| ≠ |Bi,p|.

Problem 4.4.1 has been considered2 in [56], [57], and [59] (and possibly other

places) and was essentially solved in each. We present a simple solution, also discov-

ered in [59].

Claim 4.4.2. For any distinct A,B ⊆ [n], there is some prime p = O(
√
n log n) and

some i ∈ [p] for which |Ai,p| ≠ |Bi,p|.

Proof. (Sketch) Fix distinct A,B ⊆ [n]. Suppose k is such that |Ai,p| = |Bi,p| for

all primes p ≤ k and all i ∈ [p]. For a prime p, let Φp(x) denote the pth cyclotomic

polynomial, of degree p − 1. Then since
∑n

j=1 1A(j)e2πi
aj
p =

∑n
j=1 1B(j)e2πi

aj
p for

all p ≤ k and all a ∈ [p], the polynomials Φp(x), for p ≤ k, divide
∑n

j=1(1A(j) −
1B(j))xj =: f(x). Therefore,

∏
p≤k Φp(x) divides f(x). Since A ̸= B, f is not

identically 0 and thus must have degree at least
∑

p≤k(p − 1) ∼ 1
2

k2

log k
. Since the

degree of f is trivially at most n, we must have (1 + o(1))1
2

k2

log k
≤ n.

By a standard pigeonhole argument (see Section 7), the bound Õ(
√
n) is sharp.

A natural idea to improve this Õ(
√
n) bound for the separating words problem is

to consider the sets posw(x) and posw(y) for longer w. The length of w is actually

not important in terms of its “cost” to the number of states needed, just as long as

it is at most p, where we will be considering |posw(x)i,p| and |posw(y)i,p| (see Lemma

4.5.2). One immediate benefit of considering longer w is that the sets posw(x) and

posw(y) are smaller than pos1(x) and pos1(y); indeed, for example, it can be shown

without much difficulty that for any distinct x, y ∈ {0, 1}n, there is some w of length

n1/3 such that posw(x) and posw(y) are distinct sets of size at most n2/3. Thus, to get

a bound of Õ(n1/3) on the separating words problem, it suffices to show the following.

Problem 4.4.3. For any distinct A,B ⊆ [n] of sizes |A|, |B| ≤ n2/3, show there is some

prime p = Õ(n1/3) and some i ∈ [p] so that |Ai,p| ≠ |Bi,p|.

As in the proof sketch above, this problem is equivalent to a statement about a

product of cyclotomic polynomials dividing a sparse polynomial of small degree (see

the last page of [59]). We were not able to solve Problem 4.4.3. However, we make

the additional observation that we can take w so that posw(x) and posw(y) are well-

separated sets. Indeed, if w has length 2n1/3 and has no period of length at most

n1/3, then posw(x) and posw(y) are n1/3-separated sets. As we’ll use later, Lemmas 1

2In the last reference, they look for an integer m ≤ k and some i ∈ [m]0 for which |Ai,m| ≠ |Bi,m|,
which is of course more economical. We decided to restrict to primes for aesthetic reasons.
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and 2 of [55] show that such w are common enough to ensure there is a choice with

posw(x) ̸= posw(y). Our main technical theorem is thus the following3.

Theorem 4.4.4. Let A,B be distinct subsets of [n] that are each n1/3-separated. Then

there is some prime p = Õ(n1/3) and some i ∈ [p] so that |Ai,p| ≠ |Bi,p|.

Although Theorem 4.6.2 is also equivalent to a question about a product of cyclo-

tomic polynomials dividing a certain type of polynomial, we were not able to make

progress through number theoretic arguments. Rather, we reverse the argument of

Scott [57], by noting that if there is some small m so that the mth-moments of A and

B differ, i.e.
∑

a∈A a
m ̸=

∑
b∈B b

m, then there is some small p and some i ∈ [p] so

that |Ai,p| ̸≡ |Bi,p| mod p (and thus |Ai,p| ≠ |Bi,p|).4

The benefit of considering the “moments” problem is that it is more susceptible

to complex analytic techniques. Borwein, Erdélyi, and Kós [9] use complex analytic

techniques to show that for any distinct A,B ⊆ [n], there is some m ≤ C
√
n with∑

a∈A a
m ̸=

∑
b∈B b

m. One proof of theirs was to show that any polynomial p of

degree n with |p(0)| = 1 and coefficients bounded by 1 in absolute value must be at

least exp(−C
√
n) at some point close to 1. We were able to adapt this proof to find

a small(er) m such that
∑

a∈A a
m ̸=

∑
b∈B b

m in the case that A,B are well-separated

sets, and thus prove Theorem 4.6.2.

The adaptations we make are quite significant. See Lemma 5.6.2 and Lemma

4.7.5.

4.5 Deduction of main theorem from number the-

oretic statement

In this section, we quickly deduce Theorem 4.5.3 from our main number-theoretic

theorem which we prove in Section 5. Recall we sayA ⊆ [n] is d-separated if |a−a′| ≥ d

for any distinct a, a′ ∈ A.

Theorem 4.5.1. Let A,B be distinct subsets of [n] that are each n1/3-separated. Then

there is some prime p ≍ C ′n1/3 log6 n and some i ∈ [p] so that |Ai,p| ≠ |Bi,p|. Here,

C ′ > 0 is an absolute constant.

3See page 4 for a more specific formulation.
4The implication just written is actually quite straightforward (see the deduction of Theorem

4.6.2 from Proposition 4.6.4); the implication of Scott, however, that some small p and some i ∈ [p]
with |Ai,p| ̸≡ |Bi,p| (mod p) implies the existence of some small m with

∑
a∈A am ̸=

∑
b∈B bm is less

trivial, though basically just follows from the fact that 1x≡i (mod p) ≡ 1− (x− i)p−1 (mod p).
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Recall that, for a string x = x1, . . . , xn ∈ {0, 1}n and a (sub)string w = w1, . . . , wl ∈
{0, 1}l, we defined posw(x) := {j ∈ {1, . . . , n− l+1} : xj+k−1 = wk for all 1 ≤ k ≤ l}.

Lemma 4.5.2. Let m,n be positive integers, i ∈ [m]0 a residue mod m, q a prime

number, a ∈ [q]0 a residue mod q, and w ∈ {0, 1}l a string of length l ≤ m. Then there

is a determinsitic finite automaton with 2mq states that, for any string x ∈ {0, 1}n,
accepts x if and only if |{j ∈ posw(x) : j ≡ i (mod m)}| ≡ a (mod q).

Proof. Write w = w1, . . . , wl. We assume l > 1; a minor modification to the following

yields the result for l = 1. We interpret indices of w mod m, which we may, since

l ≤ m. Let the states of the DFA be Zm × {0, 1} × Zq. The initial state is (1, 0, 0).

If j ̸≡ i (mod m) and ϵ ∈ {0, 1}, set δ((j, 0, s), ϵ) = (j + 1, 0, s). If j ≡ i (mod m),

set δ((j, 0, s), w1) = (j + 1, 1, s) and δ((j, 0, s), 1 − w1) = (j + 1, 0, s). If j ̸≡ i+ l − 1

(mod m), set δ((j, 1, s), wj−i+1) = (j+1, 1, s) and δ((j, 1, s), 1−wj−i+1) = (j+1, 0, s).

Finally, if j ≡ i+ l−1 (mod m), set δ((j, 1, s), wl) = (j+1, 0, s+1) and δ((j, 1, s), 1−
wl) = (j + 1, 0, s). The set of accept states is Zm × {0, 1} × {a}.

Theorem 4.5.3. For any distinct x, y ∈ {0, 1}n, there is a deterministic finite au-

tomaton with O(n1/3 log7 n) states that accepts x but not y.

Proof. Let x1, . . . , xn and y1, . . . , yn be two distinct strings in {0, 1}n. If xk ̸= yk for

some k < 2n1/3, then we are done5, so we may suppose otherwise. Let k ≥ 2n1/3 be

the first index with xk ̸= yk. Let w′ = xk−2n1/3+1, . . . , xk−1 be a (common sub)string

of x and y of length 2n1/3 − 1. By Lemma 1 and Lemma 2 of [55], there is some

choice w ∈ {w′0, w′1} for which A := posw(x) is n1/3-separated and B := posw(y)

is n1/3-separated. By the choice of k, we have A ̸= B, so Theorem 4.6.2 implies

there is some prime p ∈ [1
2
C ′n1/3 log6 n,C ′n1/3 log6 n] and some i ∈ [p] for which

|Ai,p| ̸= |Bi,p|. Since |Ai,p| and |Bi,p| are at most n, there is some prime q = O(log n)

for which |Ai,p| ̸≡ |Bi,p| (mod q). Since |w| = 2n1/3 ≤ p, by Lemma 4.5.2 there is

a deterministic finite automaton with 2pq = O(n1/3 log7 n) states that accepts x but

not y.

5Simply use a DFA on 2n1/3 states that accepts exactly those strings starting with x1, . . . , x2n1/3 .
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4.6 Deduction of number theoretic statement from

complex analytic statement

In this section, we deduce Theorem 4.6.2 from the following complex analytic theorem,

which we prove in Section 6.

Let Pn denote the collection of all polynomials p(x) = 1−σxd+
∑n

j=n1/3 ajx
j ∈ C[x]

such that 1 ≤ d < n1/3, σ ∈ {0, 1}, and |aj| ≤ 1 for each j.

Theorem 4.6.1. There is some absolute constant C1 > 0 so that for all n ≥ 2 and

all p ∈ Pn, it holds that

max
x∈[1−n−2/3,1]

|p(x)| ≥ exp(−C1n
1/3 log5 n).

The deduction of Theorem 4.6.2 from Theorem 4.7.1 follows from first showing

the polynomial p(x) :=
∑

n∈A x
n −

∑
n∈B x

n cannot be divisible by a large power of

x− 1. We will use part of Lemma 5.4 of [9], stated below.

Lemma 4.6.2. Suppose the polynomial f(x) =
∑n

j=0 ajx
j ∈ C[x] has |aj| ≤ 1 for

each j. If (x− 1)k divides f(x), then max1− k
9n

≤x≤1 |f(x)| ≤ (n+ 1)( e
9
)k.

Proposition 4.6.3. There exists an absolute constant C > 0 so that for all n ≥ 1

and all p(x) ∈ Pn, the polynomial (x− 1)⌊Cn1/3 log5 n⌋ does not divide p(x).

Proof. Take C > 0 large. Take p(x) ∈ Pn. Suppose for the sake of contradiction that

(x− 1)Cn1/3 log5 n divided p(x). Then, by Lemma 4.6.2 and Theorem 4.7.1,

(n+ 1)(
e

9
)Cn1/3 log5 n ≥ max

x∈[1−C
9
n−2/3 log5 n,1]

|p(x)|

≥ max
x∈[1−n−2/3,1]

|p(x)|

≥ e−C1n1/3 log5 n,

which is a contradiction if C is large enough.

We now exploit the (well-known) equivalence between common moments and a

large vanishing of the associated polynomial at x = 1.

Proposition 4.6.4. Let A,B be distinct subsets of [n] that are each n1/3-separated.

Then there is some non-negative integer m = O(n1/3 log5 n) such that
∑

a∈A a
m ̸=∑

b∈B b
m.
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Proof. Let f(x) =
∑n

j=0 ϵjx
j, where ϵj := 1A(j) − 1B(j). Let f̃(x) = f(x)

xr , where r is

maximal with respect to ϵ0, . . . , ϵr−1 = 0. We may assume without loss of generality

that f̃(0) = 1. Then the fact that A,B are n1/3-separated implies f̃(x) ∈ Pn. By

Proposition 4.6.3, (x − 1)Cn1/3 log5 n does not divide f̃(x) and thus does not divide

f(x). This means that there is some non-negative integer k ≤ Cn1/3 log5 n−1 so that

f (k)(1) ̸= 0. Take a minimal such k. If k = 0, we’re of course done. Otherwise, since

f (m)(1) =
∑n

j=0 j(j − 1) . . . (j −m + 1)ϵj for m ≥ 1, it’s easy to inductively see that∑
j∈A j

m =
∑

j∈B j
m for all 0 ≤ m ≤ k − 1 and then

∑
j∈A j

k ̸=
∑

j∈B j
k.

We can now deduce Theorem 4.6.2.

Theorem 4.6.2. Let A,B be distinct subsets of [n] that are each n1/3-separated. Then

there is some prime p ≍ C ′n1/3 log6 n and some i ∈ [p] so that |Ai,p| ≠ |Bi,p|. Here,

C ′ > 0 is an absolute constant.

Proof. By Proposition 4.6.4, take m = O(n1/3 log5 n) such that
∑

a∈A a
m ̸=

∑
b∈B b

m.

Since
∣∣∑

a∈A a
m −

∑
b∈B b

m
∣∣ ≤ nnm ≤ exp(O(n1/3 log6 n)), there is some prime p ∈

[1
2
C ′n1/3 log6 n,C ′n1/3 log6 n] such that

∑
a∈A a

m ̸≡
∑

b∈B b
m (mod p). Noting that∑

a∈A a
m ≡

∑p−1
i=0 |Ai,p|im (mod p) and

∑
b∈B b

m ≡
∑p−1

i=0 |Bi,p|im (mod p), we see

that there is some i ∈ [p] for which |Ai,p| ̸≡ |Bi,p| (mod p).

4.7 Proof of complex analytic statement

In this section, we finish off the proof of Theorem 4.5.3 by proving the needed theorem

about sparse Littlewood polynomials being “large” somewhere near 1.

Recall that Pn denotes the collection of all polynomials p(x) = 1−σxd+
∑n

j=n1/3 ajx
j

in C[x] such that 1 ≤ d < n1/3, σ ∈ {0, 1}, and |aj| ≤ 1 for each j.

Theorem 4.7.1. There is some absolute constant C1 > 0 so that for all n ≥ 2 and

all p ∈ Pn, it holds that

max
x∈[1−n−2/3,1]

|p(x)| ≥ exp(−C1n
1/3 log5 n).

For a > 0, define Ẽa to be the ellipse with foci at 1 − a and 1 − a + 1
4
a and with

major axis [1 − a− a
32
, 1 − a+ 9a

32
]. We borrow6 Corollary 5.3 from [9]:

6They state Lemma 4.7.2 for p ∈ S, where they define S to be the set of all analytic functions f
on the (open) unit disk such that |f(z)| ≤ 1

1−|z| for each z ∈ D. It is clear Pn ⊆ S for each n.
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Lemma 4.7.2. For every n ≥ 1, p ∈ Pn, and a > 0, we have(
max
z∈Ẽa

|p(z)|
)2

≤ 64

39a
max

x∈[1−a,1]
|p(x)|.

By Lemma 4.7.2, in order to prove Theorem 4.7.1 it suffices to show:

Proposition 4.7.3. There is an absolute constant C > 0 so that for every n ≥ 1 and

every p ∈ Pn, it holds that
(

maxz∈Ẽ
n−2/3

|p(z)|
)2

≥ exp(−Cn1/3 log5 n).

While [9] certainly uses that Ẽa is an ellipse, all we will use is about Ẽa (besides

using Lemma 4.7.2 as a black box) is that the interior of Ẽa, denoted Ẽ◦
a, contains a

ball of radius a
1010

centered at 1 − a. We begin with two lemmas.

In the proof of Theorem 5.1 of [9], the authors use the function h(z) = (1 −
a) z+z2

2
for a maximum modulus principle argument to lower bound the quantity(

maxz∈Ẽa
|p(z)|

)2
. For z = e2πit for small t, the magnitude |h(e2πit)| is quadrati-

cally in t less than 1. For our purposes, we need a linear deviation of |h(e2πit)| from

1. This motivates the following lemma.

Lemma 4.7.4. There are absolute constants c4, c5, C6 > 0 such that the following

holds for a > 0 small enough. Let h̃(z) =
∑r

j=1 djz
j for

dj :=
λa

j2 log2(j + 3)

and r := a−1, where λa ∈ (1, 2) is such that
∑r

j=1 dj = 1. Let h(z) = (1 − a)h̃(z).

Then h(0) = 0, |h(e2πit)| ≤ 1 − a for each t, h(e2πit) ∈ Ẽ◦
a for t ∈ [−c4a, c4a], and

|h(e2πit)| ≤ 1 − c5
|t|

log2(a−1)

for t ∈ [−1
2
, 1
2
] \ [−C6a, C6a].

Proof. Clearly h(0) = 0 and |h(e2πit)| ≤ 1 − a for each t. Now, for any t ∈ R,

|h̃(e2πit) − 1| =

∣∣∣∣∣
r∑

j=1

dj(e
2πitj − 1)

∣∣∣∣∣ ≤
r∑

j=1

dj2πtj = 2πt
r∑

j=1

λa

j log2(j + 3)
≤ C4t

for C4 absolute. Thus,

|h(e2πit) − (1 − a)| = (1 − a)|h̃(e2πit) − 1| ≤ C4t.
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If |t| ≤ c4a for c4 > 0 sufficiently small, we conclude h(e2πit) ∈ Ẽ◦
a.

We now go on to showing the last inequality in the statement of Lemma 5.6.2.

By summation by parts, for any z ∈ C, we have

r∑
j=1

λaz
j

j2 log2(j + 3)
=

λa
∑r

j=1 z
j

r2 log2(r + 3)
+ 2λa

∫ r

1

(
∑
j≤x

zj)g(x)dx. (4.1)

There, and what follows, we denote(d)

g(x) :=
log(x+ 3) + x

x+3

x3 log3(x+ 3)
.

Quickly note that, for z = 1, (4.1) gives

1 =
λa

r log2(r + 3)
+ 2λa

∫ r

1

⌊x⌋g(x)dx. (4.2)

Trivially, for any z ∈ ∂D, we have∣∣∣∣∣ λa
∑r

j=1 z
j

r2 log2(r + 3)

∣∣∣∣∣ ≤ λa

r log2(r + 3)
. (4.3)

Note that, for any x ≥ 1,∣∣∣∣∣∑
j≤x

zj

∣∣∣∣∣ =

∣∣∣∣z1 − z⌊x⌋

1 − z

∣∣∣∣ ≤ 2

|1 − z|
≤ t−1 (4.4)

for all z = e2πit with t ∈ (0, 1
2
]. Take C6 > 3 to be chosen later. Note t ∈ (C6a,

1
2
]

implies 3t−1 < r. For z = e2πit with C6a < t ≤ 1
2
, (4.4) and (4.2) imply∣∣∣∣∣2λa

∫ r

1

(
∑
j≤x

zj)g(x)dx

∣∣∣∣∣ ≤
2λa

∫ 3t−1

1

⌊x⌋g(x)dx+ 2λa

∫ r

3t−1

t−1g(x)dx

= 1 − 2λa

∫ r

3t−1

(
⌊x⌋ − t−1

)
g(x)dx− λa

r log2(r + 3)
. (4.5)

Observe ⌊x⌋ − t−1 ≥ 1
2
x for x ≥ 3t−1. Therefore,

2λa

∫ r

3t−1

(
⌊x⌋ − t−1

)
g(x)dx ≥ λa

∫ r

3t−1

1

x2 log2(x+ 3)
dx

≥ λa

log2(r + 3)

∫ r

3t−1

1

x2
dx
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=
λat

3 log2(r + 3)
− λa

r log2(r + 3)
. (4.6)

Combining (4.1), (4.3), (4.5), and (4.6), we conclude that, for any t ∈ (C6a,
1
2
],

∣∣∣h̃(e2πit)
∣∣∣ =

∣∣∣∣∣
r∑

j=1

λae
2πijt

j2 log2(j + 3)

∣∣∣∣∣ ≤ 1 − λat

3 log2(r + 3)
+

λa

r log2(r + 3)
. (4.7)

Taking C6 to be much larger than 3, (4.7) gives the bound

|h̃(e2πit)| ≤ 1 − c5
t

log2(a−1)

for t ∈ (C6a,
1
2
], for suitable c5 > 0. By symmetry, the proof is complete.

We from now on fix some n ≥ 1 and some p ∈ Pn (defined at the beginning of the

section). Let p̃ be the truncation of p to terms of degree less than n1/3; either p̃ = 1

or p̃ = 1−xd for some 1 ≤ d < n1/3. Take a = n−2/3, and let h be as in Lemma 5.6.2.

Let m = c−1
4 n2/3. Let J1 = c−1

5 n−1/3m log4 n and J2 = m− J1.

In the proof below of Proposition 4.7.3, we will need to upper bound the product∏J2−1
j=J1

|p̃(h(e2πi
j
m ))| by exp(Õ(n1/3)). We must be careful in doing so, as the trivial

upper bound on each term is 2 and there are approximately n2/3 terms. However, we

expect the argument of h(e2πi
j
m ) to behave as if it were random, and thus we expect

|p̃(h(e2πi
j
m ))| to sometimes be smaller than 1. The fact that the cancellation between

terms smaller than 1 and terms greater than 1 is nearly perfect comes from the fact

that log |p̃(h(w))| is harmonic, which we make crucial use of below.

Lemma 4.7.5. For any t ∈ [0, 1], we have |p̃(h(e2πit))| ≥ 1
2
n−2/3. For any δ ∈ [0, 1),

we have
∏J2−1

j=J1
|p̃(h(e2πi

j+δ
m ))| ≤ exp(Cn1/3 log5 n) for some absolute C > 0.

Proof. Clearly both inequalities hold if p̃ = 1, so suppose p̃(x) = 1 − xd for some

1 ≤ d < n1/3. For the first inequality, we use

|p̃(h(e2πit))| = |1 − h(e2πit)d| ≥ 1 − |h(e2πit)|d ≥ 1 − (1 − a)d ≥ 1

2
ad ≥ 1

2
n−2/3.

We now move on to the second inequality. Define g(t) = 2 log |p̃(h(e2πi(t+
δ
m
)))|. For

notational ease, we assume δ = 0; the argument about to come works for all δ ∈ [0, 1).
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The first inequality implies g is C1, so by the mean value theorem,∣∣∣∣∣ 1

m

J2−1∑
j=J1

g

(
j

m

)
−
∫ J2/m

J1/m

g(t)dt

∣∣∣∣∣ =

∣∣∣∣∣
J2−1∑
j=J1

∫ (j+1)/m

j/m

(
g(t) − g

(
j

m

))
dt

∣∣∣∣∣
≤

J2−1∑
j=J1

∫ (j+1)/m

j/m

(
max

j
m
≤y≤ j+1

m

|g′(y)|

)
1

m
dt

≤ 1

m2

J2−1∑
j=J1

max
j
m
≤y≤ j+1

m

|g′(y)|. (4.8)

Since w 7→ log |p̃(h(w))| is harmonic and log |p̃(h(0))| = log |p̃(0)| = 0, we have∫ 1

0

g(t)dt = 2

∫ 1

0

log |p̃(h(e2πit))|dt = 0,

and therefore ∣∣∣∣∣
∫ J2/m

J1/m

g(t)dt

∣∣∣∣∣ ≤
∣∣∣∣∣
∫ J1/m

0

g(t)dt

∣∣∣∣∣+

∣∣∣∣∫ 1

J2/m

g(t)dt

∣∣∣∣ . (4.9)

Since
1

2
n−2/3 ≤

∣∣p̃(h(e2πit))
∣∣ ≤ 1

for each t, we have∣∣∣∣∣
∫ J1/m

0

g(t)dt

∣∣∣∣∣+

∣∣∣∣∫ 1

J2/m

g(t)dt

∣∣∣∣ ≤ 2

(
J1
m

+ (1 − J2
m

)

)
log n ≤ C

log5 n

n1/3
. (4.10)

By (5.4), (5.5), and (5.6), we have∣∣∣∣∣ 1

m

J2−1∑
j=J1

g(
j

m
)

∣∣∣∣∣ ≤ C
log5 n

n1/3
+

1

m2

J2−1∑
j=J1

max
j
m
≤t≤ j+1

m

|g′(t)|.

Multiplying through by m, changing C slightly, and exponentiating, we obtain

J2−1∏
j=J1

∣∣∣p̃(h(e2πi
j
m ))
∣∣∣2 ≤ exp

(
Cn1/3 log5 n+

1

m

J2−1∑
j=J1

max
j
m
≤t≤ j+1

m

|g′(t)|

)
. (4.11)

Note

g′(t0) =

∂
∂t

[
|p̃(h(e2πit))|2

]
t=t0

|p̃(h(e2πit0))|2
.

We first show
∂

∂t

[
|p̃(h(e2πit))|2

]
t=t0

≤ 100d
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for each t0 ∈ [0, 1]. We start by noting

∣∣∣p̃(h(e2πit))
∣∣∣2 = 1 + (1 − a)2d

∣∣∣∣∣
r∑

j=1

dje
2πitj

∣∣∣∣∣
2d

− 2 Re

(
(1 − a)

r∑
j=1

dje
2πitj

)d

.

Let

f1(t) = (1 − a)2d

∣∣∣∣∣
r∑

j=1

dje
2πitj

∣∣∣∣∣
2d

.

Then,

f ′
1(t) = (1 − a)2dd

∣∣∣∣∣
r∑

j=1

dje
2πitj

∣∣∣∣∣
2(d−1)

∂

∂t

∣∣∣∣∣
r∑

j=1

dje
2πitj

∣∣∣∣∣
2

= (1 − a)2dd

∣∣∣∣∣
r∑

j=1

dje
2πitj

∣∣∣∣∣
2(d−1) ∑

1≤j1,j2≤r

dj1dj22πi(j1 − j2)e
2πi(j1−j2)t.

Since
∑r

j=1 dj = 1, we therefore have

|f ′
1(t)| ≤ 2πd

∑
1≤j1,j2≤r

λ2a
j1 + j2

j21j
2
2 log2(j1 + 3) log2(j2 + 3)

= 4πd

(
r∑

j1=1

λa

j1 log2(j1 + 3)

)(
r∑

j2=1

λa

j22 log2(j2 + 3)

)
≤ 50d.

Now, let

f2(t) = −2 Re

(
(1 − a)

r∑
j=1

dje
2πitj

)d

and note

f ′
2(t) =

∂

∂t

[
−2(1 − a)d

∑
1≤j1,...,jd≤r

dj1 . . . djd cos(2πt(j1 + · · · + jd))

]
= 4π(1 − a)d

∑
1≤j1,...,jd≤r

dj1 . . . djd(j1 + · · · + jd) sin(2πt(j1 + · · · + jd)),

yielding

|f ′
2(t)| ≤ 4π

∑
1≤j1,...,jd≤r

λda
j1 + · · · + jd

j21 . . . j
2
d log2(j1 + 3) . . . log2(jd + 3)

= 4πd

(
r∑

j1=1

λa

j1 log2(j1 + 3)

)(
r∑

j=1

λa

j2 log2(j + 3)

)d−1

≤ 50d.
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We have thus shown
∂

∂t

[
|p̃(h(e2πit))|2

]
t=t0

≤ 100d

for each t0 ∈ [0, 1].

Recall

|p̃(h(e2πit))| = |1 − h(e2πit)d| ≥ 1 − |h(e2πit)|d.

For j ∈ [J1, J2] ⊆ [C6am, (1 − C6a)m], we use

|h(e2πi
j
m )| ≤ 1 − c5

min( j
m
, 1 − j

m
)

log2 n

to obtain

1

m

J2−1∑
j=J1

max
j
m
≤t≤ j+1

m

|g′(t)| ≤ 1

m

J2−1∑
j=J1

100d

(
1 −

(
1 − c5 min(

j

m
, 1 − j

m
) log−2 n

)
d
)−2

.

Up to a factor of 2, we may deal only with j ∈ [J1,
m
2

]. Let J∗ = c−1
5 d−1m log2 n. Note

that j ≤ J∗ implies c5
j

m log2 n
≤ d−1 and j ≥ J∗ implies c5

j
m log2 n

≥ d−1. Thus, using

(1 − x)d ≤ 1 − 1
2
xd for x ≤ 1

d
, we have

1

m

min(J∗,
m
2
)∑

j=J1

100d(
1 − (1 − c5

j
m log2 n

)
d
)2 ≤ 100d

m

min(J∗,
m
2
)∑

j=J1

1(
1
2
c5

j
m log2 n

d
)2

=
400m log4 n

c25d

min(J∗,
m
2
)∑

j=J1

1

j2

≤ 400m log4 n

c25d

2

J1

≤ Cn1/3. (4.12)

Finally, since there is some c > 0 such that (1−x)l ≤ 1−c for all l ∈ N and x ∈ [l−1, 1],

using the notation
∑b

i=a xi = 0 if a > b, we see

1

m

m/2∑
j=min(J∗,

m
2
)+1

100d(
1 − (1 − c5

j
m log2 n

)
d
)2 ≤ 100d

m

m/2∑
j=min(J∗,

m
2
)+1

c−2

≤ Cd

≤ Cn1/3. (4.13)

Combining (4.12) and (4.13), we obtain

1

m

J2−1∑
j=J1

max
j
m
≤ j+1

m

|g′(t)| ≤ Cn1/3.
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Plugging this upper bound into (5.7) yields the desired result.

Proof of Proposition 4.7.3. Define g(z) =
∏m−1

j=0 p(h(e2πi
j
m z)). Fix z ∈ ∂D; say z =

e2πi(
j0
m

+δ) for some j0 ∈ {0, . . . ,m−1} and δ ∈ [0, 1
m

). For ease of notation, we assume

j0 = 0; the argument about to come is to any j0. Then, e2πi
j
m z is in {e2πit : −c4a ≤

t < c4a} if j ∈ {0,m− 1}. Therefore, together with the maximum modulus principle

(p is analytic), we see

|g(z)| ≤

(
max
w∈Ẽ◦

a

|p(w)|

)2 ∏
j ̸∈{0,m−1}

|p(h(e2πi
j
m z))|

≤
(

max
w∈Ẽa

|p(w)|
)2 ∏

j ̸∈{0,m−1}

|p(h(e2πi
j
m z))|. (4.14)

Let I = [J1, J2 − 1] ∩ Z. For j ̸∈ I, using the bound |p(w)| ≤ 1
1−|w| for each w ∈ ∂D,

we see

|p(h(e2πi
j
m z))| ≤ 1

1 − |h(e2πi
j
m z)|

≤ 1

1 − (1 − a)
= n2/3,

thereby obtaining∏
j ̸∈I∪{0,m−1}

|p(h(e2πi
j
m z))| ≤ (n2/3)(J1−1)+(m−J2+1) ≤ (n2/3)Cn1/3 log4 n ≤ eCn1/3 log5 n.

(4.15)

Now, for j ∈ I, since

|h(e2πi
j
m z)| ≤ 1 − c5

min
(

j
m

+ δ, 1 − ( j
m

+ δ)
)

log2 n
≤ 1 − c′n−1/3 log2 n,

we have ∣∣∣p(h(e2πi
j
m
z)
)
− p̃
(
h(e2πi

j
m
z)
)∣∣∣ ≤ ne−c′ log2 n ≤ e−c log2 n.

Therefore, ∏
j∈I

|p(h(e2πi
j
m z))| ≤

∏
j∈I

(
|p̃(h(e2πi

j
m z))| + e−c log2 n

)
. (4.16)

39



By both parts of Lemma 4.7.5, we obtain∏
j∈I

(
|p̃(h(e2πi

j
m z))| + e−c log2 n

)
=
∑
I′⊆I

e−c(log2 n)|I′|
∏

j∈I\I′
|p̃(h(e2πi

j
m z))|

=
∑
I′⊆I

∏
j∈I

|p̃(h(e2πi
j
m z))|

∏
j∈I′

|p̃(h(e2πi
j
m z))|

−1

e−c(log2 n)|I′|

≤ eCn1/3 log5 n
∑
I′⊆I

(2n2/3)|I
′|e−c(log2 n)|I′|

≤ eCn1/3 log5 n
∑
I′⊆I

e−c′(log2 n)|I′|

≤ eCn1/3 log5 n

|I|∑
k=0

(
|I|
k

)
e−c′k log2 n

≤ 2eCn1/3 log5 n. (4.17)

Combining (4.14), (4.15), (4.16), and (4.17), we’ve shown

|g(z)| ≤
(

max
z∈Ẽa

|p(z)|
)2

eCn1/3 log5 n.

As this holds for all z ∈ ∂D, we have

max
z∈∂D

|g(z)| ≤
(

max
z∈Ẽa

|p(z)|
)2

eCn1/3 log5 n.

To finish, note that |g(0)| = |p(h(0))|m = |p(0)|m = 1, so, as g is clearly analytic, the

maximum modulus principle implies maxz∈∂D |g(z)| ≥ 1.

4.8 Tightness of our methods

In this section, we prove the following, showing that our methods cannot be pushed

further in some sense. We denote {0, 1}≤p :=
⋃p

j=1{0, 1}j.

Proposition 4.8.1. For all n large, there are distinct strings x, y ∈ {0, 1}n such that

for all p ≤ 1
10
n1/3, i ∈ [p], and w ∈ {0, 1}≤p, it holds that |posw(x)i,p| = |posw(y)i,p|.

We begin by showing Theorem 4.6.2 is tight, via a standard pigeonhole argument

that has been used in a variety of other papers.

Proposition 4.8.2. For all n large, there are distinct n1/3-separated subsets A,B of

[n] such that |Ai,p| = |Bi,p| for all p ≤ cn1/3 log1/2 n and all i ∈ [p].
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Proof. Let Σ denote the collection of subsets A ⊆ [n] that have at most one num-

ber from each of the intervals [1, n1/3], [2n1/3, 3n1/3], [4n1/3, 5n1/3], . . . . Note |Σ| ≥
(n1/3)

1
3
n2/3

= e
1
9
n2/3 logn. On the other hand, for any A ⊆ [n], the number of possible

tuples (|Ai,p|)p≤k
i∈[p]

is at most
∏

p≤k n
p ≤ e

k2

log k
logn. Taking k = cn1/3 log1/2 n yields

k2

log k
log n < 1

9
n2/3 log n, meaning there are distinct A,B ∈ Σ with the same tuple,

i.e. |Ai,p| = |Bi,p| for all p ≤ k and i ∈ [p]. As A,B are n1/3-separated, the proof is

complete.

Proof of Proposition 4.8.1. For a large n, let A,B ⊆ [n/2] be the sets guaranteed

by Proposition 4.8.2. Let x = (1A(j − n
4
))nj=1, y = (1B(j − n

4
))nj=1 ∈ {0, 1}n be the

strings with 1s at indices in A and B then padded at the beginning and end by 0s.

Fix p ≤ 1
10
n1/3 and i ∈ [p]. Since A,B are 1

10
n1/3-separated, we have |posw(x)i,p| =

|posw(y)i,p| = 0 for all w ∈ {0, 1}≤p with at least two 1s. Since

pos0l(x) = [n− l + 1] \ ⊔l−1
s=0pos0s10l−1−s(x),

it suffices to show |posw(x)i,p| = |posw(y)i,p| for all w ∈ {0, 1}≤p with exactly one 1.

Fix such a w; say w = 0s10l−1−s for some l ≤ p and s ∈ {0, . . . , l−1}. Then, due to the

padding preventing boundary issues, posw(x) = {j : xj+s = 1} = {j : 1A(j+ s− n
4
) =

1} = A− s+ n
4

and thus |posw(x)i,p| = |Ai+s−n
4
,p|. Similarly, |posw(y)i,p| = |Bi+s−n

4
,p|.

Since p ≤ c(n/2)1/3 log1/2(n/2), the proof is complete.
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Chapter 5

New upper bounds for trace
reconstruction

5.1 Summary

We show that any n-bit string can be recovered with high probability from exp(Õ(n1/5))

independent random subsequences.

5.2 Introduction

Given a string x ∈ {0, 1}n, a trace of x is a random string obtained by deleting each

bit of x with probability q, independently, and concatenating the remaining string.

For example, a trace of 11001 could be 101, obtained by deleting the second and third

bits. The goal of the trace reconstruction problem is to determine an unknown string

x, with high probability, by looking at as few independently generated traces of x as

possible.

More precisely, fix δ, q ∈ (0, 1). Take n large. For each x ∈ {0, 1}n, let µx be the

probability distribution on ∪n
j=0{0, 1}j given by µx(w) = (1−q)|w|qn−|w|f(w;x), where

f(w;x) is the number of times w appears as a subsequence in x, that is, the number

of strictly increasing tuples (i0, . . . , i|w|−1) such that xij = wj for 0 ≤ j ≤ |w| − 1.

The problem is to determine the minimum value of T = Tq,δ(n) for which there exists

a function F : (∪n
j=0{0, 1}j)T → {0, 1}n satisfying PµT

x
[F (U1, . . . , UT ) = x] ≥ 1 − δ

for each x ∈ {0, 1}n (where the U j denote the T independent traces).

Supressing the dependence on q and δ, Holenstein, Mitzenmacher, Panigrahy, and

Wieder [32] established an upper bound, that exp(Õ(n1/2)) traces suffice. Nazarov
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and Peres [48] and De, O’Donnell, and Servedio [19] simultaneously obtained the

(previous) best upper bound known, that exp(O(n1/3)) random traces suffice.

In this chapter, we improve the upper bound on trace reconstruction to exp(Õ(n1/5)).

Theorem 5.2.1. For any deletion probability q ∈ (0, 1) and any δ > 0, there exists

C > 0 so that any unkown string x ∈ {0, 1}n can be reconstructed with probability at

least 1 − δ from T = exp(Cn1/5 log5 n) i.i.d. traces of x.

Batu, Kannan, Khanna, and McGregor [7] proved a lower bound of Ω(n), which

was improved to Ω̃(n5/4) by Holden and Lyons [30], which was then improved to

Ω̃(n3/2) by the author [12].

A variant of the trace reconstruction problem requires one to, instead of recon-

struct any string x from traces of it, reconstruct a string x chosen uniformly at random

from traces of it. For a formal statement of the problem, see Section 1.2 of [30]. Peres

and Zhai [51] obtained an upper bound of exp(O(log1/2 n)) for q < 1
2
, which was then

improved to exp(O(log1/3 n)) for all (constant) q by Holden, Pemantle, Peres, and

Zhai [31].

Holden and Lyons [30] proved a lower bound for this random variant of Ω̃(log9/4 n),

which was then improved by the author [12] to Ω̃(log5/2 n).

Several other variants of the trace reconstruction problem have been considered.

The interested reader should refer to [5], [6], [18], [15], [10], [46], [37], [47].

In a previous version of this chapter, we proved Theorem 5.2.1 only for q ∈ (0, 1
2
].

Shyam Narayanan found a short argument extending our methods to get all q ∈ (0, 1).

He kindly allowed us to use his argument in this chapter.

We made no effort to optimize the (power of the) logarithmic term log5 n in

Theorem 5.2.1.

5.3 Notation

We index starting at 0. For strings w and x, we sometimes write 1xk+i=wi
as shorthand

for
∏|w|−1

i=0 1xk+i=wi
. Let D = {z ∈ C : |z| < 1}. The symbol Ex denotes the expecta-

tion under the probability distribution over traces generated by the string x. For a

trace U , we define Uj = 2 for j > |U |; this is simply to make “Uj = 0” and “Uj = 1”

both false. We use 00 := 1. For a positive integer n, denote [n] := {1, . . . , n}. For a
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function f and a set E, denote ||f ||E := maxz∈E |f(z)|. We say A ⊆ {0, . . . , n− 1} is

d-separated if distinct a, a′ ∈ A have |a− a′| ≥ d.

5.4 Sketch of Argument

The upper bound of exp(O(n1/3)) was obtained by analyzing the polynomial
∑

k[xk−
yk]zk whose value can be well enough approximated from a sufficient number of traces.

In this chapter, we analyze the polynomial
∑

k[1xk+i=wi
−1yk+i=wi

]zk, for a well-chosen

(sub)string w; its value can be well enough approximated from a sufficient number of

traces, provided q ≤ 1/2. The benefit of this polynomial is that for certain choices

of w, it is far sparser than the more general
∑

k[xk − yk]zk. In the author’s paper

[13] improving the upper bound on the separating words problem, lower bounds were

obtained for (the absolute value of) these sparser polynomials near 1 on the real axis

that were superior to those for the more general
∑

k[xk − yk]zk. We use the methods

developed in that paper and methods used in [8] to obtain superior lower bounds for

points on a small arc of the unit circle centered at 1.

5.5 Deduction of main theorem from complex an-

alytic statement

Fix q ∈ (0, 1), and let p = 1 − q. The following ‘single bit statistics’ identity was

proven in [48, Lemma 2.1]; in it, U denotes a random trace of x.

Ex

[
p−1

∑
0≤j≤n−1

1Uj=1

(
z − q

p

)j
]

=
∑

0≤k≤n−1

1xk=1z
k.

We shall use a generalization of this identity to approximate a weighted count (by

position) of subsequence appearances in x rather than a weighted count (by position)

of appearances of 1. Choosing variables appropriately will recover a weighted count

of (contiguous) substring appearances in x. An unweighted version was used in [14].

Proposition 5.5.1. For any x ∈ {0, 1}n, l ≥ 1, w ∈ {0, 1}l, and z0, . . . , zl−1 ∈ C, we
have

Ex

p−1
∑

j0<···<jl−1

(
l−1∏
i=0

1Uji
=wi

)(
z0 − q

p

)j0
(

l−1∏
i=1

(
zi − q

p

)ji−ji−1−1
)

=
∑

k0<···<kl−1

(
l−1∏
i=0

1xki
=wi

)
zk00

(
l−1∏
i=1

z
ki−ki−1−1
i

)
.
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Proof. By basic combinatorics, the left hand side of the above is

p−l
∑

j,∆1,...,∆l−1

∑
k0<···<kl−1

(
l−1∏
i=0

1xki
=wi

)(
k0
j

)(
k1 − k0 − 1

∆1 − 1

)

×
(
k2 − k1 − 1

∆2 − 1

)
× · · · ×

(
kl−1 − kl−2 − 1

∆l−1 − 1

)
×pj+∆1+···+∆l−1+1qkl−1+1−(j+∆1+···+∆l−1+1)

×(
z0 − q

p
)j(
z1 − q

p
)∆1−1 . . . (

zl−1 − q

p
)∆l−1−1

=
∑

k0<···<kl−1

(
l−1∏
i=0

1xki
=wi

)(∑
j

(
k0
j

)
(z0 − q)jqk0−j

)

×

(∑
∆1

(
k1 − k0 − 1

∆1 − 1

)
(z1 − q)∆1−1qk1−k0−1−(∆1−1)

)
× . . .

· · · ×

∑
∆l−1

(
kl−1 − kl−2 − 1

∆l−1 − 1

)
(zl−1 − q)∆l−1−1qkl−1−kl−2−1−(∆l−1−1)

 .

The binomial theorem finishes the proof.

Let Pn be the set of all polynomials1 p(z) = 1 − σzd +
∑n

j=n1/5 cjz
j ∈ C[z] with

1 ≤ d < n1/5, σ ∈ {0, 1}, and |cj| ≤ 1 for each j.

We prove the following theorem in the next section. We assume it to be true until

then.

Theorem 5.5.2. There is some C > 0 so that for any n ≥ 2 and any p ∈ Pn,

max
|θ|≤n−2/5

|p(eiθ)| ≥ exp(−Cn1/5 log5 n).

Proposition 5.5.3. For any distinct x, y ∈ {0, 1}n with xi = yi for all 0 ≤ i <

2n1/5 − 1, there are w ∈ {0, 1}2n1/5
and z0 ∈ {eiθ : |θ| ≤ n−2/5} such that∣∣∣∣∣∑

k

[1xk+i=wi
− 1yk+i=wi

]zk0

∣∣∣∣∣ ≥ exp(−Cn1/5 log5 n).

1Throughout the chapter, we omit floor functions when they don’t meaningfully affect anything.
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Proof. Let i ≥ 2n1/5− 1 be the first index with xi ̸= yi. Let w′ = xi−2n1/5+1, . . . , xi−1.

As used in [13], Lemmas 1 and 2 of [55] imply that there is some choice w ∈ {w′0, w′1}
such that the indices k for which xk+i = wi for all 0 ≤ i ≤ 2n1/5−1 are n1/5-separated,

and such that the indices k for which yk+i = wi for all 0 ≤ i ≤ 2n1/5 − 1 are n1/5-

separated. Therefore, if p(z) :=
∑

k[1xk+i=wi
− 1yk+i=wi

]zk, then ϵp(z)
zm

∈ Pn for some

ϵ ∈ {−1, 1} and 0 ≤ m ≤ n − 1. Thus, by Theorem 5.5.2, there is some θ ∈
[−n−2/5, n−2/5] such that exp(−Cn1/5 log5 n) ≤ |ϵp(e

iθ)
eimθ | = |p(eiθ)|. Take z0 = eiθ.

In a previous version of this chapter, we used Proposition 5.5.1 with z1, . . . , zl−1 =

0 and z0 chosen according to Proposition 5.5.3 to prove Theorem 5.2.1, which only

worked for q ≤ 1/2, since, for q > 1/2, the quantity (−q/p)ji−ji−1 would be too

large in magnitude (for ji − ji−1 ≈ n), leading to too large a variance to well-enough

approximate
∑

k[1xk+i=wi
− 1yk+i=wi

]zk0 with few traces. Following an idea of Shyam

Narayanan, we choose z1, . . . , zl−1 close to 1 so that ( zi−q
p

)ji−ji−1 would no longer be

too large in magnitude, while also keeping the right hand side of Proposition 5.5.1

not too small. The following corollary, due to him, establishes the existence of such

z1, . . . , zl−1.

Corollary 5.5.4. For any distinct x, y ∈ {0, 1}n with xi = yi for all 0 ≤ i < l− 1 :=

2n1/5 − 1, there are w ∈ {0, 1}l, z0 ∈ {eiθ : |θ| ≤ n−2/5}, and z1, . . . , zl−1 ∈ [1 − 2p, 1]

such that2∣∣∣∣∣∣
∑

k0<···<kl−1

[1xki
=wi

− 1yki=wi
]zk00 z

k1−k0−1
1 . . . z

kl−1−kl−2−1
l−1

∣∣∣∣∣∣ ≥ exp(−C ′n1/5 log5 n).

Proof. Let w and z0 be those guaranteed by Proposition 5.5.3. Let

f(z1) =

(
n

2n1/5

)−1 ∑
k0<···<kl−1

[1xki
=wi

− 1yki=wi
]zk00 z

kl−1−k0−(l−1)
1 .

Note that f is a polynomial in z1 with each coefficient trivially upper bounded by 1

in absolute value. Therefore, by Theorem 5.1 of [9],(
n

2n1/5

)
max

z1∈[1−2p,1]
|f(z1)| ≥

(
n

2n1/5

)
|f(0)|c1/(2p)e−c2/(2p)

≥
(

n

2n1/5

)((
n

2n1/5

)−1

exp(−Cn1/5 log5 n)

)c1/(2p)

e−c2/(2p)

≥ exp(−C ′n1/5 log5 n).

2We similarly abuse notation by writing 1xki
=wi

to denote
∏l−1

i=0 1xki
=wi

.
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The corollary then follows by taking a z1 realizing this maximum and then setting

z2, . . . , zl−1 = z1.

We are now ready to establish our main theorem. We encourage the reader to

first read the proof of the exp(O(n1/3)) upper bound in [48].

Proof of Theorem 5.2.1. Take distinct x, y ∈ {0, 1}n. By padding the beginning of x

and y with 2n1/5 many 0s if needed, we may assume the first i for which xi ̸= yi satisfies

i ≥ 2n1/5− 1. Let w, z0, z1, . . . , z2n1/5−1 be those guaranteed by Corollary 5.5.4. Since

z1, . . . , z2n1/5−1 ∈ [1− 2p, 1], each of zi−q
p

, 1 ≤ i ≤ 2n1/5− 1, is between −1 and 1, and

so the expression in brackets in Proposition 5.5.1 has magnitude upper bounded by

n| z0−q
p

|n22n1/5
, which, by the choice of z0, is upper bounded by n exp(C n

n4/5 )22n1/5
(see

[48, (2.3)] for details). Therefore, since the expression in brackets in Proposition 5.5.1

is a function of just the observed traces, by Corollary 5.5.4 and a standard Höeffding

inequality argument (see [48] for details; note the pigeonhole is not necessary), we see

that exp(C ′′′n1/5 log5 n) traces suffice to distinguish between x and y. As explained

in [48], this “pairwise upper bound” in fact suffices to establish Theorem 5.2.1.

5.6 Proof of complex analytic statement

We may of course assume n is large.

Let a = n−2/5 and r = a−1/2. Let r∗ ∈ [r] be such that

r∗∑
j=1

1

log2(j + 3)
−

r∑
j=r∗+1

1

log2(j + 3)
∈ [20, 21];

such an r∗ clearly exists. Let{
ϵj = +1 if 1 ≤ j ≤ r∗

ϵj = −1 if r∗ + 1 ≤ j ≤ r
.

Let λa ∈ (1, 2) be such that

r∑
j=1

λa

j2 log2(j + 3)
= 1.

Let

dj =
λa

j2 log2(j + 3)
.
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Define

h̃(z) = λ̃a

r∑
j=1

ϵjdjz
j,

where λ̃a ∈ (1, 2) is such that h̃(1) = 1. Define

h(z) = (1 − a10)h̃(z).

Let

α = eia, β = e−ia,

and

It = {z ∈ C : arg(
α− z

z − β
) = t}

for t ≥ 0. Note that I0 is the line segment connecting α and β and Ia = {eiθ : |θ| ≤ a}
is the set on which we wish to lower bound p at some point. Let

Ga = {z ∈ C : arg(
α− z

z − β
) ∈ (

a

2
, a)}

be the open region bounded by Ia/2 and Ia.

As in [13], we needed our choice of h to satisfy (i) |h(e2πit)| ≤ 1 − c|t| for |t| >
a1/2 (up to logs). In this chapter, we need (ii) |h(e2πit)| ≥ 1 − Ca2 for |t| ≈ a;

in [13], we instead had |h(e2πit)| ≈ 1 − a for |t| ≈ a. Some thought shows that a

polynomial with positive coefficients will not work. We therefore had roughly half of

our coefficients be −1 so that (ii) holds; changing those coefficients doesn’t affect (i)

since the corresponding degrees are large. However, due to our required normalization

that h(1) is basically 1, the negative coefficients make it so that h might no longer

map into the unit disk, which is highly problematic for later application. Luckily,

though, h̃, and thus h, does map into the unit disk. We prove that in the appendix.

Lemma 5.6.1. For any t ∈ [−π, π], h̃(eit) ∈ D.

Lemma 5.6.2. There are absolute constants c4, c5, C6 > 0 such that the following

hold for a > 0 small enough. First, h(e2πit) ∈ Ga for |t| ≤ c4a. Second, |h(e2πit)| ≤
1 − c5

|t|
log2(a−1)

for t ∈ [−1
2
, 1
2
] \ [−C6a

1/2, C6a
1/2].

Proof. Take |t| ≤ a. Then,

h̃(e2πit) = λ̃a

r∗∑
j=1

λa

j2 log2(j + 3)
(1 + 2πitj − 2π2t2j2 +O(t3j3))

− λ̃a

r∑
j=r∗+1

λa

j2 log2(j + 3)
(1 + 2πitj − 2π2t2j2 +O(t3j3)).
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By our choice of r∗, h(e2πit) = 1 − δ + ϵi for δ := c1t
2 + a10 + O( t3r2

log2 r
) and ϵ :=

c2t + O( t3r2

log2 r
), where c1, c2 are bounded positive quantities that are bounded away

from 0. By multiplying the denominator by its conjugate, we have

arg

(
eia − (1 − δ + ϵi)

(1 − δ + ϵi) − e−ia

)
= arg

( (
eia − (1 − δ + ϵi)

)
·
(
(1 − δ − ϵi) − eia

) )
.

The ratio of the imaginary part to the real part of the term inside arg(·) is

2(1 − δ − cos a) sin a

− cos2 a+ 2(1 − δ) cos a− (1 − δ)2 + sin2 a− ϵ2
.

Writing cos a = 1 − 1
2
a2 + O(a4) and sin a = a + O(a3), and using δ = O(a2), the

above simplifies to
a3 − 2aδ +O(a4)

a2 − ϵ2 +O(a3)
.

If |t| ≤ c4a, then, as δ = c1t
2 + a10 +O( t3r2

log2 r
), ϵ = c2t+O( t3r2

log2 r
), the inverse tangent

of the above is at least a
2
; the arctangent is at most a, since, by Lemma 5.6.1, h(e2πit)

lies in the unit disk (alternatively, one may note 2aδ > ϵ2).

We now establish the second part of the lemma. What [13] shows is∣∣∣∣∣
m∑
j=1

λae
2πitj

j2 log2(j + 3)

∣∣∣∣∣ ≤ 1 − λa|t|
3 log2(m+ 3)

+
λa

m log2(m+ 3)

for any m ≥ 1 and t ∈ [−1
2
, 1
2
] \ [−3m−1, 3m−1]. For m = r∗, if |t| > C6a

1/2, for say

C6 = 100, then certainly 3|t|−1 < m, and so we have∣∣∣∣∣
r∗∑
j=1

λae
2πitj

j2 log2(j + 3)

∣∣∣∣∣ ≤ 1 − c
|t|

log2(a−1)
. (5.1)

We can crudely bound ∣∣∣∣∣
r∑

j=r∗+1

λae
2πitj

j2 log2(j + 3)

∣∣∣∣∣ ≤ 4

log2(a−1)

1

r∗
. (5.2)

Combining (5.1) and (5.2), we obtain∣∣∣∣∣
r∑

j=1

λaϵje
2πitj

j2 log2(j + 3)

∣∣∣∣∣ ≤ 1 − c′5
|t|

log2(a−1)
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for |t| ≥ C6r
−1, with c′5 > 0 small and C6 large enough. Now, since

λ̃−1
a =

r∗∑
j=1

λa

j2 log2(j + 3)
−

r∑
j=r∗+1

λa

j2 log2(j + 3)

= 1 − 2
r∑

j=r∗+1

λa

j2 log2(j + 3)

≥ 1 − 2
2

log2(a−1)

2

r∗

≥ 1 − 20

r log2(a−1)
,

we see ∣∣∣∣∣λ̃a
r∑

j=1

λaϵje
2πitj

j2 log2(j + 3)

∣∣∣∣∣ ≤ 1 − c5
|t|

log2(a−1)

for |t| ≥ C6r
−1, provided C6 is large enough. Since 1 − a10 ≤ 1, we are done.

Let m = c−1
4 n2/5, J1 = c−1

5 n−1/5m log4 n, and J2 = m− J1. A minor adapation of

the relevant proof in [13] proves the following.

Lemma 5.6.3. Suppose p̃(z) = 1 − zd for some d ≤ n1/5. Then

J2−1∏
j=J1

∣∣∣p̃(h(e2πi
j+δ
m )
)∣∣∣ ≤ exp(Cn1/5 log5 n)

for any δ ∈ [0, 1).

By adapating the proof of the above lemma, we prove the following.

Lemma 5.6.4. Suppose u(z) = z − ζ for some ζ ∈ ∂D. Then, for any δ ∈ [0, 1), we

have
J2−1∏
j=J1

∣∣∣u(h(e2πi
j+δ
m )
)∣∣∣ ≤ exp(Cn1/5 log5 n).

Proof. First note that

|u(h(e2πiθ))| ≥ 1 − |h(e2πiθ)| ≥ a10. (5.3)

Define g(t) = 2 log |u(h(e2πi(t+
δ
m
)))|. For notational ease, we assume δ = 0; the

argument about to come works for all δ ∈ [0, 1). Since (5.3) implies g is C1, by the
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mean value theorem we have∣∣∣∣∣ 1

m

J2−1∑
j=J1

g

(
j

m

)
−
∫ J2/m

J1/m

g(t)dt

∣∣∣∣∣ =

∣∣∣∣∣
J2−1∑
j=J1

∫ (j+1)/m

j/m

(
g(t) − g

(
j

m

))
dt

∣∣∣∣∣
≤

J2−1∑
j=J1

∫ (j+1)/m

j/m

(
max

j
m
≤y≤ j+1

m

|g′(y)|

)
1

m
dt

≤ 1

m2

J2−1∑
j=J1

max
j
m
≤y≤ j+1

m

|g′(y)|. (5.4)

Since w 7→ log |u(h(w))| is harmonic and log |u(h(0))| = log |u(0)| = 0, we have∫ 1

0

g(t)dt = 2

∫ 1

0

log |u(h(e2πit))|dt = 0,

and therefore ∣∣∣∣∣
∫ J2/m

J1/m

g(t)dt

∣∣∣∣∣ ≤
∣∣∣∣∣
∫ J1/m

0

g(t)dt

∣∣∣∣∣+

∣∣∣∣∫ 1

J2/m

g(t)dt

∣∣∣∣ . (5.5)

Since

a10 ≤
∣∣u(h(e2πit))

∣∣ ≤ 2

for each t, we have∣∣∣∣∣
∫ J1/m

0

g(t)dt

∣∣∣∣∣+

∣∣∣∣∫ 1

J2/m

g(t)dt

∣∣∣∣ ≤ 20

(
J1
m

+ (1 − J2
m

)

)
log n ≤ C

log5 n

n1/5
. (5.6)

By (5.4), (5.5), and (5.6), we have∣∣∣∣∣ 1

m

J2−1∑
j=J1

g(
j

m
)

∣∣∣∣∣ ≤ C
log5 n

n1/5
+

1

m2

J2−1∑
j=J1

max
j
m
≤t≤ j+1

m

|g′(t)|.

Multiplying through by m, changing C slightly, and exponentiating, we obtain

J2−1∏
j=J1

∣∣∣u(h(e2πi
j
m ))
∣∣∣2 ≤ exp

(
Cn1/5 log5 n+

1

m

J2−1∑
j=J1

max
j
m
≤t≤ j+1

m

|g′(t)|

)
. (5.7)

Note

g′(t0) =

∂
∂t

[
|u(h(e2πit))|2

]∣∣∣
t=t0

|u(h(e2πit0))|2
.

We first show
∂

∂t

[
|u(h(e2πit))|2

]∣∣∣
t=t0

≤ 500 (5.8)
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for each t0 ∈ [0, 1]. Let d̃j = dj for j ≤ r∗ and d̃j = −dj for j > r∗ so that

h(e2πit) = (1 − a10)
∑r

j=1 d̃je
2πitj. Then,

∣∣u (h(e2πit)
)∣∣2 =

∣∣∣∣∣(1 − a10)
r∑

j=1

d̃je
2πijt − ζ

∣∣∣∣∣
2

= (1 − a10)2

∣∣∣∣∣
r∑

j=1

d̃je
2πijt

∣∣∣∣∣
2

− 2 Re

[
(1 − a10)ζ

r∑
j=1

d̃je
2πijt

]
+ 1. (5.9)

The derivative of the first term is

(1 − a10)2
r∑

j1,j2=1

d̃j1 d̃j22π(j1 − j2)e
2πi(j1−j2)t.

Since
r∑

j=1

|d̃j| ≤ 4

and
r∑

j=1

j|d̃j| ≤ 4,

we get an upper bound of 250 for the absolute value of the derivative of the first term

of (5.9). The derivative of the second term, if ζ = eiθ, is

2(1 − a10)
r∑

j=1

d̃j sin(2πjt+ θ)2πj,

which is also clearly upper bounded by (crudely) 250. We’ve thus shown (5.8).

Recall |u(h(e2πiθ))| ≥ 1 − |h(e2πiθ)|. For j ∈ [J1, J2] ⊆ [C6a
1/2m, (1 − C6a

1/2)m],

we use (by Lemma 5.6.2)

|h(e2πi
j
m )| ≤ 1 − c5

min( j
m
, 1 − j

m
)

log2 n

to obtain
1

m

J2−1∑
j=J1

max
j
m
≤t≤ j+1

m

|g′(t)| ≤ 1

m

J2−1∑
j=J1

500(
c5

min( j
m
,1− j

m
)

log2 n
)
)2 .

Up to a factor of 2, we may deal only with j ∈ [J1,
m
2

]. Then we obtain

1

m

J2−1∑
j=J1

max
j
m
≤t≤ j+1

m

|g′(t)| ≤ 1

m

m/2∑
j=J1

500m2 log4 n

c25j
2

≤ 500m log4 n

c25

2

J1

≤ Cn1/5.
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Let Qn denote all polynomials of the form (z − α)(z − β)p(z) for p ∈ Pn.

Corollary 5.6.5. For any q ∈ Qn and δ ∈ [0, 1), we have∏
j ̸∈{0,m−1}

|q(h(e2πi
j+δ
m z))| ≤ exp(Cn1/5 log5 n).

Proof. Take q ∈ Qn; say q(z) = (z−α)(z−β)p(z) for p ∈ Pn. For j ∈ {1, . . . , J1−1}
and for j ∈ {J2, . . . ,m − 2}, by Lemma 5.6.1 we can bound |q(h(e2πi

j
m z))| ≤ 4n, to

obtain ∏
j ̸∈{J1,...,J2−1}

|q(h(e2πi
j+δ
m ))| ≤ (4n)J1−1+m−J2−1 ≤ eCn1/5 log5 n. (5.10)

By applying Lemma 5.6.4 to u(z) := z − α and to u(z) := z − β and multiplying the

results, we see
J2−1∏
j=J1

|u(h(e2πi
j+δ
m ))| ≤ eCn1/5 log5 n, (5.11)

where u(z) := (z − α)(z − β). Let p̃(z) ∈ {1, 1 − zd} be the truncation of p to terms

of degree less than n1/5. Then, since Lemma 5.6.2 gives

|h(e2πi
j+δ
m )| ≤ 1 − c5

min
(

j
m

+ δ, 1 − ( j
m

+ δ)
)

log2 n
≤ 1 − c′n−1/5 log2 n

for j ∈ {J1, . . . , J2 − 1}, we see∣∣∣p(h(e2πi
j+δ
m )
)
− p̃
(
h(e2πi

j+δ
m )
)∣∣∣ ≤ ne−c′ log2 n ≤ e−c log2 n. (5.12)

Lemma 5.6.3 implies
J2−1∏
j=J1

|p̃(h(e2πi
j+δ
m ))| ≤ eCn1/5 log5 n. (5.13)

By an easy argument given in [13], (5.12) and (5.13) combine to give

J2−1∏
j=J1

|p(h(e2πi
j+δ
m ))| ≤ eC

′n1/5 log5 n. (5.14)

Combining (5.10), (5.11), and (5.14), the proof is complete.

Proposition 5.6.6. For any q ∈ Qn, it holds that

max
w∈Ga

|q(w)| ≥ exp(−Cn1/5 log5 n).
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Proof. Let g(z) =
∏m−1

j=0 q(h(e2πi
j
m z)). For z = e2πiθ, with, without loss of generality,

θ ∈ [0, 1
m

), we have by Lemma 5.6.2 and Corollary 5.6.5

|g(z)| ≤
(

max
w∈Ga

|q(w)|
)2 ∏

j ̸∈{0,m−1}

|q(h(e2πi(
j
m
+θ)))| ≤

(
max
w∈Ga

|q(w)|
)2

exp(Cn1/5 log5 n).

Thus, (maxw∈Ga |q(w)|)2 exp(Cn1/5 log5 n) ≥ maxz∈∂D |g(z)| ≥ |g(0)| = 1, where the

last inequality used the maximum modulus principle (clearly g is analytic).

The following lemma was proven in [8].

Lemma 5.6.7. Suppose g is an analytic function in the open region bounded by I0

and Ia, and suppose g is continuous on the closed region between I0 and Ia. Then,

max
z∈Ia/2

|g(z)| ≤
(

max
z∈I0

|g(z)|
)1/2(

max
z∈Ia

|g(z)|
)1/2

.

Proof of Theorem 5.5.2. Take f ∈ Pn, and let g(z) = (z−α)(z−β)f(z). A straight-

forward geometric argument yields

|g(z)| ≤ |(z − α)(z − β)|
1 − |z|

≤ 2

sin a
≤ 3n2/5

for z ∈ I0. Letting L = ||g||Ia , Lemma 5.6.7 then gives

max
z∈Ia/2

|g(z)| ≤ (3Ln2/5)1/2.

Since we then have

max
z∈Ia/2∪Ia

|g(z)| ≤ max(L, (3Ln2/5)1/2),

the maximum modulus principle implies

max
z∈Ga

|g(z)| ≤ max(L, (3Ln2/5)1/2).

By Proposition 5.6.6, we conclude

exp(−Cn1/5 log5 n) ≤ max
(
L, (3Ln2/5)1/2

)
.

Thus,

||f ||Ia ≥ 1

4
||g||Ia =

L

4
≥ exp(−C ′n1/5 log5 n),

as desired.
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5.7 Appendix: proof of lemma 5.6.1

We thank Fedor Nazarov for a simpler proof of Lemma 5.6.1, which we include below.

Claim 5.7.1. Let F be a compact family of (uniformly) bounded real Lipschitz func-

tions on [0, 1] such that
∫ 1/2

0
f <

∫ 1

1/2
f for every f ∈ F . Then there exist M, ϵ > 0

so that for all m > M , m∗ ∈ ((1
2
− ϵ)m, (1

2
+ ϵ)m), and f ∈ F , it holds that

m∗∑
j=1

1

log2(j + 3)
f

(
j

m

)
<

m∑
j=m∗+1

1

log2(j + 3)
f

(
j

m

)
. (5.15)

Proof. By compactness, there exists ϵ > 0 so that for all γ ∈ (1
2
− ϵ, 1

2
+ ϵ) and all

f ∈ F , we have ∫ γ

0

f(x)dx <

∫ 1

γ

f(x)dx− ϵ. (5.16)

Quickly note, for C > 0 a uniform upper bound on maxx∈[0,1] |f(x)|, f ∈ F , we have

1

m

m∑
j=1

[
1

log2(j + 3)
− 1

log2(m+ 3)

] ∣∣∣∣f ( j

m

)∣∣∣∣ ≤ C

m


m

log3(m+3)∑
j=1

1 +

m∑
j= m

log3(m+3)

log log(m+ 3)

log3(m+ 3)


(5.17)

≤ 2C
log log(m+ 3)

log3(m+ 3)

= o(
1

log2(m+ 3)
)

as m→ ∞. As (5.15) is equivalent to

log2(m+ 3)

m

m∗∑
j=1

1

log2(j + 3)
f

(
j

m

)
<

log2(m+ 3)

m

m∑
j=m∗+1

1

log2(j + 3)
f

(
j

m

)
,

by (5.17) it suffices to prove

1

m

m∗∑
j=1

f

(
j

m

)
<

1

m

m∑
j=m∗+1

f

(
j

m

)
− ϵ

2
, (5.18)

say (for m large enough and m∗ ∈ ((1
2
− ϵ)m, (1

2
+ ϵ),m)). But the LHS becomes arbi-

trarily close to
∫ m∗/m

0
f(x)dx, and the RHS becomes arbitrarily close to

∫ 1

m∗/m
f(x)dx−

ϵ
2
, so (5.18) is established by (5.16).

Now, letting f(x) = 1
2
− 1

2

(
sin(x/2)

x/2

)2
for x ∈ (0, 1] and f(0) = 0, and then

setting fc(x) = c−4f(cx) for c > 0 and x ∈ [0, 1] and f0(x) = x4

24
, we will apply
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Claim 5.7.1 to the family F := {fc : c ∈ [0, C]}, for a suitable absolute C > 0.

An easy computation shows that F is indeed a compact family of bounded Lipschitz

functions. The condition that
∫ 1/2

0
fc <

∫ 1

1/2
fc for all c ∈ [0, C] is equivalent to∫ a

0
f(x)dx <

∫ 2a

a
f(x) for all a > 0, which is equivalent to∫ b

0

(
sinx

x

)2

dx >

∫ 2b

b

(
sinx

x

)2

dx

for all b > 0, which is easily verified3.

Proof of Lemma 5.6.1. The proof of Lemma 5.6.2 shows that h̃(eit) ∈ D if t ∈
[−π, π] \ [− 1

100
, 1
100

], say. So we may assume |t| ≤ 1
100

. First note that∣∣∣Im[h̃(eit)]
∣∣∣ = λ̃a

r∑
j=1

ϵjdj sin(jt) (5.19)

≤ λ̃a

r∑
j=1

djj|t|

≤ 2|t|.

Also,

Re[h̃(eit)] = λ̃a

r∑
j=1

ϵjdj cos(jt) (5.20)

≥ λ̃a

r∑
j=1

ϵjdj

(
1 − j2t2

2

)

= 1 − 1

2
t2λ̃a

r∑
j=1

ϵjj
2dj

≥ 1 − 1

2
t2λ̃a · 21

> 0.

Finally, using the identity

cosx− 1 + x2

2

x2
=

1

2
− 1

2

(
sin(x/2)

x/2

)2

,

we see that

Re[h̃(eit)] = λ̃a

(
r∗∑
j=1

1

log2(j + 3)

(
1

j2
− t2

2

)
−

r∑
j=r∗+1

1

log2(j + 3)

(
1

j2
− t2

2

))
3As sin x

x decreases on [0, π], the case b ≤ π
2 is immediate. For b > π

2 , we can do
∫ 2b

b
( sin x

x )2dx <∫∞
π/2

1
x2 dx = 2

π , which suffices since, by monotonicity,
∫ b

0
( sin x

x )2dx >
∫ π/2

0
( sin x

x )2dx ≥ π
2 (

2
π )

2 = 2
π .
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+λ̃ar
4t6

(
r∗∑
j=1

1

log2(j + 3)
ftr(

j

r
) −

r∑
j=r∗+1

1

log2(j + 3)
ftr(

j

r
)

)
.

By Claim 5.7.1, we then see

Re[h̃(eit)] ≤ λ̃a

(
r∗∑
j=1

1

log2(j + 3)

(
1

j2
− t2

2

)
−

r∑
j=r∗+1

1

log2(j + 3)

(
1

j2
− t2

2

))
,

which is at most 1 − 10t2 by our choice of r∗. Combining with (5.20) and (5.19), we

see ∣∣∣h̃(eit)
∣∣∣2 =

(
Re[h̃(eit)]

)2
+
(

Im[h̃(eit)]
)2

≤ (1 − 10t2)2 + 4t2

≤ 1,

as desired.
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Chapter 6

On sumsets containing a perfect
square

6.1 Summary

We show A+B contains a perfect square if A,B ⊆ {1, . . . , N} have |A|, |B| ≥ (3
8
+ϵ)N .

The constant 3
8

is optimal.

6.2 Introduction

Let A,B be subsets of the first N positive integers. What are the maximum possible

sizes of A and B if A+B does not contain a perfect square?

Let us first discuss the history of the related question of the largest size of a subset

A ⊆ {1, . . . , N} with A+A not containing a perfect square, originally raised by Erdős

and Silverman [22, p. 87, 107]. Erdős initially conjectured that the answer is roughly
1
3
N , coming from

A := {n ≤ N : n ≡ 1 mod 3}.

However, Massias [43] noted that

A := {n ≤ N : n mod 32 ∈ {1, 5, 9, 13, 14, 17, 21, 25, 26, 29, 30}}

gives the larger size of roughly 11
32
N . The two mentioned sets A indeed have the

property that A + A does not contain a perfect square, since the sumset of {1} ⊆
Z/3Z with itself does not contain a quadratic residue (in Z/3Z), and the sumset of

{1, 5, 9, 13, 14, 17, 21, 25, 26, 29, 30} ⊆ Z/32Z with itself avoids quadratic residues.

Given that these two examples come from “lifting up” a set A ⊆ Z/qZ for some

q ∈ N, and that any perfect square must be a quadratic residue mod q, it is natural to
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first solve the “modular” version of the problem: for given q ∈ N, what is the largest

size of a set A ⊆ Z/qZ such that A+ A does not contain a quadratic residue?

In 1982, Lagarias, Odlyzko, and Shearer [39] showed the answer is 11
32
q (which is

tight if 32 | q). In 1983, they released a companion paper [38] proving that if A ⊆ [N ]

has |A| ≥ 0.475N then A+ A contains a perfect square. Finally, in 2001, Khalfalah,

Lodha, and Szemerédi [35] resolved the Erdős-Silverman problem, by showing that

for all ϵ > 0, if N is sufficiently large, then any A ⊆ [N ] with A+A avoiding perfect

squares must have |A| ≤ (11
32

+ ϵ)N .

In this chapter, we solve the aformentioned “bipartite” version of the Erdős-

Silverman question. Our result is asymptotically optimal.

Theorem 6.2.1. For any ϵ > 0, if N is sufficiently large and A,B ⊆ [N ] have

|A|, |B| ≥ (3
8

+ ϵ)N , then A+B contains a perfect square.

An example achieving roughly 3
8
N is

A := {n ≤ N : n mod 8 ∈ {0, 1, 5}}

B := {n ≤ N : n mod 8 ∈ {2, 5, 6}},

which works since the Z/8Z-sumset {0, 1, 5} + {2, 5, 6} avoids quadratic residues.

We prove Theorem 6.5.1 by first resolving the associated “modular” version of

the problem. While the methods of [39], solving the modular problem for A+A, are

highly graph-theoretic, our methods use Fourier analysis to reduce (in one direction)

to solving some optimization problem in 48 variables. Interestingly, the paper [39] also

involved solving some optimization problems, specifically various integer programs. It

is plausible our methods could solve the modular A+A problem, though the number

of variables in the obtained optimization problem would be significantly too large.

We then obtain the result in the integers by basic Fourier-analytic arguments.

While [35], solving the A + A problem in the integers, introduced a novel “shifting

method” and a sort of low-level strong arithmetic regularity lemma with tower-type

bounds, our Fourier arguments amount to a rather basic arithmetic regularity lemma

with only singly exponential bounds. In rough terms, we approximate the character-

istic function of A ⊆ [N ] (and of B) by its best modulo Q weight function approxi-

mation on η−1 intervals each of length ηN , where η−1 and logQ are polynomials of

ϵ−1. Counting the number of perfect squares “in” the convolution of these weight

functions essentially reduces to the modular problem. For details, see Section 6.5.
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6.3 Notation

We use the standard [N ] := {1, . . . , N} and e(θ) := e2πiθ. Let 1
N := { 1

n
: n ≥ 1}. Let

T = R/Z. For f : [N ] → C, define f̂ : T → C by

f̂(θ) :=
∑
n≤N

f(n)e(−nθ).

For f : Z/qZ → C, define f̂ : Z/qZ → C by

f̂(r) :=
1

q

∑
x∈Z/qZ

f(x)e

(
−rx
q

)
.

Define the weighted indicator function of the quadratic residues fq : Z/qZ → R by

fq(t) := |{x ∈ Z/qZ : x2 = t}|.

For functions f, g : Z/qZ → C, define the convolution of f, g as

(f ∗ g)(x) :=
1

q

∑
a∈Z/qZ

f(a)g(x− a),

while for finitely supported functions f, g : Z → C, we define the convolution as

(f ∗ g)(x) :=
∑
n∈Z

f(n)g(x− n).

6.4 The Modular Problem

In this section, we prove the following, a (doubly) weighted, quantitative version of the

statement that A+B contains a quadratic residue if A,B ⊆ Z/qZ have |A|, |B| > 3
8
q.

Theorem 6.4.1. For any ϵ > 0 there is some c(ϵ) > 0 so that for any q ≥ 1, if

wA, wB : Z/qZ → [0, 1] have
∑

t∈Z/qZwA(t),
∑

t∈Z/qZwB(t) ≥ (3
8

+ ϵ)q, then∑
t∈Z/qZ

(wA ∗ wB)(t)fq(t) ≥
1√
5
ϵq.

Our approach is Fourier-analytic. We start by noting the Fourier representation

of this weighted count of quadratic residues “in” the convolution of wA and wB.

Lemma 6.4.2. For any wA, wB : Z/qZ → R, we have

1

q

∑
t∈Z/qZ

(wA ∗ wB)(t)fq(t) =
∑

m∈Z/qZ

ŵA(m)ŵB(m)f̂q(−m).
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Proof. The right hand side is, by definition, equal to∑
m∈Z/qZ

1

q3

∑
x,y,z∈Z/qZ

wA(x)wB(y)fq(z)e

(
m(z − x− y)

q

)
.

Interchanging summations and using the orthogonality condition

∑
m∈Z/qZ

e

(
mr

q

)
=

{
q if r ≡ 0 mod q

0 if r ̸≡ 0 mod q

finishes the proof.

Remark. Let us take a moment to motivate the arguments to come. Suppose for now

q is divisible by 8. We (a posteriori) expect
∑

t∈Z/qZ(wA ∗wB)(t)fq(t) to be minimized

by weights wA, wB that are “lift-ups” of weights wA, wB : Z/8Z → [0, 1] in the sense1

wA(t) = wA(t mod 8) and wB(t) = wB(t mod 8). If wA and wB were indeed of this

form, then, as one may easily check, we would have ŵA(m), ŵB(m) = 0 for each

m ∈ Z/qZ with q
gcd(q,m)

∤ 8. Therefore, in our setting (in which wA, wB might not be

exactly of that form), it’s natural to separate2,∑
m∈Z/qZ

ŵA(m)ŵB(m)f̂q(−m) =
∑
q|8m

ŵA(m)ŵB(m)f̂q(−m) +
∑
q∤8m

ŵA(m)ŵB(m)f̂q(−m).

The latter term we shall upper-bound in magnitude, using that f̂q(−m) is small for

all m with q ∤ 8m (this follows from quadratic Gauss sum bounds). And the first

term actually turns out to be just the weighted count of mod 8 quadratic residues in

the weighted sumset of the mod 8 projections of the weight functions wA, wB.

For technical reasons, we work mod 24 instead of mod 8.

To set some notation, if q ∈ N is a multiple of 24 and wA, wB : Z/qZ → [0, 1] are

two (weight) functions, we let a, b : Z/24Z → [0, 1] denote the (mod 24)-projections

of wA and wB:

a(k) :=
1

q/24

∑
x∈Z/qZ

x≡k mod 24

wA(x) (6.1)

b(k) :=
1

q/24

∑
x∈Z/qZ

x≡k mod 24

wB(x). (6.2)

1Note “mod 8” makes sense since 8 | q.
2Note that q

gcd(q,m) ∤ 8 is equivalent to q ∤ 8m.

61



Lemma 6.4.3. Let q ∈ N be a multiple of 24. Let wA, wB : Z/qZ → [0, 1] be two

(weight) functions, and let a, b : Z/24Z → [0, 1] be the mod 24-projections of wA, wB,

as in (6.1),(6.2). Then one has∑
m∈Z/qZ
q|24m

ŵA(m)ŵB(m)f̂q(−m) =
1

24

∑
t∈Z/24Z

(a ∗ b)(t)f24(t).

Proof. Noting q | 24m if and only if m = rq
24

, we may write the LHS as

23∑
r=0

1

q3

∑
x,y,z∈Z/qZ

wA(x)wB(y)fq(z)e

(
rq

24

z − x− y

q

)
,

which by orthogonality (mod 24) is equal to

24

q3

∑
x,y,z∈Z/qZ

x+y≡z mod 24

wA(x)wB(y)fq(z).

Splitting into cases mod 24, we may write the above as

24

q3

∑
i,j∈Z/24Z

( ∑
x∈Z/qZ

x≡i mod 24

wA(x)

)( ∑
y∈Z/qZ

y≡j mod 24

wB(y)

)( ∑
z∈Z/qZ

z≡i+j mod 24

fq(z)

)
. (6.3)

Noting∑
z∈Z/qZ

z≡i+j mod 24

fq(z) =
∑

z∈Z/qZ
z≡i+j mod 24

∑
v∈Z/qZ

1v2≡z mod q =
∑

v∈Z/qZ

1v2≡i+j mod 24 =
q

24
f24(i+ j),

and using the definitions of a, b, we may write (6.3) as

1

242

∑
i,j∈Z/24Z

a(i)b(j)f24(i+ j) =
1

24

∑
t∈Z/24Z

(a ∗ b)(t)f24(t),

as desired.

We now go on to handle the other Fourier term,
∑

q ∤ 24m ŵA(m)ŵB(m)f̂q(−m).

Lemma 6.4.4. Let q ∈ N be a multiple of 24. Then for any m ∈ Z with q ∤ 24m,

one has ∣∣∣f̂q(−m)
∣∣∣ ≤ 1√

5
.
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Proof. By definition,

f̂q(−m) =
1

q

∑
t∈Z/qZ

 ∑
x∈Z/qZ

1x2≡t

 e(
mt

q
) =

1

q

∑
x∈Z/qZ

e

(
mx2

q

)
=

1

q/g

∑
x∈Z/ q

g
Z

e

(
m
g
x2

q/g

)
,

where g := gcd(m, q). Thus, by standard quadratic Gauss sum estimates (e.g., [33]),

∣∣∣f̂q(−m)
∣∣∣ ≤


√

1
q/g

if q/g ∈ {1, 3} mod 4√
2

q/g
if q/g ≡ 0 mod 4

0 if q/g ≡ 2 mod 4.

Now, q ∤ 24m implies q
g
∤ 24. This implies, firstly, that q

g
≥ 5, giving

√
1

q/g
≤ 1√

5
,

and, secondly, that if q
g
≡ 0 mod 4, then q

g
≥ 16, giving

√
2

q/g
≤ 1√

8
≤ 1√

5
.

Lemma 6.4.5. Let q ∈ N be a multiple of 24. Let wA, wB : Z/qZ → [0, 1] be two
(weight) functions, and let a, b : Z/24Z → [0, 1] be the projections of wA, wB mod 24
as in Lemma 6.4.3. Then,∣∣∣∣∣∣∣∣

∑
m∈Z/qZ
q ∤ 24m

ŵA(m)ŵB(m)f̂q(−m)

∣∣∣∣∣∣∣∣ ≤
1

24
√
5

 ∑
k∈Z/24Z

a(k)− a(k)2

1/2 ∑
k∈Z/24Z

b(k)− b(k)2

1/2

.

Proof. By Lemma 6.4.4 and Cauchy-Schwarz, we have∣∣∣∣∣∣∣∣
∑

m∈Z/qZ
q ∤ 24m

ŵA(m)ŵB(m)f̂q(−m)

∣∣∣∣∣∣∣∣ ≤
(

sup
m∈Z/qZ
q ∤ 24m

|f̂q(−m)|

)( ∑
m∈Z/qZ
q ∤ 24m

|ŵA(m)| |ŵB(m)|

)

≤ 1√
5

√√√√ ∑
m∈Z/qZ
q ∤ 24m

|ŵA(m)|2
√√√√ ∑

m∈Z/qZ
q ∤ 24m

|ŵB(m)|2.

The following two (in)equalities (and their analogues for B) finish the proof:

∑
m∈Z/qZ
q|24m

|ŵA(m)|2 =
23∑
r=0

1

q2

∑
x,y∈Z/qZ

wA(x)wA(y)e

(
r(x− y)

24

)

=
24

q2

∑
i∈Z/24Z

 ∑
x∈Z/qZ

x≡i mod 24

wA(x)


2

=
1

24

∑
k∈Z/24Z

a(k)2.
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∑
m∈Z/qZ

|ŵA(m)|2 =
∑

m∈Z/qZ

1

q2

∑
x,y∈Z/qZ

wA(x)wA(y)e

(
m(x− y)

q

)

=
1

q

∑
x∈Z/qZ

wA(x)2 ≤ 1

q

∑
x∈Z/qZ

wA(x) =
1

24

∑
k∈Z/24Z

a(k).

Combining Lemmas 6.4.2, 6.4.3, and 6.4.5 (and multiplying through by 24) yields

24

q

∑
t∈Z/qZ

(wA ∗ wB)(t)fq(t) ≥
∑

t∈Z/24Z

(a ∗ b)(t)f24(t) (6.4)

− 1√
5

√ ∑
k∈Z/24Z

a(k) − a(k)2
√ ∑

k∈Z/24Z

b(k) − b(k)2.

Note that a(k) ∈ [0, 1] for each k and that∑
k∈Z/24Z

a(k) = 24 · 1

q

∑
x∈Z/qZ

wA(x),

implying
∑

k∈Z/24Z a(k) ≥ 9+24ϵ if
∑

x∈Z/qZwA(x) ≥ (3
8
+ϵ)q. We prove the following

proposition in Section 6.6. We assume it to be true for the rest of this section. In

it, we use the notation a(i) := ai, b(i) := bi. We emphasize that it is “merely” a

(quadratic) optimization problem in 48 variables.

Proposition 6.4.6. For any ϵ > 0, the following holds. For all a0, . . . , a23, b0, . . . , b23 ∈
[0, 1] with

∑23
i=0 ai ≥ 9 + ϵ,

∑23
i=0 bi ≥ 9 + ϵ, one has

∑
t∈Z/24Z

(a ∗ b)(t)f24(t) ≥
1√
5
ϵ+

1√
5

√∑
i

ai −
∑
i

a2i

√∑
i

bi −
∑
i

b2i .

Proof of Theorem 6.4.1 assuming Proposition 6.4.6. If 24 | q, then Theorem 6.4.1

follows immediately from (6.4) and Proposition 6.4.6. Otherwise, we use a simple

“lift-up” argument to reduce to the case q | 24. Define w̃A, w̃B : Z/24qZ → [0, 1] by

w̃A(x) := 1
24

∑
y∈Z/24Z

y≡x mod q

wA(y), w̃B(x) := 1
24

∑
y∈Z/24Z

y≡x mod q

wB(y). Then

1

q

∑
t∈Z/qZ

(wA ∗ wB)(t)fq(t) =
1

24q

∑
t∈Z/24qZ

(w̃A ∗ w̃B)(t)f24q(t)

and
1

24q

∑
x∈Z/24qZ

w̃A(x) =
1

q

∑
x∈Z/qZ

wA(x)
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1

24q

∑
x∈Z/24qZ

w̃B(x) =
1

q

∑
x∈Z/qZ

wB(x).

6.5 Converting to Integers

In this section, we “boost” the solution to the modular problem (Theorem 6.4.1) to

the integers to establish our main theorem (Theorem 6.5.1). For subsets A,B ⊆ [N ]

with |A|, |B| ≥ (3
8

+ ϵ)N we shall, as in the modular problem, look at the number of

squares in the weighted sumset of A and B:∑
n≥1

(1A ∗ 1B)(n)1S(n),

where S ⊆ N is the set of perfect squares,

S := {m2 : m ∈ N}.

Our approach is inspired by the arithmetic regularity lemma (see, e.g., [20, 29]),

though a much lower-tech version suffices for our purposes; the dependence on the

relevant parameters will be singly-exponential rather than tower-type.

Definition 6.5.1. Fix (parameters) Q ∈ N and η ∈ 1
N . For k ∈ {0, 1, . . . , η−1 − 1}, let

Iη,k =
(
kηN, (k + 1)ηN

]
∩ N.

For N ∈ N (large) and A ⊆ [N ], define3 the function wA
Q;η,k : Iη,k → [0, 1] by

wA
Q;η,k(n) :=

#{m ∈ Iη,k : m ∈ A and m ≡ nmod Q}
#{m ∈ Iη,k : m ≡ nmod Q}

.

Finally, define the function wA
Q;η : N → [0, 1] by

wA
Q;η :=

η−1−1∑
k=0

wA
Q;η,k1Iη,k .

Remark. One should think of the function wA
Q;η,k as the best mod Q approximation

to A, or as a “smoothed out” version of A modulo Q, on Iη,k. Indeed, for n ∈ Iη,k,

3Extend (the domain of) wA
Q;η,k to N by setting wA

Q;η,k = 0 outside Iη,k.
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the function wA
Q;η,k(n) just depends on the residue of n modulo Q, and, immediately

from the definition, for any r ∈ {0, . . . , Q− 1}, one has∑
n∈Iη,k

n≡r mod Q

wA
Q;η,k(n) =

∑
n∈Iη,k

n≡r mod Q

1A(n). (6.5)

The use of wA
Q;η comes from the fact that its Fourier transform models that of A

nearly perfectly on rationals with denominator dividing Q. As long as Q is sufficiently

composite (which we will choose it to be), we don’t need to care much about other

rationals, since the Fourier transform of the indicator function of the squares will be

sufficiently small there.

For the following lemma, fix Q,N ∈ N, η ∈ 1
N , and A ⊆ [N ].

Definition 6.5.2. Define the balanced function fA
Q;η : N → R by fA

Q;η := 1A − wA
Q;η.

Lemma 6.5.3. Take some a, q ∈ N with q | Q. Then, for any β ∈ R, it holds that∣∣∣∣f̂A
Q;η

(
a

q
+ β

)∣∣∣∣ ≤ 2|β|ηN2.

Proof. For k ∈ {0, . . . , η−1 − 1}, define fA
Q;η,k := fA

Q;η1Iη,k = 1Iη,k1A − wA
Q;η,k so that

fA
Q;η =

η−1−1∑
k=0

fA
Q;η,k. (6.6)

Fix a, q ∈ N with q | Q, and fix β ∈ R. By (6.6), linearity of the fourier transform,

and the triangle inequality, to prove Lemma 6.5.3 it suffices to show∣∣∣∣f̂A
Q;η,k(

a

q
+ β)

∣∣∣∣ ≤ 2|β|ηN |Iη,k|

for each k ∈ {0, . . . , η−1 − 1}. So fix some such k. By definition,

f̂A
Q;η,k(

a

q
+ β) =

∑
n∈Iη,k

1A(n)e

(
(
a

q
+ β)n

)
−
∑

n∈Iη,k

wA
Q;k(n)e

(
(
a

q
+ β)n

)
. (6.7)

Letting L = ⌊kηN⌋ + 1 denote the left endpoint of Iη,k, we trivially from (6.7) have

∣∣∣∣f̂A
Q;η,k(

a

q
+ β)

∣∣∣∣ =
∣∣∣∣∣∣
∑

n∈Iη,k

1A(n)e

(
(
a

q
+ β)(n− L)

)
−
∑

n∈Iη,k

wA
Q;η,k(n)e

(
(
a

q
+ β)(n− L)

)∣∣∣∣∣∣ .
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The reason for shifting the phase by L is that if we now use∑
n∈Iη,k

1A(n)e

(
a(n− L)

q

)
−
∑

n∈Iη,k

wA
Q;η,k(n)e

(
a(n− L)

q

)
= 0

(which follows from (6.5) and that q | Q) to write∣∣∣∣f̂A
Q;η,k(

a

q
+ β)

∣∣∣∣ =

∣∣∣∣∣ ∑
n∈Iη,k

1A(n)

[
e

(
(
a

q
+ β)(n− L)

)
− e

(
a(n− L)

q

)]

−
∑

n∈Iη,k

wA
Q;η,k(n)

[
e

(
(
a

q
+ β)(n− L)

)
− e

(
a(n− L)

q

)] ∣∣∣∣∣,
then the trivial |e(x) − e(y)| ≤ |x− y| is strong enough to give the sufficient bound∣∣∣∣f̂A

Q;η,k(
a

q
+ β)

∣∣∣∣ ≤ ∑
n∈Iη,k

1A(n)|β|(n− L) +
∑

n∈Iη,k

|wA
Q;η,k(n)| |β| (n− L)

≤ 2|β|ηN |Iη,k|,

the last inequality using that n− L ≤ ηN for each n ∈ Iη,k.

Remark. The plan to prove Theorem 6.5.1 is to decompose

1A ∗ 1B = wA
Q;η ∗ wB

Q;η + fA
Q;η ∗ wB

Q;η + wA
Q;η ∗ fB

Q;η + fA
Q;η ∗ fB

Q;η

and use Lemma 6.5.3 to argue that the “number” of squares “in” 1A ∗ 1B is approxi-

mately the same as that in wA
Q;η ∗ wB

Q;η. The latter, involving the convolution of two

functions constant on residues modulo Q, is more easily calculable and comes down

to the weighted number of mod Q quadratic residues in the convolution of the natural

mod Q projections of wA
Q;η, w

B
Q;η. The following (with Lemma 6.5.3) will be used to

prove the validity of the approximation.

Proposition 6.5.4. Let f, g : [N ] → [−1, 1] be (1-bounded) functions. Suppose δ > 0

is such that
∣∣∣f̂(a

q
+ β)

∣∣∣ ≤ δ|β|N2 for each a, q ≤ λ−2 and4 β ∈ R. Then we have∣∣∣∣∣∑
n≥1

(f ∗ g)(n)1S(n)

∣∣∣∣∣ ≤ 10(δλ−8 + λ)N3/2.

In order to prove Proposition 6.5.4, we import the needed “minor arc” estimate

from [42]:

4We will only need the condition for |β| ≤ λ−2

2N .
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Lemma 6.5.5 ([42], Proposition 1). For any λ > 0, if N ∈ N is sufficiently large

and θ ∈ T is such that |θ − a
q
| > λ−2

N
for each a, q ≤ λ−2, then |1̂SN

(θ)| ≤ 5λN1/2.

Proof of Proposition 6.5.4. We may replace S by S2N := {m2 : m ∈ N,m2 ≤ 2N}
and write ∑

n≥1

(f ∗ g)(n)1S2N
(n) =

∫
T
f̂(θ)ĝ(θ)1̂S2N

(−θ)dθ. (6.8)

This lemma together with Cauchy-Schwarz and Plancherel immediately gives∣∣∣∣∫
m

f̂(θ)ĝ(θ)1̂S2N
(−θ)dθ

∣∣∣∣ ≤ 5λ
√

2N

∫
m

|f̂(θ)||ĝ(θ)|dθ

≤ 10λN1/2

(∫
T
|f̂(θ)|2dθ

)1/2(∫
T
|ĝ(θ)|2dθ

)1/2

= 10λN1/2

(∑
n≤N

f(n)2

)1/2(∑
n≤N

g(n)2

)1/2

≤ 10λN3/2,

where m is defined so that

T \m :=
λ−2⋃
q=1

⋃
1≤a≤q
(a,q)=1

{
θ ∈ T :

∣∣∣∣θ − a

q

∣∣∣∣ ≤ λ−2

2N

}
.

Letting β∗ = λ−2

2N
for notational ease, we handle the “major arc” as follows:

∣∣∣∣∫
T\m

f̂(θ)ĝ(θ)1̂S2N
(−θ)dθ

∣∣∣∣ ≤ λ−2∑
q=1

∑
1≤a≤q

∣∣∣∣∣
∫ a

q
+β∗

a
q
−β∗

f̂(θ)ĝ(θ)1̂S2N
(−θ)dθ

∣∣∣∣∣
≤

λ−2∑
q=1

∑
1≤a≤q

∫ β∗

−β∗

(
δ|β|N2

)
(N)

(√
2N
)
dβ

≤
√

2δN7/2

λ−2∑
q=1

∑
1≤a≤q

2β2
∗

≤ 10δλ−8N3/2.

(The bound “10” here is loose and used for simplicity.) We’re done by (6.8).

To complete the plan outlined in Remark 6.5, we need to argue that wA
Q;η ∗ wB

Q;η

“contains” many squares. We start by focusing on particular intervals. We abstract

out from our exact the situation the relevant property of wA
Q;η,k and wB

Q;η,k.
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Proposition 6.5.6. Fix ϵ > 0 and Q ≥ 1. Let functions w1, w2 : Z/QZ → [0, 1]

satisfy ∑
t∈Z/QZ

wi(t) ≥
(

3

8
+ ϵ

)
Q

for i = 1, 2. For large M ∈ N and intervals Ii = [kiM, (ki + 1)M ], i = 1, 2, define

wi(n) := 1Ii(n)wi(n mod Q)

for i = 1, 2. Then we have the lower bound

∑
n≥1

(w1 ∗ w2)(n)1S(n) ≥ 1

200
c(ϵ)

M3/2

√
k1 + k2

,

where c(ϵ) > 0 is the constant guaranteed by Theorem 6.4.1.

Proof. Let

J =

[
(k1 + k2 + 1)M − 1

10
M, (k1 + k2 + 1)M +

1

10
M

]
so that for any n ∈ J and a ∈ {0, . . . , Q− 1}, it holds that

# {m ∈ I1 : m ≡ a mod Q and n−m ∈ I2} ≥ 1

10

M

Q

(provided M is large enough). Therefore,∑
n≥1

(w1 ∗ w2)(n)1S(n) ≥
∑
n∈J

∑
m∈I1

n−m∈I2

w1(m)w2(n−m)1S(n)

=
∑
n∈J
n∈S

Q−1∑
a=0

w1(a)w2(n− a mod Q)
∑

m≡a mod Q
m∈I1

n−m∈I2

1

≥ M

10Q
Q
∑
n∈J
n∈S

(w1 ∗ w2)(n mod Q)

=
M

10

Q−1∑
t=0

(w1 ∗ w2)(t) · #{m ∈ N : m2 ∈ J , m2 ≡ t mod Q}.

Note that, for J := {m ∈ N : m2 ∈ J}, we have as M → ∞ that

#{m ∈ N : m2 ∈ J , m2 ≡ t mod Q} = (1 + o(1)) fQ(t)

∣∣J∣∣
Q
.
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We lower-bound

∣∣J∣∣ ≥ 1

2

(√
(k1 + k2 + 1)M +

1

10
M −

√
(k1 + k2 + 1)M − 1

10
M

)

=
1

2

2
10
M√

(k1 + k2 + 1)M + 1
10
M +

√
(k1 + k2 + 1)M − 1

10
M

≥ 1

2

1
10
M√

(k1 + k2)M
.

Combining everything, we obtain

∑
n≥1

(w1 ∗ w2)(n)1S(n) ≥ M

10Q

√
M

20
√
k1 + k2

Q−1∑
t=0

(w1 ∗ w2)(t)fQ(t).

By the assumptions of the current theorem, Theorem 6.4.1 finishes the proof.

Back to our specific setting, we can now handle wA
Q;η ∗ wB

Q;η.

Proposition 6.5.7. Fix ϵ > 0, Q ∈ N, and η ∈ 1
N . Then for all large N ∈ N and any

A,B ⊆ [N ] with |A|, |B| ≥ (3
8

+ ϵ)N , we have

∑
n≥1

(wA
Q;η ∗ wB

Q;η)(n)1S(n) ≥ ϵ2

5000
c
( ϵ

2

)
N3/2,

where c(ϵ) > 0 is the constant guaranteed by Theorem 6.4.1.

Proof. It is easy to see that |A| ≥ (3
8

+ ϵ)N implies there are at least ϵ
3
η−1 values of

k ∈ {0, . . . , η−1 − 1} with |A ∩ Iη,k| ≥ (3
8

+ 3ϵ
4

)|Iη,k|. Therefore, by taking N large

enough, if we let5

JA :=

k ∈ {0, . . . , η−1 − 1} :

⌊kηN⌋+Q∑
n=⌊kηN⌋+1

wA
Q;η,k(n) ≥

(
3

8
+
ϵ

2

)
Q

 ,

then we have |JA| ≥ ϵ
4
η−1. Defining JB in the analogous way, we by symmetry have

5The choice of summing n over [⌊kηN⌋+ 1, ⌊kηN⌋+Q] is arbitrary; any Q numbers in Iη,k, all
distinct modulo Q, would of course be equivalent.
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|JB| ≥ ϵ
4
η−1. The point is that Proposition 6.5.6 (with M = ηN) then lets us bound

∑
n≥1

(wA
Q;η ∗ wB

Q;η)(n)1S(n) =

η−1−1∑
k1,k2=0

∑
n≥1

(wA
Q;η,k1

∗ wB
Q;η,k2

)(n)1S(n)

≥
∑

k1∈JA

k2∈JB

∑
n≥1

(wA
Q;η,k1

∗ wB
Q;η,k2

)(n)1S(n)

≥
∑

k1∈JA

k2∈JB

1

200
c
( ϵ

2

) (ηN)3/2√
k1 + k2

≥ 1

200
c
( ϵ

2

) (ηN)3/2√
2η−1

|JA| |JB|.

The proof is complete by inserting the lower bounds |JA|, |JB| ≥ ϵ
4
η−1.

We now put everything together to obtain (a more quantitative version of) our

main theorem.

Theorem 6.5.1. For any ϵ > 0, if N is sufficiently large and A,B ⊆ [N ] have

|A|, |B| ≥ (3
8

+ ϵ)N , then A + B contains a perfect square. In fact, we have the

quantitative

#{(a, b) ∈ A×B : a+ b ∈ S} ≥ 10−6ϵ3N3/2.

Proof. Let η ∈ 1
N , Q ∈ N be parameters (based on ϵ) to be determined, and set

Q := lcm(1, . . . , Q). TakeN sufficiently large andA,B ⊆ [N ] with |A|, |B| ≥ (3
8
+ϵ)N .

As remarked earlier, we decompose

1A ∗ 1B = wA
Q;η ∗ wB

Q;η + fA
Q;η ∗ wB

Q;η + wA
Q;η ∗ fB

Q;η + fA
Q;η ∗ fB

Q;η.

Proposition 6.5.7 gives∑
n≥1

(wA
Q;η ∗ wB

Q;η)(n)1S(n) ≥ ϵ2

5000
c
( ϵ

2

)
N3/2,

and Proposition 6.5.4 together with Lemma 6.5.3 gives∣∣∣∣∣∑
n≥1

(fA
Q;η ∗ wB

Q;η)(n)1S(n)

∣∣∣∣∣ ≤ 10
(

2ηQ
4

+Q
−1/2

)
N3/2,

and the same bound for the analogous inequalities involving wA
Q;η ∗fB

Q;η and fA
Q;η ∗fB

Q;η.

Therefore,∑
n≥1

(1A ∗ 1B)(n)1S(n) ≥ ϵ2

5000
c
( ϵ

2

)
N3/2 − 30

(
2ηQ

4
+Q

−1/2
)
N3/2.
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Setting η = Q
−9/2

and using c(ϵ) ≥ ϵ/3, we obtain∑
n≥1

(1A ∗ 1B)(n)1S(n) ≥
(

ϵ3

30000
− 90Q

−1/2
)
N3/2.

Choosing Q a perfect square (merely so that η ∈ 1
N) with Q

−1/2 ≤ 10−7ϵ3, say, finishes

the proof.

6.6 Solving the Optimization Problem

We finish the chapter by proving the inequality that Theorem 6.4.1 relied upon. It

could be verified directly by a computer but would take quite a bit of time.

For a0, . . . , a23 ∈ [0, 1], we let a : Z/24Z → [0, 1] be given by a(i) = ai. Recall, for

a, b ∈ Z/24Z and t ∈ Z/24Z, we define

(a ∗ b)(t) :=
1

24

∑
i∈Z/24Z

a(i)b(t− i)

f24(t) := #{j ∈ Z/24Z : j2 ≡ t mod 24}.

In this section, we prove the following, stated previously in Section 6.4.

Theorem 6.6.1. For any ϵ > 0, there is some c′(ϵ) > 0 so that the following holds.

For all a0, . . . , a23, b0, . . . , b23 ∈ [0, 1] with
∑23

i=0 ai ≥ 9 + ϵ,
∑23

i=0 bi ≥ 9 + ϵ, we have∑
t∈Z/24Z

(a ∗ b)(t)f24(t) ≥ c′(ϵ) +
1√
5

√∑
i

ai −
∑
i

a2i

√∑
i

bi −
∑
i

b2i .

In fact, one can take c′(ϵ) = 1√
5
ϵ.

The proof, with c′(ϵ) = 1√
5
ϵ, will follow from the proof of the “ϵ = 0” case, in

which we also identify the extremizers. We say a is a lift-up of a subset A of Z/8Z if:

ai = 1 if and only if i mod 8 ∈ A, and ai = 0 otherwise.

Proposition 6.6.2. For all a0, . . . , a23, b0, . . . , b23 ∈ [0, 1] with
∑23

i=0 ai ≥ 9,
∑23

i=0 bi ≥
9, we have ∑

t∈Z/24Z

(a ∗ b)(t)f24(t) ≥
1√
5

√∑
i

ai −
∑
i

a2i

√∑
i

bi −
∑
i

b2i

with equality if and only if there is some x ∈ Z/8Z so that a, b are lift-ups of {0, 1, 5}+

x, {2, 5, 6} − x ⊆ Z/8Z.
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We prove Proposition 6.6.2 by first massaging the desired inequality into a ho-

mogeneous quadratic form. It is of course easy to check the “if” implication of the

equality part of Proposition 6.6.2; the “only if” direction will follow from equality

needing to hold at each step of the proof and equality holding only for the claimed

extremizers at the end of the proof.

By the arithmetic-geometric inequality, it suffices to show

∑
t∈Z/24Z

(a ∗ b)(t)f24(t) ≥
1

2
√

5

(∑
i

ai −
∑
i

a2i +
∑
i

bi −
∑
i

b2i

)

for all ai, bi ∈ [0, 1] with
∑

i ai,
∑

i bi ≥ 9. Since6 2
9
xy ≥ x + y if x, y ≥ 9, it suffices

to show

∑
t∈Z/24Z

(a ∗ b)(t)f24(t) ≥
1

2
√

5

(
2

9
(
∑
i

ai)(
∑
i

bi) −
∑
i

a2i −
∑
i

b2i

)

for all ai, bi ∈ [0, 1] with
∑

i ai,
∑

i bi ≥ 9. Of course it then suffices to prove the

inequality for any non-negative reals ai, bi.

Proposition 6.6.3. For any a0, b0, . . . , a23, b23 ∈ [0,∞) one has

∑
t∈Z/24Z

(a ∗ b)(t)f24(t) ≥
1

2
√

5

(
2

9
(
∑
i

ai)(
∑
i

bi) −
∑
i

a2i −
∑
i

b2i

)
.

We will present a proof of Proposition 6.6.3 due to Fedor Nazarov. The (quite

ingenious) proof significantly reduces the computational power needed.

Proof.

Step 1: Reduction to a norm inequality in a single (non-negative) variable.

Using that ∑
t∈Z/24Z

(a ∗ b)(t)f24(t) =
∑

t∈Z/24Z

(ã ∗ f24)(t)b(t),

where ã(i) := a(−i) and(∑
i

ai

)(∑
i

bi

)
= 24

∑
t∈Z/24Z

(ã ∗ 1)(t)b(t),

6If x, y ≥ 9 + ϵ, then 2
9xy ≥ x+ y + 2ϵ, which is why c′(ϵ) := 1√

5
ϵ suffices.
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where 1 : Z/24Z → [0, 1] is the constant function ≡ 1, we wish to prove∑
t∈Z/24Z

(
ã ∗ (

16

3
1− 2

√
5f24)

)
(t) b(t) ≤

∑
t∈Z/24Z

[
a(t)2 + b(t)2

]
.

We may, of course, ignore the distinction between a and ã, so we drop the ˜ from

here on7. Since 2xy ≤ x2 + y2 for all x, y ∈ R, it suffices to show

∑
t∈Z/24Z

(
a ∗ (

16

3
1− 2

√
5f24)

)
(t) b(t) ≤ 2

 ∑
t∈Z/24Z

a(t)2

1/2 ∑
t∈Z/24Z

b(t)2

1/2

,

which we write more compactly as

⟨a ∗ φ, b⟩ ≤ 2∥a∥2∥b∥2,

with φ := 16
3
1− 2

√
5f24. Since b(t) ≥ 0 for each t, it suffices to prove〈

(a ∗ φ)+, b
〉
≤ 2∥a∥2∥b∥2.

By Cauchy-Schwarz, it then suffices to prove

∥(a ∗ φ)+∥2 ≤ 2∥a∥2

for each a : Z/24Z → [0,∞).

Step 2: Showing the maximizer is an eigenvector of a related operator.

By compactness, let a = â be a maximizer of ∥(a ∗ φ)+∥2 subject to ∥a∥2 = 1 and

a ≥ 0 (pointwise). Let σ̂ : Z/24Z → R satisfy |σ̂(t)| < â(t) whenever â(t) > 0 (think

σ̂ → 0). Then

∥∥((â+ σ̂) ∗ φ)+
∥∥2
2
− ∥(â ∗ φ)+∥22 =

∑
t∈Z/24Z

[(
(â ∗ φ)(t) + (σ̂ ∗ φ)(t)

)2
+
−
(

(â ∗ φ)(t)
)2
+

]

= 2
∑

t∈Z/24Z

(
(â ∗ φ)(t)

)
+

(σ̂ ∗ φ)(t) +O
(
∥σ̂∥2

)
= 2
〈

(â ∗ φ)+ , σ̂ ∗ φ
〉

+O
(
∥σ̂∥2

)
= 2
〈

(â ∗ φ)+ ∗ φ̃ , σ̂
〉

+O
(
∥σ̂∥2

)
,

where the second equality used the fact that (x+y)2+−x2+ = 2yx++O(y2) for any reals

x, y with |y| < |x|, and in the last equality, we again use the notation φ̃(·) := φ(−·).
Let v̂ : Z/24Z → R be v̂ := (â ∗ φ)+ ∗ φ̃ so that

7However, the reader should keep in mind that we are “mirroring” the extremizers.
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∥∥((â+ σ̂) ∗ φ)+
∥∥2
2
− ∥(â ∗ φ)+∥22 = 2⟨v̂, σ̂⟩ +O

(
∥σ̂∥2

)
.

We see that no t ∈ Z/24Z can satisfy â(t) = 0 and v̂(t) > 0, for otherwise we could

let σ̂(t) = +α for some (very) small α > 0, σ̂(t′) = −δ for some t′ with â(t′) > 0 and

appropriate δ > 0 (which will be O(α2)), and σ̂ = 0 elsewhere, to have

||â+ σ̂||2 = 1 and
∥∥((â+ σ̂) ∗ φ)+

∥∥ > ∥∥(â ∗ φ)+
∥∥ ,

contradicting the maximality of â. And similarly no t ∈ Z/24Z can satisfy â(t) > 0

and v̂(t) ≤ 0. Therefore, v̂+ is positive exactly when â is, and each are 0 otherwise.

This implies

v̂+ ≡ λâ

for some λ > 0, for otherwise one could make 2⟨v̂, σ̂⟩ +O(∥σ̂∥2) negative for suitable

small σ̂, contradicting the maximality of â. To end this step, quickly note

∥(â ∗ φ)+∥22 =
〈

(â ∗ φ)+, (â ∗ φ)+

〉
(6.9)

=
〈

(â ∗ φ)+, â ∗ φ
〉

= ⟨v̂, â⟩

= ⟨v̂+, â⟩

= λ.

Step 3: Choosing a convenient norm.

We are given â : Z/24Z → [0,∞) satisfying

((â ∗ φ)+ ∗ φ̃)+ ≡ λâ

and, by (6.9), we wish to show λ ≤ 4. It suffices to find a function (“norm”) N :

[0,∞)Z/24Z → [0,∞) satisfying the multiplicativity condition

N(γa) = γN(a) (6.10)

for all γ ∈ [0,∞) and a : Z/24Z → [0,∞), and the two (dual) norm bounds

N ((a ∗ φ)+) ≤ 2N(a) (6.11)

N ((a ∗ φ̃)+) ≤ 2N(a) (6.12)

75



for all a : Z/24Z → [0,∞). Indeed, with such a norm N , we have

λN(â) = N(λâ) = N
(

((â ∗ φ)+ ∗ φ̃)+

)
≤ 2N

(
(â ∗ φ)+

)
≤ 4N(â).

Motivated by the (conjectured) extremizers, we use the norm

N(a) := max (9∥a∥∞, ∥a∥1) .

Step 4: Showing the desired norm bounds.

It is clear that N satisfies condition (6.10). To prove (6.11), we may normalize to

N(a) = 9 so that it suffices to show{
∥a∥∞ ≤ 1

∥a∥1 ≤ 9

}
=⇒

{
∥(a ∗ φ)+∥∞ ≤ 2

∥(a ∗ φ)+∥1 ≤ 18

}
,

where, to recall,

φ =
16

3
1− 2

√
5f24.

So take a : Z/24Z → [0,∞) with ∥a∥∞ ≤ 1 and ∥a∥1 ≤ 9. Then we easily have

∥(a ∗ φ)+∥∞ ≤ max
t∈Z/24Z

1

24

∑
j∈Z/24Z

a(j)φ(t− j) ≤ 1

24
· 16

3
· 9 = 2.

As a 7→ ∥(a ∗φ)+∥1 is convex, it simply suffices to check that ∥(a ∗φ)+∥1 ≤ 18 for all

a ∈ {0, 1}24 ⊆ [0, 1]Z/24Z. We may assume WLOG that a0 = 1, so that there are only∑8
k=0

(
23
k

)
< 106 cases to check, which is easily handled by a computer.

We do everything analogous to establish (6.12) as well.
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Below is the python code, presented in two columns to save space.

import math

import itertools

f = []

for t in range(0,24):

sum1 = 0

for j in range(0,24):

if ((j*j)%24 == t):

sum1 = sum1+1

f.append(sum1)

phi = []

for t in range(0,24):

phi.append(16/3-2*math.sqrt(5)*f[t])

phit = []

for t in range(0,24):

phit.append(phi[23-t])

def h(a,psi):

sum1 = 0

for t in range(0,24):

sum2 = 0

for j in range(0,24):

sum2=sum2+a[j]*psi[(t-j)%24]

sum2 = sum2/24

sum2 = max(sum2,0)

sum1 = sum1+sum2

return sum1

c = []

for j in range(1,24):

c.append(j)

max1 = 0

max2 = 0

for k in range(0,9):

for A in itertools.combinations(c,k):

A = list(A)

A.insert(0,0)

a = []

for j in range(0,24):

if (j in A):

a.append(1)

else:

a.append(0)

v1 = h(a,phi)

v2 = h(a,phit)

max1 = max(max1,v1)

max2 = max(max2,v2)

if (v1 >= 17.99):

print ("extremizer - "+str(a))

if (v2 >= 17.99):

print ("extremizer for dual - "+str(a))

print (max1)

print (max2)

The output of the python code is as follows.

extremizer - [1, 1, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0]

extremizer for dual - [1, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0]

extremizer for dual - [1, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0]

extremizer - [1, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1]

extremizer - [1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0]

extremizer for dual - [1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 1]

18.000000000000004

18.000000000000004

Since we printed all a for which ∥(a ∗ φ)+∥1, ∥(a ∗ φ̃)+∥1 ≥ 17.99 and the ones

printed have ∥(a ∗ φ)+∥1, ∥(a ∗ φ̃)+∥1 = 18, the +4 · 10−15 (added to 18) is merely a

computer-induced rounding error.

We finish by analyzing the extremizers. We obtained only 3 of the 8 conjec-

tured extremizers; however, we assumed WLOG that a0 = 1. Translating the out-

putted extremizers indeed recovers all 8 conjectured extremizers for a. Since such

a have
∑

i ai −
∑

i a
2
i = 0, the only extremizing b, for a given a, must satisfy∑

t(a ∗ b)(t)f24(t) = 0, i.e., a + b “contains” no squares. Since all extremizers a

are translates of one another, we may focus on a particular extremizer a. Then, as is

easily checked, b is uniquely determined merely by “process of elimination”.
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Chapter 7

On the length of Pierce expansions

7.1 Summary

For a given positive integer n, how long can the process x 7→ n (mod x) last before

reaching 0? We improve Erdős and Shallit’s upper bound of O(n
1
3
+ε) to O(n

1
3
− 2

177
+ε)

for any ε > 0.

7.2 Introduction

The continued fraction expansion of a real number x ∈ (0, 1), given by

x =
1

a1 + 1
a2+...

plays an important role throughout number theory, where the terms ai can be ex-

tracted, for example, from the iterated process t 7→ 1
t

(mod 1) beginning with t = x.

It is well-known and not difficult to see that the continued fraction expansion of a

real number x is finite if and only if x is a rational number. And if x is rational,

the sequence of terms ai produced are exactly the quotients produced by the classic

Euclidean algorithm applied to the numerator and denominator.

In this chapter, we are concerned with the Pierce expansion of a real number

x ∈ (0, 1), introduced by Pierce [52] and named by Shallit [58]. Here, the expansion

is of the form

x =
1

b1
− 1

b1b2
+

1

b1b2b3
− . . . ,

where now the terms bi can be extracted from the iterated process t 7→ 1 (mod t)

beginning with t = x. It is also not difficult to see that the Pierce expansion of a real

number x is finite if and only if x is rational (see, e.g., [58]). And if x is rational, the
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sequence of terms bi produced are exactly the quotients produced by an algorithm

that at first glance appears similar to Euclid’s algorithm.

Let us give an example of the algorithm. Say x = 13
35

. We start with 13 and

repeatedly obtain successive integers by reducing 35 modulo the current number. For

example,

35 = 2 · 13 + 9

35 = 3 · 9 + 8

35 = 4 · 8 + 3

35 = 11 · 3 + 2

35 = 17 · 2 + 1

35 = 35 · 1 + 0

gives rise to

13

35
=

1

2
− 1

2 · 3
+

1

2 · 3 · 4
− 1

2 · 3 · 4 · 11
+

1

2 · 3 · 4 · 11 · 17
− 1

2 · 3 · 4 · 11 · 17 · 35
.

Motivated by the known fact that the Euclidean algorithm used to divide a positive

integer a by a positive integer q terminates after O(log q) steps (which is sharp), it is

natural to ask how quickly must the above algorithm terminate, as a function of the

denominator, no matter what the numerator is.

To this end, for positive integers a, n ∈ N, define P (a, n) to be the first positive

integer k such that ak = 0, where a0 := a and aj+1 = n (mod aj) ∈ {0, 1, . . . , aj − 1}
for j ≥ 0. In the above example we have P (a, n) = P (13, 35) = 6. Since we only

concern ourselves with the “length” of the algorithm, one need not keep track of

quotients and may compress for instance the above example to

35 (mod 13) = 9

35 (mod 9) = 8

35 (mod 8) = 3

35 (mod 3) = 2

35 (mod 2) = 1

35 (mod 1) = 0.
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Noting P (a, n) = 2 if a > n, we set

P (n) := max
1≤a≤n

P (a, n).

The problem we consider is to obtain bounds on P (n). Shallit [58] proved, using purely

“archimedean” arguments, that P (n) ≪ n
1
2
+ε, while P (n) = Ω( logn

log logn
) for infinitely

many n. The upper bound was improved by Erdős and Shallit [23] who leveraged

“arithmetic” arguments to combine with the previous “archimedean” ones. They

established P (n) ≪ n
1
3
+ε (see Section 7.3 for our conventions regarding Vinogradov

notation) and they also improved the lower bound to P (n) = Ω(log n) for infinitely

many n. These bounds have since remained the state of the art, with the exponent

1/3 representing a natural barrier.

In this chapter, we improve the upper bound on P (n), (slightly) pushing past the

1/3 barrier.

Theorem 7.2.1. We have

P (n) ≪ n
1
3
− 2

177
+ε.

We did not put substantial effort into optimizing the exponent gain achieved in

Theorem 7.2.1; we could not, however, see a way to improve the upper bound to

O(nε) using our techniques (or any others).

Secondly, we establish a lower bound that applies to all n ∈ N. As we can tell,

the best bound known prior was Ω(log log n).

Theorem 7.2.2. We have the lower bound

P (n) ≫ log n

log log n

for all sufficiently large n ≥ n0.

As one can see, there is an exponential gap between the best known lower and

upper bounds on P (n). We hope this chapter will reignite interest in determining the

true asymptotics and related questions. In this same vein, since the problem is quite

simple-to-state and is potentially prone to elementary methods, we strive to make

this chapter as self-contained as possible.

In Section 2, we define the notation we use throughout the chapter. In Section

3, we give the proof of our main theorem, Theorem 7.2.1. In Section 4, we give the

proof of the lower bound, Theorem 7.2.2. Finally, we provide in the appendix the

definitions and theorems we import from the analytic number theory literature.
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7.3 Notation

We use the standard Vinogradov notation, in which, we write A ≪ B (and equiv-

alently B ≫ A) to denote that |A| ≤ C|B| for some C > 0 that is either absolute

or depends only on ε. We write A ≍ B to denote that both A ≪ B and B ≪ A

hold. We further, for a parameter β, use the notation ≪β and ≍β to mean that the

implicit “constant” C in the inequalities can depend on β. For brevity, throughout

the chapter we do not explicitly say “for all ε > 0” in statements involving ε. For

positive integers a,A ∈ N, we write a ∼ A to denote A < a ≤ 2A.

7.4 Tools from analytic number theory

In this section, we prove some results that are standard and often used in analytic

number theory.

7.4.1 Construction of a bump function

In this subsection, we give an explicit example of a bump function used to prove

Theorem 7.2.1. Precisely, we construct a C∞ function w : R → R satisfying

1[−1,1](x) ≤ w(x) ≤ 1[−2,2](x)

for all x ∈ R.

Define ψ : [0, 1] → [0, 1] by

ψ(x) :=

∫ x

0
exp

(
− 1

t(1−t)

)
dt∫ 1

0
exp

(
− 1

t(1−t)

)
dt
.

Clearly ψ(0) = 0 and ψ(1) = 1. Furthermore,

ψ′(x) =
exp

(
− 1

x(1−x)

)
∫ 1

0
exp

(
− 1

t(1−t)

)
dt

shows ψ′ and all of its derivatives vanish at x = 0 and at x = 1.

Therefore, we can take our bump function w to be

w(x) :=



0 x < −2

ψ(x+ 2) −2 ≤ x ≤ −1

1 −1 < x < 1

ψ(2 − x) 1 ≤ x ≤ 2

0 x > 2.
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7.4.2 Poisson summation

In this subsection, we state the Poisson summation formula, which we make critical

use of in the proof of Theorem 7.2.1. We first define functions that behave nicely

enough for Poisson summation to apply.

Definition 7.4.1. We that a function f : R → C is Schwartz if f is infinitely differen-

tiable and satisfies ∣∣f (j)(x)
∣∣≪j,N (1 + |x|)−N

for all j,N ≥ 0. If f is Schwartz (for example), we can define its Fourier transform

to be the function f̂ : R → C given by

f̂(ξ) :=

∫ ∞

−∞
f(x)e(−ξx)dx.

Proposition 7.4.2 (Poisson Summation). Let f : R → C be a Schwartz function.

Then we have the identity ∑
k∈Z

f(k) =
∑
r∈Z

f̂(r).

We make use of the following corollary, obtained by writing h = kb − n and

applying Poisson summation to k 7→ f(kb− n).

Corollary 7.4.3. Let f : R → C be a Schwartz function. Then, for any positive

integers n, b ∈ N, we have∑
h∈Z

h≡−n(b)

f(h) =
1

b

∑
r∈Z

e
(rn
b

)
f̂
(r
b

)
.

7.5 Proof of main theorem

In this section, we prove our main theorem, that P (n) ≪ n
1
3
− 2

177
+ε. We do this by

establishing bounds for the amount of time the process (algorithm) spends in dyadic

intervals.

For the rest of this section, fix a (large) positive integer n and a positive integer

a0, letting aj+1 = n (mod aj) for j ≥ 0.

Write

T (A) := #
{
j ≥ 0 : aj ∼ A

}
.
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The first bound we present on T (A) was proven in [58] and is due to “archimedean”

reasons.

Lemma 7.5.1. We have T (A) ≤ n
2A

+ 2.

Proof. For j ≥ 0, let bj = ⌊ n
aj
⌋, so that n

bj+1
< aj ≤ n

bj
. We claim that bj+1 > bj

for each j ≥ 0. Indeed, if not, n = bjaj + aj+1, so aj+1 >
n

bj+1
implies n(bj + 1) −

bjaj(bj + 1) > n, which yields aj <
n

bj+1
, a contradiction. Therefore, since aj ∼ A

implies bj ∈ [ n
2A

− 1, n
A

), the desired bound follows.

Note that Lemma 7.5.1 combined with the trivial T (a) ≤ a already establishes

the bound P (n) ≪ n1/2. The second bound we present improves this trivial bound,

by taking advantage of “arithmetic” properties of the iterative process. It was proven

in [23].

Lemma 7.5.2. For 1 ≤ A ≤ n, we have the bound

T (A) ≪ A
1
2nε.

Proof. If T (A) ≤ 1, we are done, so suppose that T (A) ≥ 2. Let

J =

{
j ≥ 0 : aj ∼ A, aj − aj+1 ≤

4A

T (A)

}
.

Note that ∑
j≥0

aj ,aj+1∼A

1 = T (A) − 1 ≥ 1

2
T (A),

∑
j≥0

aj ,aj+1∼A

(aj − aj+1) ≤ A.

It follows that

#

{
j ≥ 0 : aj ∼ A, aj − aj+1 >

4A

T (A)

}
<

1

4
T (A),

so #J ≥ 1
4
T (A). Now, note that for all j,

aj+1 ≡ n mod (aj) =⇒ aj|n+ aj − aj+1.

We obtain that

T (A) ≪ #J ≤ #

{
(a, h) : 0 < h ≤ 4A

T (A)
, a ∼ A

}
≤

∑
h≤ 4A

T (A)

∑
a∼A
a|n+h

1.
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By the divisor bound,
∑

a∼A
a|n+h

1 ≤ d(n+ h) ≪ nε, so we obtain

T (A) ≪ A

T (A)
nε.

Rearranging yields the desired result.

Together, Lemmas 7.5.1, 7.5.2 applied to the ranges A ≥ n2/3, A ≤ n2/3, respec-

tively, give the bound P (n) ≪ n
1
3
+ε. To obtain a bound of n

1
3
−δ+ε, it therefore suffices

to show that T (A) ≪ n
1
3
−δ+ε for A ∈ [n

2
3
−2δ, n

2
3
+δ]. This is the content of Proposi-

tion 7.5.3 for sufficiently small δ. To do this, we use of the arithmetic information

obtained by analyzing two consecutive jumps. In the end, we are reduced, roughly,

to obtaining a power saving over the trivial bound for the sum∑
b∼n1/3

e
(n
b

)
.

Such bounds follow from standard exponential sum bounds. In our case, we use the

exponent pair
(
13
84

+ ε, 55
84

+ ε
)

of Bourgain [?]. Much simpler methods would have also

worked, to give a slightly worse saving over the trivial bound (the van der Corput

A-process, followed by the B-process, for example).

Proposition 7.5.3. Suppose that δ, η > 0 are such that

δ <
1

18
, η ≤ 1

3
− δ.

Then, for n
2
3
−2δ ≤ A ≤ n

2
3
+δ, we have

T (A) ≪ n
1
3
+2δ−η + n

1
3
−δ + n

1
3
− 4

63
+ 349

84
δ+ 13

84
η+ε

Before proving Proposition 7.5.3, let us first quickly spell out how our main the-

orem, Theorem 7.2.1, follows.

Proof of Theorem 7.2.1 assuming Proposition 7.5.3. Take

δ =
2

177
, η = 3δ.

It is easy to check that δ, η satisfy the hypotheses of Proposition 7.5.3. We have that

P (n) ≤ 1 +
∑
A≤n

T (A),
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where the sum over A runs over powers of 2. The contribution of A > n
2
3
+δ is, by

Lemma 7.5.1,

≪
∑

n
2
3+δ<A≤n

n

A
≪ n

1
3
−δ.

By Lemma 7.5.2, the contribution of A < n
2
3
−2δ is

≪ nε
∑

A<n
2
3−2δ

A
1
2 ≪ n

1
3
−δ+ε,

For n
2
3
−2δ ≤ A ≤ n

2
3
+δ, by Proposition 7.5.3, we have that

T (A) ≪ n
1
3
−δ,

since
2

177
= δ = η − 2δ =

4

63
− 349

84
δ − 13

84
η.

Then, summing over A in [n
2
3
−2δ, n

2
3
+δ] at the harmless cost of O(log n), the the

desired result follows.

Proof of Proposition 7.5.3. Suppose that T (A) ≥ T0 = n
1
3
−δ, for we are done other-

wise. Let m be so that am+T (A) ≤ A < am+T (A)−1 < · · · < am ≤ 2A. Then, for a

positive proportion of m+ 2 ≤ j < m+ T (A), we have that

aj−2 − aj ≤ H :=
4A

T0
.

We record the bound n
1
3
−δ ≪ H ≪ n

1
3
+2δ. Call the set of such j J . Consider some

j ∈ J , and write a = aj−2, a − h = aj−1, a − h − h′ = aj. Then, as in the proof of

Lemma 7.5.2, we have

a|n+ h, a− h|n+ h′.

In particular, there exist b ≍ n/A, k such that ab = n + h, (a − h)(b + k) = n + h′.

Dividing these two, we obtain that

1 +
k

b
= 1 +O

(
H

A

)
,

so |k| ≪ Hn
A2 . Also, note that

|(b+ k)h− ak| = |ab− (a− h)(b+ k)| ≪ H.

For k ̸= 0, we have that (b+ k)h = ak +O(H), so

h =
ak

b+ k
+O

(
AH

n

)
=

abk

b(b+ k)
+O

(
AH

n

)
=

nk

b(b+ k)
+O

(
AH

n

)
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since Hk/B2 ≪ H/B = AH/n. Write H0 = nk
b(b+k)

. Recall that η ≤ 1
3
− δ, so

H0n
−η ≥ H0

T0
≫ A2

nT0
≍ AH

n

It follows that for some sufficiently large C > 0, 1|h−H0|≪AH/n ≤ 1|h−H0|≤L with

L = CH0n
−η. The reason for this maneuver is to lower the “analytic conductor” of

the phase in the resulting exponential sum so that we may get superior savings when

we execute the sum over b.

Theorem 7.5.4. Let n be a (large) positive integer. Let A, k be positive integers

satisfying

n
2
3
−2δ ≤ A ≤ n

2
3
+δ 1 ≤ k ≪ Hn

A2
.

Then, letting

H =
4A

n
1
3
−δ

H0(b) =
nk

b(b+ k)
L = CH0(

n

A
)n−η,

we have ∑
|k|≪Hn/A2

∑
h≤H

∑
b|n+h
b≍n/A

1|h−H0(b)|≤L ≪ n
89
126

+ 13
84

η+ 13
84

δA− 55
84nε

Proof. Take some smooth w so that 1[−1,1] ≤ w ≤ 1[−2,2] (see Section 7.4). Then, we

have ∑
h≤H

∑
b|n+h
b≍n/A

1|h−H0|≤L ≤
∑

|k|≪Hn/A2

∑
b≍n/A

∑
h≡−n(b)

w

(
h−H0

L

)
.

By Poisson summation (see Proposition 7.4.2),∑
b≍n/A

∑
h≡−n(b)

w

(
h−H0

L

)
=
∑

b≍n/A

L

b

∑
r∈Z

e

(
r(n+H0)

b

)
ŵ

(
Lr

b

)

=
∑
r∈Z

∑
b≍n/A

L

b
e

(
r(n+H0)

b

)
ŵ

(
Lr

b

)
The contribution of the zero frequency, r = 0, is

≪ Hn

A2
· n
A

· Hn
−λ

n/A
≪ n

1
3
+2δ−λ,

86



which is acceptable. It remains to bound the contribution of |r| > 0, and we suppose

from now on that |r| > 0. Defining

H0(x, k) :=
nk

x(x+ k)
,

a quick computation shows, for x0 ≍ n/A, that

dj

dxj
r(n+H0(x, k))

x

∣∣∣∣
x=x0

≍j rAx
−j
0 .

By Theorem 6 of [?], we have the exponent pair (13
84

+ ε, 55
84

+ ε) (see §8.4 of [34]

for a definition; note that in the notation of [34], we instead have the exponent pair

(13/84, 13/84)). By partial summation (see, e.g., [44, Lemma 2.2]), the fact that

ŵ, (ŵ)′ are Schwartz, and that |r| > 0 (which implies that |r|A ≫ n/A, so (8.56) of

[34] holds), we have for some c > 0 that∣∣∣∣ ∑
b≍n/A

e

(
r(n+H0(b, k))

b

)
n/A

b
ŵ

(
Lr

b

) ∣∣∣∣
≪
(

1 +

∣∣∣∣ Lrn/A

∣∣∣∣)−2022

sup
t≪n/A

∣∣∣∣ ∑
cn/A<b≤t

e

(
r(n+H0(b, k))

b

) ∣∣∣∣
≪
(

1 +

∣∣∣∣ Lrn/A

∣∣∣∣)−2022(
A2|r|
n

) 13
84

+ε (n
A

) 55
84

+ε

.

Putting this all together, we obtain that∣∣∣∣ ∑
|k|≪Hn/A2

∑
b≍n/A

L

n/A

∑
r ̸=0

e

(
r(n+H0)

b

)
n/A

b
ŵ

(
Lr

b

) ∣∣∣∣
≪ Hn

A2
·
(
Anη

H

) 13
84 (n

A

) 55
84 · nε ≪ n

AT0
n

13
84

ηT
13
84
0

(n
A

) 55
84
nε

≪ n3δ · n
13
84

ηn
1
3
· 13
84

− 13
84

δn
1
3
· 55
84

+ 55
84

·2δ

≪ n
1
3
− 4

63
+ 349

84
δ+ 13

84
η+ε.

The desired result follows.
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7.6 Proof of improved lower bound

In this section, we prove Theorem 7.2.2, repeated below for the reader’s convenience.

Theorem 7.6.2. There exists c > 0 so that

P (n) ≥ c
log n

log log n

for all n ≥ 1.

Shallit [58] and Erdős-Shallit established lower bounds for P (n) of c logn
log logn

and

c log n, respectively, (only) for positive integers n such that n + 1 is divisible by all

sufficiently small positive integers. Such positive integers n will cause the process

x 7→ n (mod x) to repeatedly decrement by 1 at the end. We establish a lower bound

that is valid for all positive integers by choosing a starting number based on n that

causes the process x 7→ n (mod x) to repeatedly decrement by 1 at the beginning,

for “archimedean” reasons rather than “arithmetic” ones.

We will need the following elementary lemma.

Lemma 7.6.3. There exists c > 0 so that the following holds for sufficiently large

n ∈ N. For any k ∈ N with k ≤ c logn
log logn

, one has

(−1)kk!

(
k∑

j=0

(−1)j

j!
− 1

e

)
n >

n

k + 2
+ k!.

Proof. Note, from the power series for e−1, that

(−1)k(k+2)k!

(
k∑

j=0

(−1)j

j!
− 1

e

)
= 1+

1

(k + 3)(k + 1)
−O

(
1

k3

)
= 1+

1

k2
−O

(
1

k3

)
,

which is greater than 1 + k!(k+2)
n

for sufficiently large n, by assumption.

Proof of Theorem 7.2.2. By adjusting the implied constant, we may assume n is suf-

ficiently large. Let a = ⌊(1 − 1
e
)n⌋, a0 = a, and ak+1 = n (mod ak) for k ≥ 0. Let

b0 = (1 − 1
e
)n and bk = (−1)kk!

(∑k
j=0

(−1)j

j!
− 1

e

)
n for k ≥ 1.

We show P (a, n) ≥ c logn
log logn

, where c > 0 is as in Lemma 7.6.3.

We prove inductively that |ak − bk| ≤ k! and ak = n− kak−1. For k = 0, the first

is clearly true. The second is true for k = 1 and thus so is the first. Now assume they
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are both true for some k ≥ 1. We have by Lemma 7.6.3 that ak ≥ bk−k! > n
k+2

. Since

⌊ n
ak
⌋ must strictly increase, we have ak <

n
k+1

. Therefore, ak+1 = n − (k + 1)ak and

thus |ak+1 − bk+1| = |(n− (k + 1)ak) − (n− (k + 1)bk)| = (k+ 1) |ak − bk| ≤ (k+ 1)!.

We have thus shown ak >
n

k+2
> 0 as long as k ≤ c logn

log logn
.
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Chapter 8

Approximate union-closed
conjecture

8.1 Summary

A set system is called union closed if for any two sets in the set system their union is

also in the set system. Gilmer recently proved that in any union closed set system,

some element belongs to at least a 0.01 fraction of sets and conjectured that his

technique can be pushed to the constant 3−
√
5

2
. We verify his conjecture; show that

it extends to approximate union closed set systems, where for nearly all pairs of sets

their union belongs to the set system; and show that for such set systems this bound

is optimal.

8.2 Introduction

The union closed conjecture is a well-known conjecture in combinatorics.

Definition 8.2.1 (Union closed set system). A set system F is union closed if for all

A,B ∈ F we have A ∪B ∈ F .

Frankl introduced the conjecture that for any finite union closed set system F ,

there is an element in at least 1
2

of the sets of F . Recently, Gilmer [27] established the

first constant lower bound for this conjecture, obtaining 1
100

in place of 1
2
. Gilmer con-

jectured that his technique can be sharpened to give the constant ψ := 3−
√
5

2
≈ 0.38.

Below we verify his conjecture, and also show that it is optimal for “approximate”

union closed set systems.
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Definition 8.2.2 (Approximate union closed set system). Let 0 ≤ c ≤ 1. A set system

F is c-approximate union closed if for at least a c-fraction of the pairs A,B ∈ F we

have A ∪B ∈ F .

Informally, we say that F is approximate union closed if it is 1−o(1) approximate

union closed. The following theorem shows that in any approximate union closed set

system, some element is in a ψ − o(1) fraction of sets.

Theorem 8.2.3. Let F be a (1 − ε)-approximate union closed set system, where

ε < 1/2. Then there is an element which is contained in a ψ − δ fraction of sets in

F , where δ = 2ε
(

1 + log(1/ε)
log |F|

)
.

The threshold of ψ is optimal for approximate union closed set systems, as the

following example shows.

Example 8.2.4. Let n be large enough, and define the following set systems over [n]:

F1 = {x ∈ {0, 1}n : |x| = ψn+n2/3},F2 = {x ∈ {0, 1}n : |x| ≥ (1−ψ)n},F = F1∪F2.

One can verify that: (i) F is 1 − o(1) approximate union closed (using the fact that

1 − ψ = 2ψ − ψ2); (ii) that |F2| = o(|F1|); and (iii) that hence each element i ∈ [n]

is in at most ψ + o(1) fraction of sets in F .

8.3 Preliminaries

All logarithms are in base two. Let h(x) = −(x log x+(1−x) log(1−x)) be the binary

entropy function. Let φ = 1−ψ =
√
5−1
2

be the positive root of x2+x−1 = 0. We will

rely on the following analytic claim which we verified using a computer simulation.

It has been proven rigorously in [3].

Claim 8.3.1. The minimum of h(x2)
xh(x)

for x ∈ [0, 1] is obtained at x = φ.

8.4 Analytic claims

Let f : [0, 1]2 → R≥0 be defined as

f(x, y) :=
h(xy)

h(x)y + h(y)x

for (x, y) ∈ (0, 1)2 and extended (continuously) to [0, 1]2 by setting f(x, y) = 1 if

x ∈ {0, 1} or y ∈ {0, 1}.
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Claim 8.4.1. The function f is minimized at (φ, φ). At this point f(φ, φ) = 1
2φ
.

Proof. First, by routine calculations one can verify that f is indeed continuous on

[0, 1]2 and that f(x, y) < 1 for (x, y) ∈ (0, 1)2. Thus, the minimum of f is attained

in (0, 1)2. Next, let g(x) = h(x)
x

, which is defined on (0, 1), and note that

f(x, y) =
g(xy)

g(x) + g(y)
.

We first show that f is minimized on the diagonal, namely at some point (x, x).

Assume that f is minimized at some point (x∗, y∗), and let α = f(x∗, y∗). Define

F (x, y) = g(xy) − α(g(x) + g(y)).

Then F (x, y) ≥ 0 for all x, y ∈ (0, 1)2 and F (x∗, y∗) = 0. Thus the partial derivatives

of F must be zero at the minimum point:

∂F

∂x
(x∗, y∗) =

∂F

∂y
(x∗, y∗) = 0.

Evaluating the derivatives gives

∂F

∂x
(x, y) = g′(xy) · y − αg′(x),

∂F

∂y
(x, y) = g′(xy) · x− αg′(y).

Define G(x) = xg′(x) and note that we obtained that G(x∗) = G(y∗). A direct

calculation gives g′(x) = log(1−x)
x2 , which implies that G is monotonically decreasing,

and so we must have x∗ = y∗.

Finally, restricting to x = y, we have

f(x, x) =
h(x2)

2xh(x)
.

Claim 8.3.1 gives that f(x, x) is minimized at x = φ. Since φ2 = 1 − φ we have

h(φ2) = h(φ) and hence

f(φ, φ) =
1

2φ
.

Corollary 8.4.2. For x, y ∈ [0, 1] we have

h(xy) ≥ 1

2φ

(
xh(y) + yh(x)

)
.
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8.5 Proof of the main theorem

Claim 8.5.1. Let A,B be two independent random variables taking values in {0, 1}n.
Assume for all i ∈ [n] that Pr[Ai = 0] ≥ p and Pr[Bi = 0] ≥ p. Then

H(A ∪B) ≥ p

2φ

(
H(A) +H(B)

)
.

Proof. The chain rule and data processing inequality yield

H(A ∪B) =
∑
i∈[n]

H(Ai ∪Bi|(A ∪B)<i) ≥
∑
i∈[n]

H(Ai ∪Bi|A<i, B<i).

Let p(x) = Pr[Ai = 0|A<i = x] and q(y) = Pr[Bi = 0|B<i = y]. Then by Corol-

lary 8.4.2

H
(
Ai ∪Bi|A<i = x,B<i = y

)
= h

(
p(x)q(y)

)
≥ 1

2φ

(
p(x)h(q(y)) + q(y)h(p(x))

)
.

Averaging over A<i, B<i which are independent gives

H(Ai ∪Bi|A<i, B<i) ≥
1

2φ

(
EA<i [p(A<i)] · EB<i [h(q(B<i))] + EB<i [q(B<i)] · EA<i [h(p(A<i))]

)
=

1

2φ

(
Pr[Ai = 0] ·H(Bi|B<i) + Pr[Bi = 0] ·H(Ai|A<i)

)
.

Using the assumption that Pr[Ai = 0] ≥ p and Pr[Bi = 0] ≥ p gives

H(Ai ∪Bi) ≥
p

2φ

(
H(Ai|A<i) +H(Bi|B<i)

)
.

The claim follows by summing over i ∈ [n].

Proof of Theorem 8.2.3. Let F be a (1−ε)-approximate union closed family over [n].

Let p = mini∈[n] PrA∈F [Ai = 0], where our goal is to lower bound 1− p. Let A,B ∈ F
be uniformly and independently chosen. Claim 8.5.1 then gives

H(A ∪B) ≥ p

2φ

(
H(A) +H(B)

)
=
p

φ
log |F|.

Next we show that H(A ∪ B) cannot be much larger than log |F|. Let I be the

indicator for the event A ∪B ∈ F , where by assumption Pr[I = 1] ≥ 1 − ε. Then

H(A∪B) ≤ H(A∪B, I) = H(I)+H(A∪B|I = 0) Pr[I = 0]+H(A∪B|I = 1) Pr[I = 1].

We bound the terms one by one. First, since I is binary and Pr[I = 0] ≤ ε < 1/2

we have H(I) ≤ h(ε) ≤ 2ε log(1/ε). Next, when I = 0, we use the naive bound

H(A ∪ B|I = 0) ≤ H(A,B|I = 0) ≤ 2 log |F|. Finally, when I = 1 we have that
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A ∪ B|I = 1 is a distribution supported on F and so H(A ∪ B|I = 1) ≤ log |F|.
Putting these together gives

p

φ
log |F| ≤ H(A ∪B) ≤ 2ε log(1/ε) + (1 + 2ε) log |F|.

We thus obtain

1 − p ≥ 1 − φ− 2ε

(
1 +

log(1/ε)

log |F|

)
.

The proof follows, as 1 − φ = 3−
√
5

2
= ψ.
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Mathématique [Monographs of L’Enseignement Mathématique]. Université de
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