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ABSTRACT

While machine learning algorithms hold promise for personalised medicine, their clinical adoption
remains limited. One critical factor contributing to this restraint is sample selection bias (SSB)
which refers to the study population being less representative of the target population, leading to
biased and potentially harmful decisions. Despite being well-known in the literature, SSB remains
scarcely studied in machine learning for healthcare. Moreover, the existing techniques try to correct
the bias by balancing distributions between the study and the target populations, which may result
in a loss of predictive performance. To address these problems, our study illustrates the potential
risks associated with SSB by examining SSB’s impact on the performance of machine learning
algorithms. Most importantly, we propose a new research direction for addressing SSB, based on
the target population identification rather than the bias correction. Specifically, we propose two
independent networks (T-Net) and a multitasking network (MT-Net) for addressing SSB, where one
network/task identifies the target subpopulation which is representative of the study population and
the second makes predictions for the identified subpopulation. Our empirical results with synthetic
and semi-synthetic datasets highlight that SSB can lead to a large drop in the performance of an
algorithm for the target population as compared with the study population, as well as a substantial
difference in the performance for the target subpopulations that are representative of the selected
and the non-selected patients from the study population. Furthermore, our proposed techniques
demonstrate robustness across various settings, including different dataset sizes, event rates, and
selection rates, outperforming the existing bias correction techniques.

Keywords Sample Selection Bias · Target Population · Machine Learning · Healthcare · Risk Prediction.

1 Introduction

Machine learning algorithms have demonstrated high diagnostic and prognostic accuracy in identifying and categorising
diseases, promising personalised interventions and informed decision-making in healthcare [49, 58]. Their ability to
analyse vast datasets and uncover hidden patterns surpasses traditional techniques and sometimes even human experts
in task-specific applications, such as image-recognition tasks in radiology [36, 33]. However, despite their compelling
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potential and an increasing number of studies every year, their clinical adoption remains constrained by various issues
[61]. One such issue is sample selection bias (SSB), recognised as a fundamental pitfall in the research design of
clinical studies [65] but remains scarcely studied in machine learning for healthcare, posing a potential hurdle to its
real-world applications.

Inherent in clinical studies, which serve as a source of data for machine learning, is the practice of sample selection,
characterised by strict criteria for the inclusion and exclusion of patients [45]. However, these studies don’t add any bias
as long as the study population is representative of the target population. The study population is defined as data used to
develop the model and generally split into training, (internal) validation, and test datasets; and the target population is
defined as the independent external data, i.e., deployment data or external validation data, respectively. SSB results from
a non-uniform sampling process to select patients in the study population, leading to differences in the distributions of
the study population and the target population [48, 6, 67, 7]. For example, in a clinical study, the outcomes of some
patients are not available due to a loss to follow-up or competing events, and considering only those patients who
completed the study introduces SSB in the dataset [2]. When machine learning algorithms are trained on such a biased
dataset and employed on an unbiased dataset, it might lead to inaccurate predictions and suboptimal care for patient
subpopulations not represented in the study population [50, 22]. Another example is the self-nomination of patients for
a clinical study, which may not represent the entire population, such as the UK Biobank and might lead to SSB [56, 8].
Fig. 1 provides an example illustrating SSB and its impact on a prediction algorithm’s performance.

SSB Train ML
Algorithm

All Patients The Study
Population

Biased ML
Algorithm

Evaluation with
the Target Population

Inaccurate predictions for
patients excluded from the

study population

Figure 1: Illustration of SSB and its impact: We start with all patients who participated in the study, where we have
known outcomes for patients inside the inner circle (denoted using 0 and 1) while the rest have unknown outcomes
(denoted using ‘?’). The study population includes patients only from the inner circle, i.e., those patients who have
known outcomes, resulting in SSB. A machine learning (ML) algorithm trained on such a dataset does not have
information about the non-selected patients. When such an algorithm is deployed and evaluated with the target
population which contains patients that are representative of the selected and the non-selected from the study population,
then it may lead to inaccurate predictions and harmful decisions for the subpopulations representative of the non-selected
patients.

SSB is well known for decades [25, 26, 3], and it has been discussed across several disciplines, including social science
and econometrics [27, 28], environmental studies [62], finance [35], causality [31, 4], fairness [20], healthcare [44], and
machine learning [66]. It is also an important consideration for clinical study design as the results of a biased study may
not apply to a real patient population [6, 48]. Despite being well-known and a threat to the validity of algorithms [14],
SSB has been scarcely studied in machine learning for healthcare [65]. This could be because (i) often less proportion
of patients are excluded from the study population, making it hard to find enough data to correct the bias, (ii) most of
the algorithms are not developed for the deployment, (iii) the bias is sometimes hidden under the assumed randomness
in selection [51], (iv) risk estimation primarily belongs to causality, a principled approach to decision-making that
examines cause-and-effect relationships. Causality has developed formal techniques, including causal diagrams, to
address SSB [63, 53], and (v) SSB might not always lead to inaccurate predictions for the non-selected patients, as they
might not influence the algorithm’s decision-making process.

It is not always possible to avoid SSB in the study but to utilise valuable information hidden in such a biased dataset, it
is necessary to address the bias to ensure that decisions are made prudently and with reduced bias. Machine learning for
healthcare lacked research to address SSB, however, the machine learning community has developed several techniques
to address SSB [66] and to address distribution mismatch between the source and the target domains, such as covariate
shift [52] or domain-adaptation [39], which have a setting similar to SSB. The existing techniques correct for the bias
by aligning distributions of the study population and the target population, which could lead to a loss of predictive
performance of the algorithm [66, 34, 39]. Moreover, in healthcare, the non-selected patients form a subpopulation that
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could greatly differ from the study population, making it hard to correct for the bias. Thus, the existing techniques
may perform poorly for subpopulations that are representative of the non-selected subpopulation compared to those
representative of the selected subpopulation.

To address the above problems, our study presents two-fold contributions. Firstly, we present an empirical study with
synthetic and semi-synthetic datasets to highlight the importance of addressing SSB in machine learning for healthcare.
Our study demonstrates that SSB leads to a large performance gap for machine learning algorithms between the study
and the target populations as well as a substantial gap between the target subpopulations representing the non-selected
and the selected patients. Secondly, we propose a new research direction for addressing SSB, focusing on identifying the
target population rather than correcting the bias. This approach to address SSB involves first identifying patients from
the target population who are representative of the study population, followed by predictions for the identified patients.
The proposed approach for addressing SSB makes sense in healthcare settings where the non-selected patients (e.g.,
those lost to follow-up) form a small subpopulation of the study population. This is in contrast to domain adaptation
techniques, where the target domain (i.e., the target population) is assumed to differ from the source domain (i.e., the
study population) and the domain adaptation algorithms are supposed to work for the target domain. Further, as concrete
implementations of the proposed research direction, we propose two independent networks (T-Net) and a multitasking
network (MT-Net) techniques for addressing SSB. T-Net develops two networks, one for identification, i.e., to predict
the selection of a patient to the study population, and the other for the underlying prediction problem. Similarly, MT-Net
develops a multitasking network for two tasks, one for the identification and the other for the underlying prediction
problem. Finally, we analyse the performance of the proposed techniques against the state-of-the-art baselines using
synthetic and semi-synthetic datasets to prove their effectiveness.

The contributions of the paper are summarised as given below.

• We present an empirical study with synthetic and semi-synthetic datasets to highlight SSB in machine learning
for healthcare, which is otherwise ignored but can lead to biased and harmful decisions.

• We propose a new research direction to address SSB in machine learning for healthcare, focusing on identifi-
cation of the target subpopulation representative of the study population rather than the bias correction, and
hence avoiding loss of predictive performance due to balancing of distributions.

• We propose T-Net and MT-Net, as concrete techniques under the proposed research direction, for addressing
SSB, which have two networks/tasks for the population identification and the underlying prediction task. We
present an empirical analysis of the proposed techniques against the state-of-the-art baselines using synthetic
and semi-synthetic datasets, which show the robustness of the proposed T-Net and MT-Net under different
settings.

The rest of the paper is organized as: Section 2 provides a problem definition of SSB, while Section 3 presents a
brief overview of literature related to SSB. The proposed research direction and T-Net and MT-Net are discussed in
Section 4, followed by performance analysis with synthetic and semi-synthetic datasets in Section 5. Discussion on the
significance of results is presented in Section 6, and finally, the concluding remarks are presented in Section 7.

2 Sample Selection Bias

In SSB, a study population is selected non-randomly from the general population. In contrast, the target population is
selected uniformly from the general population as at the time of deployment patients can belong to any subpopulation.
Generally, the selected patients have defined outcomes, i.e., labels available along with features but for the non-selected
patients labels are missing and that’s why they are not included in the study population. For example, a loss to follow-up
or survival bias may lead to SSB as patients lacking labels are not included in the study [2]. A naive approach to
developing a machine learning algorithm using a biased dataset could result in a biased algorithm. Such an algorithm
may fail to accurately make predictions for the patients representative of the non-selected subpopulation at the time
of deployment, as the algorithm lacks information about this subpopulation. So, the challenge with SSB involves
developing predictive algorithms using biased labelled samples of the selected patients and unlabelled samples of the
non-selected patients, to develop accurate and useful algorithms for making predictions. While the ideal scenario
involves mitigating the bias to ensure fair and representative models, the primary objective remains the development of
algorithms that effectively leverage available data to provide accurate predictions, despite the presence of bias.

Suppose x ∈ X is a d-dimensional feature vector representing a patient, y ∈ y is the corresponding outcome and s ∈ s
is a random selection variable which takes value 1 if patient x is selected in the study population or 0 otherwise. For the
sake of clarity and simplicity, we focus on binary classification, i.e., risk prediction task. However, our work can be
extended to other problem settings, such as regression. Let X = X0 ∪X1 ∈ Rd be a random sample from the general
population, where x ∈ X1 has corresponding label y ∈ y1 and are selected in the study population, i.e., s = 1, and
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x ∈ X0 does not have access to corresponding label and are not selected into the study population, i.e., s = 0. We
assume access to labelled and unlabelled samples as D1 = {(x1

1, s1 = 1, y11), (x
1
2, s2 = 1, y12), ..., (x

1
n, sn = 1, y1n)}

of n data points, and D0 = {(x0
1, s1 = 0), (x0

2, s2 = 0), ..., (x0
m, sm = 0)} of m data points, respectively. If patients

are selected non-randomly in the study population then D1 forms a biased distribution of true distribution X× s× y,
and leads to SSB. Thus, SSB has a distribution mismatch between the study population and the target population.
Zadrozny [66] first formalised SSB in machine learning and discussed four cases based on the dependence of s on
(x, y), and also aligned these cases to missingness, treating SSB as a missingness handling issue, since the outcome is
missing for the non-selected patients.

i. If s is independent of (x, y) then the study population is representative of the target population, and there is no
SSB [51]. This is a case of outcomes of the non-selected patients missing-completely-at-random.

ii. If s depends only on x, i.e., P (s|x, y) = P (s|x) then SSB exists [41], and this is a case of outcomes of the
non-selected patients missing-at-random.

iii. If s depends only on y, i.e., P (s|x, y) = P (s|y) then SSB exists, and this is a case where prior probabilities
of the outcomes change [5].

iv. If there is no independence between x, y, and s, and the selection depends on an observed set of features
xs, then SSB exists [10]. This hinders our ability to construct a reliable mapping from features to outcomes
unless we can access an additional set of features xs, ensuring that P (s|xs,x, y) = P (s|xs) for all examples,
including those with s = 0. This is a case of outcomes of the non-selected patients missing-not-at-random.

In our study, we focus on the case (ii) since it is the most important SSB case in practice and it is more realistic to
assume the case (ii) than to assume the case (i) [66]. Secondly, this is the most widely assumed case, while using
multiple imputations to address SSB, in statistical and clinical literature [41]. SSB has connections to other machine
learning problems, including missingness and covariate shift or domain adaption. However, SSB is a bit different
to standard missingness handling problems where some attributes of a patient are missing while other patients from
the same population have those attributes [12]. SSB is a special case of missingness problem where the outcome is
missing rather than attributes [19], and it may be difficult to impute the missing labels of the non-selected patients as
labels of the entire subpopulation are missing. SSB also intertwines with the broader concept of domain adaptation.
Domain adaptation ensures machine learning algorithms trained on a source domain can perform well in a different
target domain with varying feature distributions [39]. Specifically, covariate shift addresses differences in input feature
distributions between source and target domains, i.e., a setting where P source(x) ̸= P target(x) while everything else
remains unchanged. Since for SSB P (s|x, y) = P (s|x) and P (x|s = 1) ̸= P (x|s), this implies P study(x) ̸= P target(x).
Therefore, SSB and covariate shift share fundamental similarities in addressing mismatches in feature distributions
between the study population (source domain) and the target population (target domain). However, they originate from
different settings because for SSB the target population is supposed to be a super-set of the study population while for
covariate shift the target domain is supposed to be different than the source domain.

3 Brief Literature Review

Here, we discuss work on SSB related to machine learning for healthcare as well as to other fields of machine learning.

3.1 SSB in Machine Learning for Healthcare

Wolff et al. [64] developed a critical appraisal tool called the Prediction Algorithm Risk of Bias Assessment Tool
(PROBAST), to assess the risk of bias and applicability of diagnostic and prognostic prediction algorithms. This tool
poses a set of questions across four domains to identify biases, with the participant domain being particularly relevant
to SSB. It considers to what extent the study and the target populations match. A question specifically related to SSB
is “1.2 Predictors domain: Were all inclusions and exclusions of participants appropriate?”. Several reviews and
systematic reviews have recently employed PROBAST to study the risk of bias in risk prediction studies, treating
causal and machine learning risk prediction studies similarly. For example, Navarro et al. [44] conducted a systematic
review of different biases in machine learning prediction techniques. Out of 152 studies, 63 had a study population
not representative of the target population or lacked information for verification, and 89 did not handle censoring and
related events or had no available information. de Jong et al. [17] performed a meta-review of 50 reviews, with 2104
models and found that information on the risk of bias per domain was available for 1039 (47%) studies, of which 25%
had a high risk of bias in participant selection.

To address SSB in machine learning for healthcare, some studies have developed study-specific techniques. For example,
Thakur et al. [57] identified selection bias in early-stage breast cancer prediction due to different observers scoring
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different regions of the same tumour. They proposed an automated method using whole-slide analysis to mitigate
the bias. Mei and Xia [43] considered selection bias due to the secondary use of regional electronic health records
data and proposed a knowledge learning symbiosis framework to incorporate domain knowledge to address the bias.
Additionally, in medical statistics and clinical studies, SSB is commonly treated as a missingness problem under
missingness-at-random. Missing outcomes, along with other missing attributes of a patient, are imputed using multiple
imputations. For example, Liu et al. [41] used imputation for post-menopausal breast cancer in the UK Biobank.

A search on PubMed2 for “(risk prediction) AND (machine learning)” lists 14,023 articles. In contrast, a search for
“(risk prediction) AND (machine learning) AND ((selection bias) OR (participant bias))” lists only 138 articles, of which
81 were reviews/systematic-reviews/meta-reviews, 45 did not discuss selection bias, seven were irrelevant, two were
related to causality and only three discussed SSB with solutions specific to their problem settings. Recently, Yu and
Eng [65] reviewed SSB in radiology and discussed two approaches to address SSB. First to use an independent external
test dataset to determine if SSB exists, and second to provide as much detail as possible about the target population
and the study population. Interestingly, both approaches are based on preventing SSB. These instances highlight that
despite the significance of SSB, machine learning for healthcare has scarcely studied SSB.

3.2 SSB in other Fields

SSB was initially discussed in econometrics and received great attention [3, 26, 59] because in econometrics data
collection often relies on surveys where participants are self-selected and are not representative of the population
[25]. Heckman [28], in a Nobel Prize-winning work, developed a method to correct SSB, using the probability of
selection into the sample. However, this method is only applicable to linear regression algorithms. Zadrozny [66]
formalised SSB in machine learning and proposed a bias correction technique for classifiers. They used selection
ratio P (s = 1)/P (s = 1|x) as a weight for each example in a cost-sensitive learning approach [21, 60]. This is
similar to inverse propensity score or inverse probability of weighting (IPW) as used in treatment effects estimation
for reweighting examples [30]. IPW is known to destabilise the training for extreme probabilities. Recently, Alaimo
Di Loro et al. [1] employed IPW for SSB correction in tax audits and Bradley and Nichols [8] employed IPW for
SSB correction in the UK Biobank dataset for neurological imaging cohort. Huang et al. [34] proposed kernel mean
matching (KMM) which does not need selection probabilities, and performs reweighting of the study population such
that the means of the study population and the target population are close in a reproducing kernel Hilbert space. Later,
Cortes et al. [16] presented an SSB correction theory based on distributional stability and analysed bias correction
techniques, including KMM.

As discussed in Section 2, covariate shift or domain adaptation is closely related to SSB and techniques developed
in domain adaptation can be applied to address SSB. Domain adaptation techniques can be broadly categorised as
feature-based learning and instance-based learning [18]. Feature-based learning approach for domain adaptation aligns
representations of the study and target populations in the latent space, e.g., Ganin et al. [23] proposed domain-adversarial
training of neural networks (DANN) where patient representations are learned agnostic to selection of patient into the
study. On the other hand, the instance-based learning approach for domain adaptation reweights loss function to achieve
a balance between the study and the target study distributions, e.g., Sugiyama et al. [55] proposed Kullback–Leibler
importance estimation procedure (KLIEP) that finds weights which minimise the Kullback-Leibler divergence between
the study and the target distributions.

In healthcare, SSB is discussed mostly in the context of causality [9, 53, 42, 40], which is a fundamentally different
subject to machine learning as machine learning generally applies a correlational approach [47]. Causality has some
overlaps with machine learning as it employs statistical algorithms for causal effects estimation of interventions but
these problems are different than prediction problems [11]. Causality has developed several techniques to address SSB,
including causal diagrams [24] and inverse propensity score weighting [63]. Banack et al. [2] discusses SSB in ageing
research due to survival bias and loss to follow-up for geriatrics research in a causal setting and presents an SSB toolkit
consisting of different approaches to address SSB in causality, including causal diagrams, instrument variables, multiple
imputation and sensitivity analysis.

Fairness in machine learning predictions is another area linked to SSB, as biased data can perpetuate discriminatory
outcomes. However, fairness considers biases based on certain sensitive attributes only. For example, Du et al. [20]
discusses SSB for fairness when dependent variable values of a set of samples from training data are missing as a result
of another hidden process. Their framework adopts the classic Heckman model [28] for bias correction with Lagrange
duality, achieving fairness in regression setting based on a variety of fairness notions. Similarly, to address systematic
biases in risk prediction across demographic groups, Hong et al. [32] employed imbalance learning, transfer learning,
and federated learning techniques.

2search performed on February 01, 2024.
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From the above brief discussion, we find that SSB is well recognised as a threat to the generalisation of machine
learning algorithms. Despite one of the major hurdles in the clinical adoption of machine learning algorithms, SSB
is scarcely discussed. Moreover, the existing techniques to address SSB are based on bias correction which aligns
the distributions between the study and the target populations and may lead to a loss of predictive performance of the
prediction algorithms. Thus, there is a need to highlight the potential dangers of SSB in machine learning for healthcare
and develop techniques that effectively leverage available data to provide accurate predictions, despite the presence of
bias.

4 Target Population Identification

In this section, we present the proposed target population identification (TPI) approach – a new research direction –
to address SSB in machine learning for healthcare for developing algorithms that utilise the available biased data to
make accurate predictions. The key idea of our proposed approach is that we constrain the underlying machine learning
algorithms, at deployment time, to a subpopulation seen by the algorithm during the training process, i.e., to a target
subpopulation which is representative of the study population, without requiring to balance distributions of the two
populations. This differs from the existing SSB correction approaches which align the distributions of the study and
the target populations, resulting in a loss of predictive performance of algorithms. Our novel approach is motivated
by the observation that in healthcare the study and the target populations differ in terms of the non-selected patients.
This is unlike domain adaptation where the target dataset is different to the source dataset and the aim is to perform
better on the target dataset using information from the source dataset [39]. So for healthcare, an approach based on the
identification of the target subpopulation representative of the study population can help in addressing SSB.

Step 1. 
Identification

Step 2. 
Prediction

Evaluation using TPITraining using TPI

Figure 2: An illustration of the proposed target population identification (TPI) approach which utilises all patients
during training and employs a two-step evaluation process where first it identifies the target subpopulation representative
of the study population, followed by predictions for the selected subpopulation.

At training time (or development time), the proposed TPI approach, in addition to learning the underlying risk prediction
task from the study population, learns the selection process of including patients in the study population using patient
attributes, i.e., P (s = 1|x) using included as well as excluded patients. At test time (or deployment time), the proposed
approach employs a two-step evaluation process. First, it identifies the target patient subpopulation that is representative
of the study population, and then it applies the risk prediction algorithm to the patients identified in the first step, as
depicted in Fig. 2. Thus, the proposed approach is based on the assumption that the selection process can be identified
from patient characteristics x. In other words, the proposed approach assumes that the outcomes of the non-selected
patients are missing-at-random and it refers to case (ii) as discussed in Section 2. Moreover, the learning of the selection
process has access to more data than the underlying risk prediction task because it considers included as well as
excluded patients.

To implement the TPI approach, we propose two techniques called T-Net and MT-Net, as described in the following
subsections.

4.1 T-Net

To address SSB using the TPI approach, T-Net develops two independent neural networks, one for identification, i.e.,
to predict the selection/inclusion of a patient in the study population and the other network for the risk prediction
task. The selection network trains a classifier s = f : x → {0, 1} over patients included as well as excluded from
the study, where s = 1 for patients included in the study population, i.e., x ∈ X1 and s = 0 for patients excluded
from the study due to missing outcomes, i.e., x ∈ X0. On the other hand, the risk prediction network trains a separate
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neural network y = g : x → y over the study population (only patients included in the study), i.e., x ∈ X1. T-Net
employs a two-step evaluation where first the selection network identifies the target subpopulation belonging to the
study population, followed by predictions by the risk predictor for the patients selected in the first step. Fig. 3(a)
depicts the working of T-Net. Conversely, employing a naive machine learning algorithm would involve training the
risk predictor g(x) solely on data from selected patients, intending to make predictions for the entire target population.
However, this approach may result in misclassifications for patients within the non-selected subpopulation, potentially
leading to unnecessary or inadequate interventions. The risk predictor, developed on a biased dataset, lacks information
about the excluded subpopulation, contributing to these shortcomings.

(a) T-Net

Selection

Training T-Net

Step 1. 
Identification

Step 2. 
Prediction

Evaluation using T-Net

NN-1

Prediction

NN-2

NN-1

NN-2

(b) MT-Net

Training MT-Net

Step 1. 
Identification

Step 2. 
Prediction

Evaluation using MT-Net

MT-Net

Figure 3: An illustration of the proposed T-Net and MT-Net, as specific techniques under target population identification
(TPI), to address SSB. T-Net trains two independent neural networks (NN) while MT-Net uses a single multitasking
network.

Hence, T-Net makes predictions specifically for the subpopulation on which it was trained, leveraging available
information. In contrast, a naive algorithm is compelled to make predictions for a subpopulation it may not have
encountered during training, leading to potential inaccuracies due to lack of relevant information.

4.2 MT-Net

To address SSB using the TPI approach, MT-Net develops a multitasking neural network which has representation
layers ϕ : x → Rd′

, learning shared patient representation of d′ dimensions, followed by two task-specific heads,
one to predict the selection s = f : ϕ(x) → {0, 1} and the other for risk prediction y = g : ϕ(x) → y. Thus,
MT-Net facilitates shared learning between the selection and the risk prediction and benefits from inductive learning
(knowledge transfer between tasks with a shared domain) between the tasks. Similar to T-Net, MT-Net employs a
two-step evaluation process where the selection task identifies the subpopulation of the target population which is
representative of the study population, followed by predictions by the risk prediction task for the patients selected
in the first step. Fig. 3(b) depicts the working of MT-Net. On the other hand, a naive multitasking approach, which
employs one task each for selection and risk prediction, benefits from shared learning but predicts for the entire target
population. Similar to the naive single-task risk predictor, a naive multitasking predictor might lead to unnecessary
or insufficient interventions because it’s trained on the biased study population. Similar to T-Net, MT-Net makes
predictions specifically for the subpopulation on which it was trained. In contrast, a naive multitasking algorithm is
compelled to make predictions for a subpopulation it may not have encountered during training, leading to potential
inaccuracies due to a lack of relevant information.

Therefore, both TPI approaches, T-Net and MT-Net, train on both the selected and the non-selected patients, employing
a two-step evaluation. This ensures predictions are made for the target subpopulation encountered during training,
yielding similar performances on both study and target populations—essential for the development and deployment
of machine learning algorithms. Thus, the proposed approach not only offers a novel method for addressing SSB but
also utilises the data which otherwise is not selected and is particularly crucial for data-limited studies. While T-Net
provides flexibility with two separate networks, MT-Net benefits from shared learning, proving advantageous in settings
with limited data for tackling SSB.

5 Results

This section discusses the experimental setup of the empirical study and presents results with synthetic and semi-
synthetic datasets to analyse the performance of different techniques to address SSB.
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5.1 Experimental Setting

Baselines: We have utilised commonly used baselines, including IPW and imputation, and baselines from machine
learning, including SSB and domain adaptation, as given below.
Oracle: It presents a case where the study and the target population have the same distributions, and its performance
reflects the ideal situation without any bias. Here, an algorithm is trained on a biased dataset and tested on a biased
dataset, i.e., the algorithm has seen the target population during the training time. So, the closer the performance of the
rest of the algorithms to Oracle the better it is.
Naive: As discussed in Section 4, a naive approach ignores SSB and develops an algorithm with a biased dataset and
evaluates with an unbiased dataset as the algorithm does not have any mechanism to correct the bias or identify the
target population. So, Naive should exhibit the lowest performance in the presence of SSB. Naive, Oracle and T-Net
share an algorithm for risk prediction, however, the three differ in their evaluation process. Naive is evaluated on the
entire test dataset, Oracle is evaluated only for patients belonging to the study population, and T-Net identifies the target
subpopulation representing the study population and is evaluated only for the identified patients.
MT-Naive: It is a naive multitasking technique to address SSB which similar to MT-Net has two tasks for the selection
and the risk prediction. Similar to Naive, it trains the risk prediction task on the biased dataset and is evaluated on the
unbiased dataset.
IPW: It first learns the selection probability for each data point followed by cost-weighted training for risk prediction
where each data point is weighted by the inverse of the selection probability, as discussed above Section 3.
Imputation: This is the most commonly used approach in statistical and clinical literature to address SSB. This treats
SSB as a missingness handling problem to impute outcomes for the non-selected patients, followed by a standard
supervised machine learning approach. We utilise the state-of-the-art MissForest algorithm [54] for imputation which is
based on multiple imputations and utilises random forest.
KMM: It performs reweighting of the study populations such that the means of the study populations and the target
populations are close in a reproducing kernel Hilbert space.
KLIEP: It also performs reweighting but finds weights which minimise the Kullback-Leibler divergence of the study
and the target study distributions.
DANN: It learns patient representations agnostic to the selection of patients into the study through adversarial training.
This technique, similar to MT-Net, has a multitasking network and access to the included as well as excluded patients,
however, the selection network is used for adversarial training and not for the identification.

Datasets: For synthetic data generation, we generated a dataset with 25 features, where features X are sampled from a
uniform distribution over (-10, 10). For a uniformly sampled vector a of dimensions equal to features and a scalar c,
outcomes y for risk prediction are generated using the following process,

y = (Xa+ c) > 0. (1)

To add noise to outcomes, we randomly flip one percent of the outcomes. For introducing SSB to the dataset, we take
another uniformly sampled vector b and a scalar d, and generate selection variable s using the following process,

s = y ⊕ ((Xb+ d) > 0) , (2)

where ⊕ represents an exclusive OR operation. For semi-synthetic datasets, we have access to real-world features as
well as outcomes. To generate a selection variable, we follow [16]. For a random projection vector a ∈ [−1, 1]d of
dimensions equal to the number of features, and mean of features x̄, the selection probability of a patient x is calculated
as given below.

p(s = 1|x) = 1

1 + e−v
, where v =

4a. (x− x̄)

σa.(x−x̄)
, (3)

where σa.(x−x̄) is standard deviation of expression a. (x− x̄).

We used two semi-synthetic datasets, hereon called Diabetes and COVID-19 datasets. Diabetes dataset is a health-related
telephone survey dataset3, collected annually by the Behavioral Risk Factor Surveillance System at the Centers for
Disease Control and Prevention. We have used a cleaned, consolidated and balanced version from Kaggle4, and the
dataset is a binary dataset to predict diabetes, and it has 70,692 data points, 21 features with an event rate of 50%.
COVID-19 dataset is an anonymised dataset released by the Mexican government5 and accessed from Kaggle6. Since
the dataset has high missingness, we have excluded records with missing values. This resulted in a complete dataset

3https://www.kaggle.com/datasets/cdc/behavioral-risk-factor-surveillance-system
4https://www.kaggle.com/datasets/alexteboul/diabetes-health-indicators-dataset
5https://www.gob.mx/salud/documentos/datos-abiertos-152127
6https://www.kaggle.com/datasets/tanmoyx/covid19-patient-precondition-dataset/data
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comprising 20,352 data points and 18 features, used to predict whether an individual has COVID-19 or not, with an
event rate of 41%.

Hyperparameters and Performance Metrics: We employed neural networks for analysing SSB due to their flexibility,
expressiveness, and popularity [13, 15]. We split the datasets as 20% of the full dataset as a test dataset, 20% of the
remaining as a validation dataset and the rest as a training dataset. We utilised Adam optimiser [37] and tuned the
learning rate from 0.0001 and 0.0005. A mini-batch size of 64 data points and 1000 epochs were used, and an early
stopping with patience of 10 epochs. A dropout rate of 10% served as regularisation to prevent overfitting. The neural
network architectures were tuned for hidden layers from [50], [100], [100, 100], where the number of list elements
indicates the number of hidden layers, and values represent the number of neurons in the corresponding hidden layer.
For task-specific layers, we tuned from [50], [100]. For a performance metric, we use the Area Under the Receiver
Operating Characteristic Curve (AUC) to assess an algorithm’s ability to distinguish between positive and negative
instances. It quantifies the area under the curve generated by plotting the true positive rate against the false positive rate
at various classification thresholds. A higher AUC (closer to 1) indicates better discrimination performance, while a
random classifier has an AUC of 0.5.

All the experiments are implemented in Python using PyTorch [46]. The experiments are executed on an Ubuntu
machine (64GB RAM, one NVIDIA GeForce GTX 1080) and each experiment is averaged over ten seeds.

5.2 Analysis with the Synthetic Data

Here, we present a comparative study of various techniques for handling SSB with the synthetic dataset. Since the
performance could vary across different event rates, selection rates or dataset sizes, first we present a summary of
the performance across different settings using boxplots in Fig. 4, and subsequent subsections study the effect of the
selection/event rates and dataset sizes. We consider the event rates and the non-selection rates from [5, 10, 20, 30, 40]%,
and dataset sizes from [1000, 2000, 3000, 4000, 5000]7, where each setting is repeated and averaged over 10 seeds. We
observe large variations in the performance of all the techniques due to diverse settings, where extreme cases like low
event rates, low non-selection rates or small dataset sizes could lead to a large drop in the performance.

Naive
Oracle

MT-Naive
MT-Net

T-Net
DANN

KMM
KLIEP IPW

Imputation

0.5

0.6

0.7

0.8

0.9

1.0

A
U

C

Figure 4: Comparative analysis of the average performance of various techniques for handling SSB using the synthetic
dataset across the event rates and the non-selection rates ranging from 5% to 40%, and dataset sizes ranging from 1000
to 5000.

Upon analysing the performance of various techniques, we note an average drop of over seven percent for Naive
technique compared to Oracle, which is indicative of reduced performance on the target population compared to the
study population. This is because Oracle is evaluated on the target population which is representative of the study
population, however, Naive has SSB. Oracle performs the best in terms of median performance, as it represents a
bias-free setting, and Imputation technique performs the worst in terms of median performance as well as variation in
the performance. Oracle is followed by the proposed T-Net and MT-Net, however, MT-Net shows the least variation

7For a dataset size of 1000 with a non-selection rate and an event rate of 10% each, it implies there are 100 non-selected patients
and 90 of the remaining 900 have positive outcomes while the rest has negative outcomes.
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in the performance among all the techniques, including Oracle, across all the settings. The smaller variation in the
performance of MT-Net occurs because it has access to included as well as excluded patients and it employs shared
learning between the tasks, which is helpful with limited data settings. Interestingly, the performance of KLIEP and
Imputation fall below Naive technique which indicates that the bias handling negatively impacts the performance. Also,
a naive multitasking, i.e., MT-Naive improves over Naive and performs better than the rest of the baselines. We study
the effect of the non-selection rates, the event rates and dataset sizes on the performance of various SSB handling
techniques in the following subsections.

5.2.1 Effect of the Non-selection Rates and the Event Rates

To study the effect of the non-selection rates and the event rates on the performance of different techniques to address
SSB, we consider the event rates and the non-selection rates from [5, 10, 20, 30, 40]%, and present a summary of the
performance averaged over dataset sizes from [1000, 2000, 3000, 4000, 5000]. For the sake of clarity, we consider
the proposed techniques and two best baselines, i.e., DANN and KMM, along with the naive techniques, and present
differences in their performance from Oracle as heatmaps in Fig. 5.

0.05 0.1 0.2 0.3 0.4
Event Rate

0.
05

0.
1

0.
2

0.
3

0.
4

N
on

-s
el

ec
ti

on
R

at
e

0.051 0.079 0.112 0.168 0.218

0.030 0.039 0.093 0.104 0.138

0.015 0.029 0.049 0.073 0.132

0.007 0.016 0.038 0.076 0.093

0.004 0.012 0.031 0.070 0.098

Synthetic - Naive

0.05

0.10

0.15

0.20

0.05 0.1 0.2 0.3 0.4
Event Rate

0.
05

0.
1

0.
2

0.
3

0.
4

N
on

-s
el

ec
ti

on
R

at
e

0.039 0.062 0.077 0.082 0.091

0.019 0.018 0.039 0.025 0.013

0.014 0.016 0.012 0.019 0.028

0.006 0.007 0.001 0.010 0.015

0.004 0.006 0.006 0.018 0.014

Synthetic - MT-Net

0.02

0.04

0.06

0.08

0.05 0.1 0.2 0.3 0.4
Event Rate

0.
05

0.
1

0.
2

0.
3

0.
4

N
on

-s
el

ec
ti

on
R

at
e

0.055 0.070 0.098 0.093 0.127

0.022 0.017 0.037 0.055 0.041

0.010 0.014 0.011 0.018 0.014

0.004 0.005 0.006 0.007 0.011

0.002 0.005 0.003 0.012 0.007

Synthetic - T-Net

0.02

0.04

0.06

0.08

0.10

0.12

0.05 0.1 0.2 0.3 0.4
Event Rate

0.
05

0.
1

0.
2

0.
3

0.
4

N
on

-s
el

ec
ti

on
R

at
e

0.035 0.047 0.040 0.068 0.112

0.021 0.019 0.046 0.040 0.060

0.018 0.026 0.036 0.057 0.095

0.009 0.015 0.024 0.066 0.087

0.006 0.012 0.031 0.075 0.111

Synthetic - MT-Naive

0.02

0.04

0.06

0.08

0.10

0.05 0.1 0.2 0.3 0.4
Event Rate

0.
05

0.
1

0.
2

0.
3

0.
4

N
on

-s
el

ec
ti

on
R

at
e

0.077 0.117 0.053 0.073 0.107

0.042 0.027 0.050 0.041 0.036

0.024 0.034 0.044 0.050 0.106

0.012 0.021 0.044 0.095 0.096

0.009 0.019 0.045 0.092 0.138

Synthetic - DANN

0.02

0.04

0.06

0.08

0.10

0.12

0.05 0.1 0.2 0.3 0.4
Event Rate

0.
05

0.
1

0.
2

0.
3

0.
4

N
on

-s
el

ec
ti

on
R

at
e

0.039 0.056 0.106 0.125 0.191

0.019 0.005 0.078 0.066 0.101

0.017 0.029 0.055 0.076 0.115

0.010 0.016 0.032 0.078 0.095

0.007 0.014 0.038 0.082 0.108

Synthetic - KMM

0.05

0.10

0.15

Figure 5: Effect of the event rates and the non-selection rates on the performance of different techniques to address SSB
using the synthetic dataset, as averaged over dataset sizes ranging from 1000 to 5000.

From Fig. 5, it is clear that overall MT-Net and T-Net perform better than the baselines as the difference with Oracle is
lesser than the baselines. The relative performance of Naive technique drops up to 22% for a low non-selection rate
and a high event rate, while the lowest drop occurs at a high non-selection rate and a low event rate. This underlies
the importance of addressing SSB in machine learning for healthcare as machine learning algorithms showing high
performance may not show similar performance when deployed due to SSB. It is interesting to note that for some
settings, like a high non-selection rate and a low event rate, all four techniques perform closely to Oracle and then
the relative performance decreases as the non-selection rate decreases or the event rate increases, where the baselines
show more drop in the performance as compared with the proposed techniques. The worst performance occurs at a low
non-selection rate and a high event rate for all techniques, except DANN which shows a slightly different pattern at an
event rate of 0.3 and 04. Since we keep the total number of data points fixed while we change one of the two rates, the
pattern of a decrease in the relative performance with a decrease in the non-selection rate can be accounted for less
available data to address SSB as well as an increase in imbalance for non-selection rate. On the other hand, the pattern
of a decrease in the relative performance with an increase in the event rate, i.e., a decrease in class imbalance, for the
event rate across all the techniques is a bit counter-intuitive, as generally, the performance improves with improvement
in class imbalance. Further analysing, we observe that the performance of individual techniques does increase with
an increase in the event rate, however, the relative performance presented in the heatmaps shows a decrease because
Oracle shows less variability with event rate than the rest of the techniques resulting in a decrease in the performance
with an increase in event rate. These results also show a consistency of the proposed techniques across different settings
as compared with the baselines. Overall, Naive performs the worst and MT-Net performs the best to address SSB.
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5.2.2 Effect of Dataset Size

To study the effect of dataset size on the performance of different techniques to address SSB with the synthetic dataset,
we consider dataset sizes from [1000, 2000, 3000, 4000, 5000], and present a summary of the performance in Fig. 6
averaged over the event rates and the non-selection rates from [5, 10, 20, 30, 40]%.
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Figure 6: Effect of dataset size on the performance of different techniques to address SSB using the synthetic dataset, as
averaged across event rates and non-selection rates ranging from 5% to 40% (shaded region represents one standard
deviation over 10 runs).

From Fig. 6, we observe that Oracle is the best-performing technique to address SSB, as it is bias-free, while Imputation
is the worst-performing technique. MT-Net and T-Net outperform the rest of the baselines across all dataset sizes,
except for small datasets where MT-Naive performs better than T-Net, though MT-Net still outperforms MT-Naive.
As observed earlier, MT-Net is more effective than T-Net for smaller datasets due to access to the included and the
excluded patients and sharing of learning between the tasks. Interestingly, KLIEP and Imputation techniques perform
worse than Naive technique which indicates that the bias correction fails to correct the bias and acts negatively resulting
in a loss of performance. Another notable observation is that the naive multitasking, i.e., MT-Naive performs better
than the rest of the baselines, including Naive technique. Overall, as expected, the performance of all the techniques for
addressing SSB improves with an increase in the dataset size, however, once there are sufficient patients, there isn’t
much improvement. Similarly, deviation in the performance also improves with an increase in dataset size.

5.3 Analysis with the Semi-synthetic Data

Here, we present a comparative study of various techniques for handling SSB with two semi-synthetic datasets for
COVID-19 and Diabetes. We need semi-synthetic datasets to evaluate the performance because in practice it is not
possible to know the outcomes of the non-selected patients, as that’s why they were dropped. For the semi-synthetic
datasets, features and outcomes come from a real dataset but SSB is artificially introduced as discussed in Section 5.1.
Similar to the synthetic dataset, first we present a summary of the performance across different settings using boxplots
in Fig. 7. We consider the event rates and the non-selection rates from [5, 10, 20, 30, 40]%, and dataset sizes from [1000,
2000, 5000, 10,000, 15,000/25,000] for COVID-19/Diabetes datasets, where each setting is repeated and averaged over
10 seeds. We observe large variations in the performance of all the techniques due to diverse settings, where extreme
cases like low event rates, low non-selection rates or small dataset sizes could lead to a large drop in the performance.

On analysing the performance of Naive technique as compared with Oracle, we observe an average drop of two percent
and three percent for COVID-19 and Diabetes, respectively. Oracle performs the best in terms of median performance
for COVID-19, however, for Diabetes dataset, KLIEP and DANN show performance similar to Oracle. Oracle is
closely followed by T-Net and MT-Net, however, MT-Net shows the least variation in the performance among all the
techniques across all the settings. The smaller variation in the performance of MT-Net occurs because it has access
to included as well as excluded data points, resulting in shared learning between the tasks, which is helpful with
limited data settings. Similar to the synthetic dataset, Imputation shows the worst performance both in terms of mean
performance as well as variation in the performance. Interestingly, the performance of KMM and Imputation for
COVID-19 and MT-Naive, DANN and Imputation for Diabetes falls below Naive method which indicates that the bias
handling negatively impacts the performance. We study the effect of the non-selection rates, event rates and dataset
sizes in the following subsections.
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Figure 7: Comparative analysis of the average performance of various techniques for handling SSB using COVID-19
and Diabetes datasets across event rates and non-selection rates ranging from 5% to 40%, and dataset sizes ranging
from 1000 to 15,000/25,000.

5.3.1 Effect of the Non-selection Rates and the Event Rates

To study the effect of the non-selection rates and the event rates on the performance of different techniques to address
SSB, we consider the event rates and the non-selection rates from [5, 10, 20, 30, 40]%, and present a summary of the
performance averaged over dataset sizes from [1000, 2000, 5000, 10,000, 15,000/25,000] for COVID-19/Diabetes
datasets. For the sake of clarity, we consider the proposed techniques and two best baselines, i.e., DANN and KLIEP
for COVID-19 and KMM and KLIEP for Diabetes datasets, along with the naive techniques, and present differences in
their performance from Oracle as heatmaps in Fig. 8.

From Fig. 8, it is clear that overall MT-Net and T-Net perform better than the baselines as the difference with Oracle is
lesser than the baselines. The relative performance of Naive technique drops more than 6% for COVID-19 and more
than 10% for Diabetes datasets. As noted earlier, this underlies the importance of addressing SSB in machine learning
for healthcare. Similar to the synthetic dataset, overall, the performance difference from Oracle decreases as the event
rate increases or the non-selection rate decreases, however, the non-selection rate has more effect on the performance
than the event rate. Interestingly, all the techniques show improvements over Oracle in certain settings, as indicated by
negative values in heatmaps, and in those settings, MT-Naive performs the best. This happens when the non-selected
patients lie on the correct side of the decision boundary and away from the decision boundary that they do not have
any role in deciding the decision boundary. In such cases, the naive techniques will make correct predictions even if
they have not seen those patients during the training, while all the bias handling techniques would lead to some loss
of performance. Once again, these results show a consistency of the proposed techniques across different settings as
compared with the baselines.

5.3.2 Effect of Dataset Size

To study the effect of dataset size on the performance of different techniques to address SSB, we consider dataset sizes
from [1000, 2000, 3000, 4000, 5000], and present a summary of the performance in Fig. 9 averaged over the event rates
and the non-selection rates from [5, 10, 20, 30, 40]%.

From the figure, we observe that MT-Net and T-Net techniques perform close to Oracle, which is the desired behaviour
when we are addressing SSB in the dataset. Similar to the synthetic dataset, Imputation performs the worst for both the
datasets, and Oracle performs the best on Diabetes dataset but for COVID-19 dataset MT-Naive performs the best. For
COVID-19 dataset, KMM and Imputation perform worse than Naive, while for Diabetes dataset, MT-Naive, Imputation
and DANN perform worse than Naive. This indicates the bias correction techniques fail and negatively impact the
performance. As observed earlier, MT-Net is more effective than T-Net for smaller datasets due to access to included
and excluded patients and from sharing of information. The proposed techniques perform consistently across settings
and datasets, while the baselines show huge fluctuations, for example, MT-Naive outperforms the rest for COVID-19
but falls even below Naive for Diabetes. Similarly, KLIEP shows good performance for smaller datasets as observed for
COVID-19 and Diabetes but lagged for the synthetic dataset. Overall, as expected, the performance of all the techniques
for addressing SSB improves with an increase in the dataset size.
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Figure 8: Effect of event rates and non-selection rates on the performance of different techniques to address SSB using
COVID-19 and Diabetes datasets, as averaged over dataset sizes ranging from 1000 to 15,000/25,000.

5.4 Effect of SSB on the Non-selected Population

We analyse the performance of the best SSB handling baselines to study their performance for the selected, the non-
selected and all the patients of the study with the synthetic and semi-synthetic datasets, and present results in Fig. 10.
From the figure, we observe a large difference in the performance of the SSB handling techniques between the selected
subpopulation compared to the non-selected subpopulation. We observe the largest difference in the performance for
the synthetic dataset where the mean difference in the performance is 43%, 56% and 51% for DANN, KLIEP and
KMM, respectively. For COVID-19, the mean performance difference is 5%, 8% and 7% for DANN, KLIEP and KMM,
respectively, and for Diabetes, the mean performance difference is 33%, 15% and 16% for DANN, KLIEP and KMM,
respectively. For the synthetic dataset, on one side the SSB handling techniques show near perfect performance for the
patients selected in the study population but on the other side for the non-selected subpopulation, these techniques show
very poor performance, close to 50% which show random predictions for the non-selected patient population. For the
synthetic dataset, the performance for the non-selected subpopulation is always lesser than the included subpopulation,
however for the semi-synthetic datasets, there is a larger variation in the performance compared to the synthetic dataset.
We did not find any consistent pattern in the performance of the baselines which could show good performance for the
non-selected subpopulation as well as the selected subpopulation. DANN shows the best performance for the synthetic
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Figure 10: Analysis of the average performance for the selected, the non-selected and the overall population for the best
baselines using the synthetic, COVID-19 and Diabetes datasets averaged over the event rates and the non-selection rates
ranging from 5% to 40%, and dataset sizes ranging from 1000 to 5000/15,000/25,000.

and COVID-19 datasets but performs the worst for Diabetes dataset. Thus, the baselines lead to a poor performance for
the non-selected subpopulation, resulting in a strong bias, for the non-selected subpopulation compared to the selected
subpopulation. This would lead to harmful decisions for the non-selected subpopulation. Thus, these results highlight
the dangers and the need to address SSB in machine learning algorithms for healthcare.

5.5 Analysis of the TPI Approach

Here, we analyse the performance of the proposed MT-Net and T-Net techniques, measured using AUC, to identify the
target population with the synthetic, COVID-19 and Diabetes datasets, and present results in Fig. 11. We observe that
overall MT-Net and T-Net techniques show good performance in identifying the target population. They show better
performance on the semi-synthetic datasets as the performance drops from one to three percent from the perfect score,
while they show a drop of three to 15% from the perfect score for the synthetic dataset. This is potentially due to the
large dataset sizes of the semi-synthetic datasets and using different mechanisms for data generation. This figure also
explains the overall pattern in the performance of the proposed techniques as their performance drops as their ability
to identify the target population drops. In general, we observe that the performance improves with a decrease in the
non-selection rate or an increase in the event rate. However, the effect of the event rate is more pronounced as compared
to the non-selection rate. The effect of the non-selection rate is a bit unexpected, however, the effect of the event rate is
as expected because, with an increase in the event rate, the class imbalance decreases. MT-Net and T-Net show similar
performance for different studied settings.
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Figure 11: Analysis of the average performance of MT-Net and T-Net in AUC to identify the target population with the
synthetic and the semi-synthetic datasets.

6 Discussion

SSB is a result of a non-random process to select patients in the study population while employing a random process
to select patients in the target population, resulting in a distribution shift between the study population and the target
population. The algorithms developed with the biased study population could lead to inaccurate predictions and harmful
decisions for patients not selected in the study population. Despite being well known for decades and a threat to
the validity of results, SSB is scarcely addressed in machine learning for healthcare. On the other hand, the existing
techniques to address SSB, developed primarily in machine learning, are based on the bias correction approach where
distributions of the study population and the target population are balanced to be similar. The existing balancing-based
approach leads to the loss of predictive power of the algorithms, resulting in a loss of performance. Thus, the main
objective of our work is to highlight the potential dangers of SSB, if unaddressed, on the performance of machine
learning algorithms, and propose a new research direction for addressing the limitations of the existing techniques.

Our literature review and empirical study results converge on a crucial point that the presence of SSB in machine
learning for healthcare poses significant risks to algorithmic performance and fairness. Several reviews have highlighted
this issue, emphasising the potential harms associated with unaddressed SSB. For example, a meta-review of 50 reviews
consisting of 2104 models by de Jong et al. [17] found that information on the risk of bias per domain was available
for 1039 (47%) studies, of which 25% have a high risk of bias in participant selection. Our analysis of synthetic and
semi-synthetic datasets aligns with these concerns. We observe that SSB could lead to a large overall performance
drop of up to 22% in machine learning algorithms and a substantial performance gap of more than 40% between
the non-selected subpopulation and the selected subpopulation, showing inaccurate and biased predictions for the
non-selected subpopulation. These findings highlight the critical importance of addressing SSB in machine learning
algorithms for healthcare.

The existing techniques, borrowed from other machine learning areas like domain-adaption, are mostly based on the
idea of bias correction and try to match distributions between the study population and the target population, leading
to a loss of predictive performance of the machine learning algorithms. To address this issue, we propose a new
research direction to address SSB based on the TPI, rather than bias correction. Here, an algorithm would focus first
on identifying the target subpopulation representative of the study population and seen by the algorithm during the
training time, and then making predictions for the identified subpopulation, while deferring the rest of the patients to
clinicians. This approach bears resemblance to uncertainty quantification where predictions are generated only for
those patients where an algorithm is confident otherwise the patients are referred to a clinician [38, 12]. Uncertainty
quantification and TPI can also be regarded as subcategories within the broader framework of machine learning with
rejection, where algorithms refrain from making predictions when they are likely to err [29]. The proposed approach
is motivated by healthcare where certain patient populations fail to complete a study and the target population would
contain any patients, including patient groups who failed to complete the study. This setting is unlike domain adaptation
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where the target dataset is supposed to be different from the source and the algorithms are supposed to work with the
target dataset. Additionally, compared to the naive algorithms, the proposed approach can utilise the non-selected
patients for training machine learning algorithms which could be helpful for limited data settings.

We propose two concrete techniques under the proposed TPI approach, called T-Net and MT-Net, which use two
independent networks and a multitasking approach, respectively. They develop one network/task for predicting the
selection of a patient in the study population and a second network/task for the risk prediction task. T-Net has the
flexibility to be more expressive than MT-Net as it develops two independent neural networks for the selection and
the risk prediction task. On the other hand, MT-Net has the advantage of information sharing across the two tasks
due to shared learning which benefits from inductive learning. As our analysis finds, these properties of the proposed
techniques make them suitable for certain settings, for example, MT-Net is better suited for limited data settings and
settings with low non-selection rates, while T-Net is better suited for the rest of the settings.

Our analysis of the synthetic and the semi-synthetic datasets shows that the proposed SSB handling techniques are
very effective across all settings and show consistent results for different selection rates, event rates, dataset sizes and
datasets. The proposed techniques always improve over Naive technique while the baselines sometimes fall below
Naive, indicating a negative effect of bias correction. For limited data settings, MT-Net is more effective than T-Net.

It is interesting to note that SSB might not always lead to inaccurate predictions for the non-selected population. This
is because SSB impacts the performance of machine learning algorithms only when the non-selected patients play
an active role in deciding the decision boundary and unequally favour different outcomes. Suppose, the non-selected
patients lie away from the decision boundary but on the correct side then there will be no impact of SSB on the
performance of algorithms, even when trained on the biased dataset. This means that by definition, Naive method will
perform better than all the baselines because the predictions will be correct for the non-selected patients, resulting in
better performance for Naive method. Moreover, all bias handling techniques would lead to a loss of performance.
Thus, in such a setting, Naive method, i.e., ignoring the bias would be the best technique to deal with SSB. We can
easily identify such a setting, and suggest the community to always develop Naive method, in addition to SSB handling
techniques, and if Naive shows improvement in its performance on the target population as compared with the study
population then that is an indicator that SSB does not affect the decision boundary and has no impact on algorithms.

Limitations and Future Work: The proposed TPI approach operates under the assumption, akin to IPW and
imputation methods, that we can infer a patient’s selection or non-selection into a study population based on their
attributes. Essentially, we assume a missing-at-random mechanism for outcomes of the non-selected patients, a common
practice in statistical and clinical studies employing imputation techniques to address SSB. Moreover, similar to IPW,
the proposed techniques work in two steps, where the first step identifies the target subpopulation representative of
the study population, followed by predictions for the identified subpopulation. So, any misspecification in the first
step would lead to errors in the second step. However, since the identification task predicts the selection of patients
for inclusion in the study, it has access to patients included as well as excluded in the study, and hence relative to the
prediction task it has more access to data that would reduce errors in learning.

The proposed techniques make predictions only for the target subpopulation representative of the study population,
i.e., the selected patients. However, we want to argue that the non-random sample selection is inevitable in healthcare,
for example, all the clinical studies have strict inclusion and exclusion criteria (say adult patients) implying that the
results apply to the restricted population (only to adult patients). So, as long as the study and the target population
are similar, the bias does not occur and the results/algorithms are still useful. It is better to make correct predictions
for subpopulations than to make biased predictions for certain subpopulations when considering the entire population.
Thus, the proposed SSB handling approach ensures robust and reliable predictions within the defined subpopulation,
contributing to more accurate and effective healthcare decision-making.

Another limitation of the proposed work is that it is limited to setting where the target dataset is a superset of the
source dataset, and may not work for domain adaptation where the entire target dataset could be different from the
source. Hence, it would be interesting to explore settings across disciplines where the proposed approach could be
beneficial and will be explored as part of our future work. Validating SSB handling techniques with real-world datasets
poses a challenge, as outcomes for patients excluded from the study are unavailable. However, we can evaluate the
effectiveness of these techniques by comparing their performance on the target population against the naive machine
learning algorithm on the study population. A smaller performance gap indicates better handling of SSB. It’s worth
noting that other biases or noise in the target population could contribute to performance differences. Nonetheless, this
comparative analysis will offer insight into the relative effectiveness of different techniques. Future research will focus
on exploring and validating our proposed methodology with real-world healthcare studies.
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7 Conclusion

This paper underscores the critical need to address SSB in machine learning for healthcare, highlighting its potential to
compromise algorithm performance and lead to inappropriate interventions for unrepresented subpopulations. To tackle
this issue, we propose a novel research direction focusing on identifying the target subpopulation representative of the
study population and making predictions specifically for these identified patients. In contrast to existing techniques
that focus on correcting the bias, our proposed approach also prevents the loss of predictive accuracy caused by
aligning distributions between the study and target populations. Furthermore, we introduce T-Net and MT-Net as
implementations of the TPI approach. These models are trained to predict both the underlying task and the selection of
patients into the study population. Our empirical results demonstrate that SSB leads to a large drop in performance
for the target population compared to the study population and a substantial performance difference for the target
subpopulations representative of the selected and the non-selected patients. Additionally, T-Net and MT-Net exhibit
consistent performance in addressing SSB across various scenarios, including different non-selection rates, event rates,
dataset sizes, and datasets.
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