
Article
Human NMDAR autoantibo
dies disrupt excitatory-
inhibitory balance, leading to hippocampal network
hypersynchrony
Graphical abstract
Highlights
d Human antibodies against the NMDAR cause hippocampal

network dysfunction

d Reduced AMPAR signaling and faster synaptic inhibition lead

to increased g oscillations

d NMDAR antibodies induce corresponding changes in the

hippocampal proteome

d Positive allosteric modulation of AMPARs rescues

pathological network hypersynchrony
Ceanga et al., 2023, Cell Reports 42, 113166
October 31, 2023 ª 2023 The Author(s).
https://doi.org/10.1016/j.celrep.2023.113166
Authors

Mihai Ceanga, Vahid Rahmati,

Holger Haselmann, ..., Alessandro Ori,

Manfred Heckmann, Christian Geis

Correspondence
christian.geis@med.uni-jena.de

In brief

Ceanga et al. demonstrate hippocampal

network dysfunction caused by patient-

derived autoantibodies against theNMDA

receptor. Using a passive-transfer mouse

model, they uncover synaptic excitatory-

inhibitory imbalance, ultimately triggering

increased g oscillations in brain slices,

and identify a promising rescue strategy.

These changes may underlie cognitive

dysfunction and psychosis in

autoimmune NMDA receptor

encephalitis.
ll

mailto:christian.geis@med.uni-jena.de
https://doi.org/10.1016/j.celrep.2023.113166
http://crossmark.crossref.org/dialog/?doi=10.1016/j.celrep.2023.113166&domain=pdf


OPEN ACCESS

ll
Article

Human NMDAR autoantibodies disrupt
excitatory-inhibitory balance,
leading to hippocampal network hypersynchrony
Mihai Ceanga,1,13 Vahid Rahmati,1,13 Holger Haselmann,1 Lars Schmidl,1 Daniel Hunter,2 Anna-Katherina Brauer,3,4

Sabine Liebscher,3,4,5 Jakob Kreye,6,7,8 Harald Pr€uss,6,7 Laurent Groc,2 Stefan Hallermann,9 Josep Dalmau,10

Alessandro Ori,11 Manfred Heckmann,12 and Christian Geis1,14,*
1Section of Translational Neuroimmunology, Department of Neurology, Jena University Hospital, 07747 Jena, Germany
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SUMMARY
Anti-NMDA receptor autoantibodies (NMDAR-Abs) in patients with NMDAR encephalitis cause severe dis-
ease symptoms resembling psychosis and cause cognitive dysfunction. After passive transfer of patients’
cerebrospinal fluid or human monoclonal anti-GluN1-autoantibodies in mice, we find a disrupted excit-
atory-inhibitory balance resulting from CA1 neuronal hypoexcitability, reduced AMPA receptor (AMPAR)
signaling, and faster synaptic inhibition in acute hippocampal slices. Functional alterations are also reflected
in widespread remodeling of the hippocampal proteome, including changes in glutamatergic and GABAergic
neurotransmission. NMDAR-Abs amplify network g oscillations and disrupt q-g coupling. A data-informed
network model reveals that lower AMPAR strength and faster GABAA receptor current kinetics chiefly ac-
count for these abnormal oscillations. As predicted in silico and evidenced ex vivo, positive allosteric mod-
ulation of AMPARs alleviates aberrant g activity, reinforcing the causative effects of the excitatory-inhibitory
imbalance. Collectively, NMDAR-Ab-induced aberrant synaptic, cellular, and network dynamics provide con-
ceptual insights into NMDAR-Ab-mediated pathomechanisms and reveal promising therapeutic targets that
merit future in vivo validation.
INTRODUCTION

NMDA receptors (NMDARs) are ionotropic glutamate receptors

that play a pivotal role in excitatory transmission and synaptic

plasticity in the central nervous system (CNS). They are particu-

larly important for memory formation and psychosocial

behavior.1 Hypofunction of NMDARs has been implicated in

the pathophysiology of a variety of complex neuropsychiatric

disorders; e.g., dementia or schizophrenia.1,2 NMDAR encepha-

litis is a severe autoimmune CNS disorder whose symptoms are
C
This is an open access article under the CC BY-N
directly caused by highly specific pathogenic autoantibodies

(Abs) that are produced by expanded B and plasma cells in the

CNS, and target the amino-terminal domain of the GluN1 subunit

of the NMDAR.3,4

NMDAR encephalitis is one of the most common subtypes of

the newly described CNS disease group called autoimmune en-

cephalitis,5–7 with an incidence of about 1.2/100,000 person

years, comparable with infectious encephalitides.8 Affected

patients suffer from a characteristic, severe and complex

neuropsychiatric syndrome consisting of psychosis, memory
ell Reports 42, 113166, October 31, 2023 ª 2023 The Author(s). 1
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Figure 1. NMDAR-mAbs increase the I/O threshold and reduce intrinsic excitability in CA1 pyramidal neurons (PNs) ex vivo
(A and B) Schematic of the experimental timeline (A) and recording and stimulation configurations (B).

(C) Example response traces to incremental stimulation intensities, with the slope and amplitude of the resulting EPSP shown in the inset.

(legend continued on next page)
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dysfunction, delusional thinking, hallucinations, catatonic fea-

tures, epilepsy, and central hypoventilation.4 Current standard

treatment is based on immunotherapy,9,10 which is often insuffi-

cient for symptom control in severely affected patients. There-

fore, there is a medical need for a better understanding of anti-

body-induced network dysfunction and more specific

treatment strategies.11

Binding of Abs to surface-expressed NMDARs induces cross-

linking and internalization of these receptors, followed by a

reduction in their surface expression in postsynaptic receptor

fields, which reduces synaptic NMDAR currents and impairs

long-term potentiation.12–14 Passive transfer of NMDAR-Abs in

animal models of the disease brought about cognitive and

behavior disorders, reflecting a fundamental impairment of brain

function. However, how the observed molecular changes affect

computations at the single-cell and neural network levels re-

mains largely unknown.

NMDAR hypofunction induced through genetic or pharmaco-

logical manipulation has been used previously to mimic symp-

toms of schizophrenia, which resembles key features in the

clinical presentation of NMDAR encephalitis.15,16 In these

models, NMDAR hypofunction strongly disturbs synchronized

neuronal activity patterns,2,17,18 such as g oscillations (�20–

90 Hz).19–21 These high-frequency oscillations provide a neural

substrate of various cognitive processes, such as memory,

learning, and spatial navigation.22 To uncover the neural and

network origins of the NMDAR-Ab-induced cognitive and

behavioral abnormalities, we specifically investigated the

effect of patient cerebrospinal fluid (CSF) or patient-derived

monoclonal antibodies against the NMDAR-GluN1 subunit

(NMDAR-mAbs) ex vivo in acute brain slices obtained from a

passive-transfer mouse model mimicking antibody-induced

disease signs of NMDAR encephalitis. We investigated

network, intrinsic, and synaptic CA1 pyramidal neuron excit-

ability, the hippocampal proteome, and hippocampal oscilla-

tions to gain in-depth insights into disease pathophysiology.

These investigations identified neural and network impairments

underlying NMDAR-Ab-induced brain dysfunction. Further-

more, they can propose specific therapeutic strategies aimed

at rescuing these impairments. Last, they can offer insights

into brain dysfunction in other pathologies linked to NMDAR

hypofunction.
(D) The I/O function relates the binned EPSP slope to the AP probability per bin in

probability) and gain (slope of the I/O curve at threshold).

(E) CA1 PN I/O function after NMDAR-mAb treatment. Curves are overall sigmoid

cells/5 mice in NMDAR-mAbs.

(F and G) The threshold (F) and gain (G) of the CA1 PN I/O function after NMDAR

(H) Example traces of the CA1 PN membrane impedance protocol.

(I) Impedance amplitude profile (ZAP) of CA1 PNs after NMDAR-mAb treatment. C

in NMDAR-mAbs.

(J) Maximum impedance at resonant frequency decreases after NMDAR-mAb tr

(K) Rin decreases after NMDAR-mAb treatment. n = 17 cells/7 mice in Control-m

(L) Example traces during 1-s current injection at the soma (�250–360 pA in 20-

(M) Average instantaneous firing frequency of CA1 PNs decreases after NMDAR-

n = 17 cells/6 mice in NMDAR-mAbs.

(N) Rebound APs were nearly abolished by NMDAR-mAbs (at Icmd = �240 pA). n

Boxplots represent median and interquartile range.Whiskers indicate outliers. Two

(M) and chi-square test in (N). See also Figure S1 and full statistical information i
RESULTS

Synaptically driven CA1 neuronal output is reduced in
acute brain slices of a passive-transfer mouse model of
NMDAR-Ab encephalitis
NMDARs regulate neuronal excitability through synaptic plasticity

mechanisms. Therefore, we hypothesized that Ab-induced

NMDAR hypofunction would affect the neuronal input-output

(I/O) function. We focused on CA1 pyramidal neurons (CA1-PNs)

as the hippocampus read-outs. The I/O function of CA1 PNs is a

fundamental computational property of the neuron and is mainly

governedby the interplay between intrinsic excitability and synap-

tic inputs, driven largely by feedforward excitation (CA3/CA1)

and inhibition (CA3/parvalbumin [PV]/CA1).23,24 We used

acute brain slices from an established passive-transfer mouse

model with chronic intraventricular delivery of pathogenic immu-

noglobulin G (IgG).14 We applied either NMDAR encephalitis

patient-derived human monoclonal NMDAR-mAbs25 and mono-

clonal control Abs (Control-mAbs as a reference) or direct

patient-derived CSF containing high-titer NMDAR-Abs (NMDAR-

CSF) and Control-CSF as a reference (Figure 1A). We then

measured the synaptically driven I/O function of CA1 PNs after in-

cremental stimulationof theSchaffer collaterals (SCs) in acute hip-

pocampal slices (Figures 1B–1D). NMDAR-mAb treatment led to

an increase in the I/O threshold (theexcitatorypostsynapticpoten-

tial [EPSP] slopewith a 50%action potential [AP] generationprob-

ability) but did not change the I/Ogain (the slope of the I/O curve at

the threshold), although the variance of the gain was increased

(Figures 1D–1G). Because changes in the excitatory-inhibitory

(E-I) balance affect the gain and threshold of I/O function23 as

well as AP timing,26,27 we next investigated subthreshold re-

sponses and AP properties of CA1 PNs. After NMDAR-mAb treat-

ment, EPSP amplitudes were smaller for the same rise slope (Fig-

ure S1A) despite an unchanged membrane time constant

(Figure S1G), suggesting alteration of the E-I balance. We

observed loss of low-amplitude EPSPs, a deviation from the ex-

pected log-normal distribution,28 and a marked reduction of

EPSP peak latency dispersion in favor of shorter latencies

(Figures S1B and S1D). Consequently, AP-eliciting EPSPs had

higher slopes, while the AP latency distributionwas narrower (Fig-

ure S1C). Feedforward inhibition and the E-I balance can also

impact EPSP and spike timing.29 We therefore analyzed EPSP
the form of a sigmoid characterized by a threshold (EPSP slope with 50% AP

fits ±95% confidence interval (CI). n = 12 cells/7 mice in Control-mAbs; n = 11

-mAb treatment. n as in (E).

urves are mean ± SEM. n = 19 cells/7 mice in Control-mAbs; n = 18 cells/6 mice

eatment. n as in (I).

Abs; n = 14 cells/6 mice in NMDAR-mAbs.

pA steps).

mAb treatment. Curves are mean ± SEM. n = 17 cells/7 mice in Control-mAbs;

= 18 cells/7 mice in Control-mAbs; n = 17 cells/6 mice in NMDAR-mAbs.

-sample t test in (F), (G), (J), and (K). Two-tailedwhole-curve permutation test in

n Table S1.
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jitter and AP jitter and found both to be lower after NMDAR-mAb

treatment (Figures S1E and S1F). Of note, the resting membrane

potential (Vrest) and other AP properties, including the AP

threshold, remainedunchanged (FiguresS1GandS1H). Inconclu-

sion, NMDAR-mAbs applied in vivo induces synaptic hypoexcit-

ability of CA1 PNs ex vivo in acute brain slices, resulting in an

increased I/O threshold as well as decreased EPSP and AP jitter.

Reduced AP firing after NMDAR-Ab treatment
Because plasticity of intrinsic excitability often co-occurs with

synaptic plasticity,24 we hypothesized that NMDAR-Abs alter

CA1 PN intrinsic excitability. CA1 PNs show a prominent q band

(4–12 Hz) membrane resonance that promotes information trans-

fer during subthreshold and network oscillations.30 NMDAR-

mAbs caused a reduction in impedance and input resistance

(Rin) with no change in resonant frequency, Vrest, or membrane

tau (Figures 1H–1K and S1G). Upon current-step injections, the

mean instantaneous firing frequency was decreased by

NMDAR-mAbs (Figures 1L and 1M), but there was no change in

AP properties, the number of elicited Aps, or spike frequency

adaptation (Figures S1H–S1K). CA1 PNs can also fire post-inhib-

itory rebound spikes. Upon membrane hyperpolarization, a lower

proportion of PNs exhibited rebound APs after NMDAR-mAb

treatment (Figure 1N) despite unchanged membrane voltage

sag (Figure S1G). In sum, NMDAR-mAbs downregulate CA1 PN

excitability by reducing membrane impedance and AP frequency

and restricting rebound AP generation.

Reduced AMPA strength and faster GABAA kinetics in
CA1 PNs after intraventricular infusion of NMDAR-Abs
An increased I/O threshold with unchanged gain suggests

reduced synaptic excitation.23 We therefore investigated the un-

derlying synaptic currents by measuring spontaneous excitatory

postsynaptic current (sEPSC; AMPA mediated) and sponta-

neous inhibitory postsynaptic current (sIPSC; GABAA mediated)

inputs at the respective reversal potentials of inhibition and exci-

tation (Figures 2 and S2A). NMDAR-mAbs reduced the ampli-

tude, decay time constant (td), and total charge transfer of

sEPSC onto CA1 PNs in acute hippocampal slices but did not

affect event frequency (Figures 2A–2G). Conversely, we

observed no effect of NMDAR-mAbs on amplitude and fre-

quency of sIPSC but a pronounced decrease in td and charge

transfer (Figures 2H–2N and S2B). Furthermore, sEPSC but not

sIPSC event density was lower at the resonant frequency

(Figures S2C and S2D), possibly contributing to the affected

firing rate modulation by subthreshold resonance.31 Moreover,

using patient polyclonal NMDAR-CSF and Control-CSF, we

similarly observed a reduced amplitude of AMPAR currents

and a faster decay of GABAAR currents (Figure S3). Next, we

analyzed the dendritic and spine structure in CA1 PNs to inves-

tigate the structural basis of our observed changes in synaptic

inputs. Reconstructing CA1 PNs in hippocampal sections re-

vealed a negligible effect of NMDAR-mAbs on dendritic struc-

tures and spine distributions (Figure S4). Thus, functional rather

than structural changes underlie the observed synaptic alter-

ations. These data demonstrate decreased amplitude of

AMPAR-mediated currents and faster decay kinetics of

GABAAR-mediated currents after NMDAR-Ab treatment.
4 Cell Reports 42, 113166, October 31, 2023
NMDAR-Ab induces synaptic E-I imbalance and cell-
specific changes in short-term plasticity
We next focused on coordinated evoked synaptic events of

the CA3-to-CA1 feedforward microcircuit and measured the

effect of NMDAR-Abs on the E-I balance in hippocampal sli-

ces ex vivo. We recorded CA1 PNs’ compound postsynaptic

currents at an intermediate holding potential (�35 mV; range,

�40 to �25 mV) in response to single-pulse supramaximal SC

stimulation. Evoked responses comprise an initial monosyn-

aptic excitatory component (eESPC), followed by a delayed,

balanced disynaptic inhibitory component (eIPSC) mediated

largely by PV+ interneurons (PV-INs),32 which precisely con-

trols gating and timing in the hippocampus27 (Figures 3A

and 3B). Corroborating our aforementioned results, NMDAR-

mAbs increased the inhibitory-excitatory ratio (IER), indicating

a shift toward stronger inhibition relative to excitation

(Figures 3B and 3C). The integration window (the temporal dis-

tance between the peaks of evoked EPSC [eEPSC] and

evoked IPSC [eIPSC]) was unchanged (Figure 3D). To disen-

tangle the individual contributions of excitation and inhibition,

we again stimulated SCs at the reversal potentials of inhibition

(�70 mV) and excitation (�5 mV) and recorded monosynaptic

eEPSC and disynaptic eIPSC, respectively. The I/O curve

and maximal amplitudes of eEPSC were reduced after

NMDAR-mAb treatment, with no evidence of a change in td
(Figures 3E–3H). We confirmed the unchanged amplitude

(despite a higher variance) and faster decay kinetics of

disynaptic eIPSC (Figures 3I–3L), as in our sIPSC data

(Figures 2H–2N and S3B).

A recent study found changes in serial dependence, defined

as a readout of passive information maintenance across

trials, in patients with NMDAR encephalitis.33 Computational

modeling has linked serial dependence with short-term syn-

aptic plasticity (STP).34,35 Furthermore, STP can enhance

spiking probability and reduce jitter in CA1 by modulating

the IER.36 We therefore evaluated the effect of NMDAR-Abs

on STP. Under Control-mAbs, corroborating previous re-

sults,36 the IER decreased and the integration time-window

increased on the second pulse, promoting excitation and pro-

longing the integration time of excitatory inputs (Figures S5A–

S5C). By contrast, under NMDAR-mAbs, the IER on the sec-

ond pulse remained higher, and the integration window

remained narrow, indicating less excitation during STP

(Figures S5A–S5C). This can arise from decreased facilitation

of CA3/CA1 PN synapses or attenuated depression at PV/

CA1 PN synapses (further PV-IN recruitment through facilita-

tion of CA3/PV is unlikely because stimulation was supra-

maximal). We therefore measured STP of eEPSC and

found unchanged facilitation after NMDAR-mAb treatment

(Figures S5D and S5E). Instead, we found pronounced

NMDAR-mAb-induced attenuation of short-term depression

in eIPSC (Figures S5F and S5G). Finally, we investigated

whether excitatory input is affected upon high-frequency stim-

ulation (100 pulses at 20 Hz; Figure S5H). Normalized eEPSC

amplitudes decreased progressively and reached lower

steady-state values under NMDAR-mAbs (Figures S5I–S5K),

indicating persisting suppression of excitation during high-fre-

quency stimulation.
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Figure 2. NMDAR-mAbs differentially affect AMPAR- and GABAAR-mediated inputs onto CA1 PNs ex vivo

(A) Schematic of the recording configuration of sEPSC.

(B) Average sEPSC after NMDAR-mAb treatment. n = 12 cells/6 mice in Control-mAbs; n = 14 cells/6 mice in NMDAR-mAbs.

(C) Example traces of sEPSC.

(D–G) NMDAR-mAbs reduced the amplitude (D), decay time constant (F), and charge transfer (G) but not sEPSC frequency (E). n as in (B).

(H) Schematic of the recording configuration of sIPSC.

(I–N) Same as (B)–(G) but for sIPSC. NMDAR-mAbs reduce neither the amplitude (K) nor the frequency (L) of sIPSC but decrease the sIPSC decay time constant

(M) and charge transfer of sIPSC (N). n = 7 cells/4 mice in Control-mAbs; n = 8 cells/4 mice in NMDAR-mAbs.

For (B) and (I), curves are mean ± SEM. Boxplots represent median and interquartile range. Whiskers indicate outliers. Mann-Whitney U test in (L), two-sample t

tests in the rest. See also Figures S2, S3, and S4 and full statistical information in Table S1.
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Figure 3. NMDAR-mAbs induce E-I imbalance in the CA3/CA1 feedforward circuit through reduced excitation ex vivo
(A) Schematic of the recording configuration of evoked biphasic postsynaptic response.

(B) Average biphasic response. n = 10 cells/4 mice in Control-mAbs; n = 10 cells/3 mice in NMDAR-mAbs.

(C) The inhibitory-excitatory ratio (IER) was increased after NMDAR-mAb treatment. n as in (B).

(D) The integration window remained unchanged. n as in (B).

(E) Schematic of the recording configuration of evoked EPSC (eEPSC).

(F) Reduced eEPSC amplitude after NMDAR-mAb treatment. n = 12 cells/6 mice in Control-mAbs; n = 14 cells/6 mice in NMDAR-mAbs.

(G and H) Reduced maximal eEPSC amplitude (G) but unchanged eEPSC decay time constant (H) after NMDAR-mAb treatment. n = 20 cells/6 mice in Control-

mAbs; n = 22 cells/6 mice in NMDAR-mAbs.

(I) Schematic of the recording configuration of evoked disynaptic IPSC (eIPSC).

(J) Average eIPSC (inset: scaled) show the faster decay kinetics of eIPSC after NMDAR-mAb treatment. n = 11 cells/4 mice in Control-mAbs; n = 11 cells/3 mice in

NMDAR-mAbs.

(K and L) Unchanged eIPSC amplitude (K) but reduced eIPSC decay time constant after NMDAR-mAb treatment. n as in (J).

For (B), (F), and (J), curves are mean ± SEM. Boxplots represent median and interquartile range. Whiskers indicate outliers. Two-sample t test in (F), (G), (J), and

(K). Two-tailed whole-curve permutation test in (F), two-sample t tests in the rest. See also Figure S5 and full statistical information in Table S1.

Article
ll

OPEN ACCESS
In conclusion, NMDAR-Abs impair the hippocampal feedfor-

ward microcircuit by altering the synaptic E-I balance through

reduced excitation and faster decay kinetics of inhibition.

Proteome remodeling reflects the functional changes
induced by NMDAR-Abs
Because NMDAR-regulated synaptic plasticity often relies on

protein synthesis, we next analyzed protein abundance changes
6 Cell Reports 42, 113166, October 31, 2023
in NMDAR-mAb-treated versus Control-mAb-treated hippo-

campi using data-independent acquisition mass spectrometry.

We found significant abundance changes for 667 of 4,938 iden-

tified protein groups (Figure 4A; Table S2). To obtain mechanistic

insight into affected pathways, we performed an over-represen-

tation analysis using Kyoto Encyclopedia of Genes and Ge-

nomes (KEGG) annotation. We observed significantly increased

enrichment ratios in several key pathways involved in immune



(legend on next page)
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response (anting processing and presentation) and synaptic

transmission (long-term potentiation, glutamatergic synapse;

Figure 4B). We next conducted a Gene Ontology (GO) over-rep-

resentation analysis that showed specific and significant regula-

tion of pathways associated with synaptic transmission, second-

messenger-mediated signaling, synapse organization, and

membrane excitability, among others (Figure 4C). Accounting

for the known functional effects of NMDAR-mAbs, the levels of

Grin1, Grin2a, and Grin2b decreased (Figures 4D and 4E). How-

ever, the abundance of ionotropic and metabotropic glutamate

receptors was also broadly affected, including AMPAR (Gria1

and Gria2), kainate receptors (KAR and Grik3), and group I

(Grm1 and Grm5), II (Grm2 and Grm3), and III (Grm 7) metabo-

tropic glutamate receptors (Figures 4A, 4D, and 4E; Table S2).

In particular, our findings of reduced EPSC peak amplitudes

and faster IPSC dynamics were reflected by a reduction of the

protein levels of Gria1 and Gria2 as well as Gabra5, representing

a5-subunit-containing GABAA receptors. These receptors are

dendritically localized, show slow kinetics, and are preferentially

activated by somatostatin INs37 (Figures 4D and 4E). Overall,

NMDAR-mAb-induced proteome remodeling affects several

fundamental neuronal biochemical pathways and proteins,

including NMDAR, AMPAR, and GABAAR-a5-subunits. These

abnormalities may account for molecular correlates of our

observed electrophysiological changes.

Intraventricular NMDAR-Ab application leads to
microglia activation
It has been questioned whether the passive-transfer model with

chronic intraventricular infusion of NMDAR-Abs not only induces

direct effects on the receptors but also leads to neuroinflamma-

tion, as seen in patients with NMDAR encephalitis.6 In our KEGG

enrichment analysis results, we also observed a significantly

increased enrichment ratio in pathways associated with inflam-

mation, such as systemic lupus erythematosus (enrichment ratio

[ER] = 3.019), antigen processing and presentation (ER = 2.407),

and Fc-g receptor-mediated phagocytosis (ER = 1.7341). We

next performed an immunohistochemical assessment of

NMDAR-mAb-induced neuroinflammation by examining micro-

glia morphology (Iba1 staining), activation (CD68 staining), and

T cell infiltrates in the hippocampus (CD3 staining). We found

an increased CD68+/Iba1+ ratio after NMDAR-mAb treatment,

indicating an increase in activated microglia (Figures S6A and

S6B). We did not identify T cell infiltration in the hippocampus,

as would be expected after selective intraventricular IgG passive

transfer. Detailed morphological analysis of microglia corrobo-

rated extensive microglia activation in mice after in vivo
Figure 4. NMDAR-mAb-induced proteome changes

(A) Volcano plot of quantified proteins in hippocampi following NMDAR-mAb or C

significantly (q < 0.05) increased or decreased in abundance following NMDAR-m

affected by treatment with NMDAR-mAbs are annotated.

(B and C) Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways (B) and G

among proteins affected by NMDAR-mAb treatment.

(D) Network analysis centered onGrin1 (left), Gria1 (middle), and Gabra5 (right), sh

interactions were retrieved from STRING38 using a high confidence score (R0.7)

(E) Graphic representation of selected proteomic changes following NMDAR-mA

See also Figure S6 and complete list of quantified proteins in Table S2.
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NMDAR-mAb treatment. Microglia had significantly fewer

segments per main branch, a shortened branch length, and a

lower complexity of microglia processes reflected as reduced

betweenness (Figures S6C–S6E). We also quantified the circu-

larity of microglia, which assesses the compactness of the cells

in 2D.39 The circularity was increased after NMDAR-mAb treat-

ment (Figure S6G), indicating a reduction of branch complexity

in an activated state. Together, these morpho-functional signs

indicate neuroinflammation with activated microglia in the pres-

ence of NMDAR-Abs, mirroring histopathological findings in pa-

tients with NMDAR encephalitis.

Abnormal amplification of g oscillations by NMDAR-
mAbs and NMDAR-CSF
Excitatory and inhibitory signaling onto PNs and INs (majorly the

perisomatic-mediated inhibition by, e.g., PV-INs) determine g

oscillation (20–90 Hz) dynamics.2,22,40,41 Because g oscillations

have key roles in various global and hippocampal functions,

such as attentional selection, encoding, and retrieval of memory

traces, among others,22 we hypothesized that NMDAR-Abs alter

g oscillations in the hippocampal network.

To test this hypothesis, we used high-frequency stimulation

(HFS) of SCs in acute hippocampal slices of mice treated with

NMDAR-mAbs in comparison with Control-mAbs or with patient

NMDAR-CSF in comparison with Control-CSF and recorded the

extracellular local field potential (LFP) in the CA1 stratum pyrami-

dale. HFS induced transient high-frequency oscillations in all

groups (Figures 5A and S7B). These oscillations were stronger

under NMDAR-mAbs and NMDAR-CSF (Figures 5B–5E and

S7A–S7D) and mainly confined to the g band (30–90 Hz) in all

groups (Figures 5C, 5E, 5F, S7C, and S7E). In contrast to power

strength, there was no change in their peak frequency and band-

width (Figure 5F and S7E).

Furthermore, HFS also induced some concurrent q oscillations

(5–12 Hz) (Figures 5G and 5H). Hippocampal q-nested g oscilla-

tions are thought to represent a fundamental neural communica-

tion mechanism.42,43 q oscillations were seemingly disturbed

and became less contingent with g oscillations under NMDAR-

mAbs (Figure 5G). This increase in g oscillations and suppression

of q oscillations were even more pronounced under NMDAR-

CSF compared with NMDAR-mAbs (Figures S7C–S7F). q-g co-

modulation (TGC; the Pearson correlation between the ampli-

tude envelope of each LFP signal in the q and g bands; STAR

Methods) was reduced under NMDAR-mAbs, particularly be-

tween 100 and 350 ms (Figures 5H and 5I), which mainly relates

to the period of significant increase in the power of g oscillations

(Figure 5E). Taken together, these ex vivo results indicate that
ontrol-mAb treatment; n = 10 mice for each experimental group. Proteins that

Ab treatment are highlighted in red and blue, respectively. Glutamate receptors

O biological processes (C) over-represented (false discovery rate [FDR] < 0.05)

owing interacting proteins affected by NMDAR-mAb treatment. Protein-protein

.

b treatment.
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Figure 5. NMDAR-mAbs amplify transiently induced g oscillations in CA1 ex vivo

(A) Sample LFP traces of high-frequency stimulation (HFS) induced CA1 network oscillations in hippocampal slices. NMDAR-mAbs increase the amplitude of

induced high-frequency oscillations.

(B) Magnification of 1.5 s of baseline-corrected LFPs (1.1–250 Hz) shown in (A).

(C) Time-frequency plots of LFPs shown in (B) for the g band (30–90 Hz) and color-coded power of the after-HFS signal relative to the baseline.

(D) Same as (C) but for the total instantaneous g-band power. Inset: wavelet-based power spectrum of HFS-induced g oscillations.

(legend continued on next page)
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anti-NMDAR Abs amplify the transiently induced g oscillations

and, at the same time, impair the CA1 information transfer mech-

anism of the q-nested g oscillations.

A CA1 neural network model identifies disinhibition of
the PN-PV+ subnetwork as key to abnormal g oscillation
amplification
Our experimental data revealed amplification of g oscillations

because of NMDAR-Abs despite synaptic and intrinsic CA1 PN

hypoexcitability. To gain mechanistic insights into this appar-

ently paradoxical phenomenon, we combined our electrophysi-

ological data with a well-established biophysical CA1 network

model (Figure 6A) of q-nested g oscillations.43–45 In brief, the

model is composed of Hodgkin-Huxley-type neuron models of

oriens lacunosum moleculare cells (O-LM or, briefly, O cells;

inhibitory), pyramidal (E cells, excitatory), and fast-spiking PV+

cells (I cells, inhibitory). Following previous studies,43,44 we

modeled the E population as a single cell firing at the population

frequency, thereby generating EPSPs in I cells (n = 10) and O

cells (n = 10) at g frequency, as observed experimentally.46

Figure 6A shows a typical simulated LFP (simLFP) signal in the

Control model, emulating the reported q-nested g oscillations in

CA1.42,43 The spike rastergram shows that O cells fire preferen-

tially and coherently at q frequency and modulate the cycles of g

oscillations produced by the E-I subnetwork. We next investi-

gated the key neural alterations underlying the aberrant g oscil-

lations by re-parameterizing the Control model. Our analysis re-

vealed that implementing just two of the major changes seen in

the NMDAR-Ab group can sufficiently account for the emerged

aberrant oscillations (Figures 6B and 6D): the reduction in excit-

atory synaptic drive (e.g., through SCs) to E cells, εSC;E , reflecting

reduced synaptic AMPAR signaling, and the reduced decay time

constant of synaptic inhibitory projection of O cells, tO;d, reflect-

ing faster decay of GABAAR currents. Under these two changes

(NMDAR-Ab basal model), we found that g-oscillatory power is

strongly increased (Figures 6B and 6D), while its peak frequency

is closely preserved (�48–49 Hz). Moreover, O cells’ firing coher-

ence was largely lost at the population level, leading to a

decrease in q-oscillatory power (Figure 6B; see blue spike times).

These results corroborate our experimental data (Figures 5 and

S7). Importantly, inspection of spike rastergrams together with

simLFP signals (Figure 6B) shows that O cells effectively fail in

nesting the g rhythm, thereby causing disinhibition of the E-I sub-

network, which, in turn, increases the amplitude and temporal

continuity of g oscillations. We further confirmed this finding by

omitting the O population from the NMDAR-Ab basal model,

where q oscillations were largely abolished. Importantly, g oscil-
(E) Average instantaneous HFS-induced g-band power is increased after NMD

induced oscillations.

(F) Unchanged peak frequency and bandwidth (at half peak power) of g oscillatio

(G) q oscillations are disrupted by NMDAR-mAbs. Top: autocorrelograms of the b

of the LFPs in the q-band, showing a reduction in the induced q-oscillatory power u

(H) Top: the first 400 ms of the Control-mAb LFP in (B). Middle: the same signal

(green). Bottom: same as middle but for the q band.

(I) q-g Comodulation (TGC) is reduced by NMDAR-mAbs. TGC was computed for

mAbs; n = 9 slices in NMDAR-mAbs.

In (E), (G), and (I), curves are mean ± SEM. Boxplots represent median and interq

tailed permutation test of Cohen in (E) and (I). See also Figure S7 and full statisti
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lations underwent a similar amplification (compare models 1

and 2; Figures 6D and 6E). Mechanistically, these results suggest

that disinhibition of the g oscillation generator (E-I subnetwork),

caused by O cell dysfunction, underlies the increased g oscilla-

tions in the NMDAR-Ab group.

By applying the change in either εSC;E or tO;d separately to the

NMDAR-Ab basal model, we further found that neither of these

changes individually (models 3 and 4; Figures 6D and 6E), but

instead their combination (model 2), can reliably emulate our

measured LFPs. Reducing Rin in E cells had a negligible effect

(models 6 and 7 in Figures 6D and 6E). Moreover, reducing the

decay time constant of fast inhibition mediated by I cells (tI;d),

instead of tO;d, in the NMDAR-Ab basal model failed to repro-

duce our measured LFPs (model 5; Figures 6D and 6E). This im-

plies that, from the overall reduction in tdecay of the GABAA syn-

apses onto CA1 PNs under NMDAR-Abs (Figures 2 and S3),

including those from PV cells (Figures 3I–3L), the reduction in

tdecay of O-LM cells is the sufficient condition to account for

the observed aberrant g oscillations. In sum, these results sug-

gest that the combined reductions in the time course of slow syn-

aptic inhibition and the SC excitatory drive to E cells are the

necessary and sufficient factors for g oscillation amplification

in the NMDAR-Ab group.

Theoretical studies predicted that faster inhibitory kinetics can

counteract the disturbed network stability following NMDAR hy-

pofunction.47 Our modeling reaffirmed this by showing that

the excessive q- and g-oscillatory activity emerging under

NMDAR-Ab-induced reduction in εSC;E (model 3 in Figures 6D

and 6E) can be suppressed by reductions in tO;d and tI;d, respec-

tively (Figure 6F; models 1 and 5 in Figures 6D and 6E). More-

over, we found that, whereas the sole reduction of εsc;c lowered

the g peak frequency by �4 Hz (compare models 3 and 0 in Fig-

ure 6D), the reduction in IPSC time constant exerted an opposite

effect by increasing this reduced frequency toward that in the

Control model (Figure S8B). Of note, these effects of inhibitory

synaptic time constant and the network input level on g peak

frequency are in accordance with previous modeling and exper-

imental studies.40,48 Altogether, corroborating theoretical pre-

dictions,47 these results designate a compensatory role for the

faster inhibitory kinetics observed after NMDAR-Ab treatment

(Figures 2 and 3; see also discussion).

To investigate the significance of other plausible neural alter-

ations under NMDAR-Abs, we extended our NMDAR-Ab basal

model (Figure 6C). (1) We reduced the synaptic strength of all

excitatory connections within CA1. (2) We reduced not only

tO;d but also tI;d (Figures 2 and S3). (3) We reduced Rin of E cells

(Figures 1I–1K). This extended model again exhibited an
AR-mAb treatment. Inset: average wavelet-based power spectrum of HFS-

ns after NMDAR-mAb treatment.

aseline-corrected LFPs after stimulus offset. Inset: multitaper power spectrum

nder NMDAR-mAbs. Bottom:magnification of the gray square in the top panel.

but band pass filtered in the g band (blue), overlaid by its amplitude envelope

each window of size 0.2 s, with a sliding step of 0.050 s. n = 8 slices in Control-

uartile range. Whiskers indicate outliers. Two-sample t test in (F) and (G). Two-

cal information in Table S1.
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Figure 6. A CA1 network model identifies disinhibition of the PN-PV+ subnetwork as underpinning g amplification under NMDAR-Abs

(A) Themodel reproduces the hippocampal q-nested g oscillations using control parameterization. Top: schematic representing the synaptic connections among

three distinct cell populations. E, pyramidal cells (excitatory); I, fast-spiking PV+ cells (inhibitory); O, O-LM cells (inhibitory); input, excitatory synaptic drive to CA1,

mediated by, e.g., Schaffer collaterals (SCs). Middle: example LFP signal simulated by the Control network model (simLFP), shown for 1 s (of 10 s). Bottom:

corresponding band-pass-filtered simLFPs in q and g frequency bands. Bottom: corresponding spike rastergram of the model underlying the depicted simLFP.

(B) The dysfunction of O cells under NMDAR-Abs decreased q oscillations and increased g oscillations profoundly. Same as (A) but for the NMDAR-Ab basal

model, which considers the reduction in SC excitatory drive to E cells εSC;E (coded by a dashed line) and in the decay time constant of synaptic projection of O

cells tO;d (coded by gray color).

(C) The main modeling results are robust against extrapolation of NMDAR-Ab effect on synaptic and membrane characteristics. Same as (B) but including a

reduction in εSC;I, tI;d , Rin of E cells, and synaptic weights of E to I and O populations (GEI and GEO). Similar results were obtained as in (B).

(D) Left: power spectrum of simLFPs shown in (A)–(C). Middle: same as left but for different parameterizations of the NMDAR-Ab model. Right: look-up map of

parameter sets (1–8) of the changes used in the NMDAR-Abmodel relative to the Controlmodel (0). Exact values can be found in Table S3.Mean (solid line) ±SEM

(shaded area).

(E) Peak power of q oscillations and g oscillations for the parameter sets shown in the look-up map in (D). Dots and whiskers are mean ± SEM.

(legend continued on next page)
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increase in g oscillations and suppression of q oscillations

(Figures 6C–6E). These results demonstrate the robustness of

our modeling results and underscore the modulatory rather

than essential role of these extensions in mediating g oscillation

amplification.

Finally, we found that removing the reduction of εSC;E in the

NMDAR-Ab basal model can effectively reinstate g-oscillatory

power (model 4; Figures 6D and 6E). As also confirmed in the

NMDAR-Ab extended model, these results predict that suffi-

ciently augmenting excitatory synaptic strength in the NMDAR-

Ab group can markedly suppress the excessive g oscillations

(Figures 6G and S8A).

Application of the AMPA positive allosteric modulator
(PAM) ex vivo alleviates abnormal g oscillations
We next aimed to experimentally test not only our model pre-

dictions on modulation of AMPAR signaling (Figure 6G) but

also whether g oscillation amplification (Figures 5 and S7) is

present in persistent network oscillations and in a pathway-in-

dependent manner (i.e., not only SCs). For this purpose, we

chemically stimulated hippocampal slices using a bath applica-

tion of 20 mM carbachol (CCH) and recorded LFP signals from

the CA1 pyramidal layer.49 Recordings were performed for

7 min to provide continuous rather than transient (Figure 5A)

network oscillations, as in simLFP signals (Figures 6A–6C).

CCH induced g oscillations in both groups, again showing a

profound increase in their power under NMDAR-mAbs, while

preserving peak frequency at �25 Hz (Figures 7A and 7B).

Moreover, by computing the time when the envelope autocor-

relation of LFP signals drops below the 0.5 value (0.5 lag;

Figures 7D and 7E),50,51 we found an aberrant, higher autocor-

relation of g oscillations over longer time scales under NMDAR-

Abs, as quantified by its higher 0.5 lag values (Figure 7D). This

elevated autocorrelation under basal conditions may contribute

to the reduced serial dependence in patients with NMDAR en-

cephalitis33 and the reduced accuracy during the early mainte-

nance period of spatial working memory under NMDAR antag-

onists,52 possibly through aberrant entangling of the memory

traces of recently processed stimuli.

Finally, we experimentally tested our in silicomodel prediction

about restoring the normal g oscillations through augmenting the

reduced excitatory synaptic strength (Figures 6G and S8A). We

repeated the LFP recordings after bath application of CCH and

a selective PAM of AMPARs (10 mM LY404187) to enhance

AMPA signaling pharmacologically.53 We found that the PAM,

on average, suppresses g oscillation peak power in the

NMDAR-Ab group (note the dashed line at �0.1 mV2 in

Figures 7A and 7C), confirming our model prediction. Moreover,

the PAM was able to restore the normal correlation level in the

NMDAR-mAb group (Figure 7E) while not exerting a significant

change in the Control-mAb group. Therefore, effective ex vivo
(F) Compensatory role of faster inhibitory kinetics after NMDAR-Ab treatment. S

increased q- (left) and g-oscillatory powers (right) of model 3 in (D) through acc

excessive powers. The reductions (i.e., acceleration) of tI;d and tO;d are relative

(G) Augmenting Exc synaptic strength can reinstate g- (top panel) and boost q-os

Control model.

See also Figure S8, Table S3, and STAR Methods.
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restoration of the normal g oscillation characteristics by the

AMPA PAM provides an opportunity for a target-directed rescue

strategy in NMDAR-Ab encephalitis.

DISCUSSION

NMDARs are critical for brain function because of their important

role in synaptic plasticity,54 homeostatic scaling,55 neuronal

spike timing,56 and persistent network activity.57,58 Here, we

provided in-depth insights into the open question of how long-

term challenge of specific, patient-derived NMDAR mAbs and

humanCSF applied in vivo induce alterations of the hippocampal

network as measured in acute hippocampal slice preparations

ex vivo. These NMDAR-Ab-induced network abnormalities

were validated using a computational model of hippocampal cir-

cuits. These changes may contribute to widespread, severe

cognitive and behavioral deficits observed in patients with

NMDAR encephalitis and in animal models with passive transfer

of pathogenic Abs.59–61 We specifically focused on potential

impairment of E-I balance and network oscillations as important

determinants of network and cognitive functions.62,63 These

same mechanisms are also altered in schizophrenia,64,65 with

which NMDAR encephalitis shares many similarities. Using pro-

teomic, synaptic, cellular, and network-level measurements in

the hippocampal CA1 ex vivo, we revealed a dual effect of path-

ogenic NMDAR-Abs. Whereas NMDAR-Abs induce synaptic

and cellular hypoexcitability, they render network activity hyper-

synchronous in the g band, with disrupted q-g coupling.

Using acute slices, we extensively investigated the hippo-

campal CA3/CA1 feedforward microcircuit, in which E-I bal-

ance dynamics directly gate and regulate the timing of PN

activity.26,27,29,66 NMDAR-Ab induced synaptic and intrinsic

CA1 PN hypoexcitability and decreased AP jitter, which, in

turn, may disturb the rate and spike-time coding.67 Unchanged

sIPSC amplitude and frequency together with unchanged disy-

naptic eIPSC amplitude suggest that the basal activity of, and

fast excitatory drive onto, INs remain largely unaffected. Our

findings regarding the changes in synaptic transmission in the

hippocampus are in line with and extend the recent findings

by Wright et al.68 despite some methodological differences

not allowing an exact comparison, such as measurements in

different regions (CA1 vs. CA3). Furthermore, we found the

STP of E-I balance to be perturbed by NMDAR-Abs, leading

to a reduced excitatory integration window, which can limit

coincidence detection69 and the dynamic range for excitatory

inputs onto CA1 PNs.66,70 This STP perturbation may also ac-

count for the reduced serial dependence in patients with

NMDAR encephalitis and schizophrenia33 and should be tested

in future in vivo experiments.

We also found a plethora of dysregulated proteins in the

hippocampus after in vivo NMDAR-Ab treatment, which
hown are color-coded contour maps encoding the amount of change in the

eleration of synaptic inhibition. A value of �1 encodes full suppression of the

to the Control model.

cillatory (bottom) powers. The changes in synaptic strength are relative to the
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Figure 7. AMPA PAM suppresses NMDAR-

mAb-induced amplification of persistent g os-

cillations in CA1 ex vivo

(A) Left: power spectrum of carbachol (CCH) induced

oscillations in CA1 ex vivo. Inset: magnification at

lower frequency ranges. There is higher power of

oscillations at �20–30 Hz under NMDAR-mAbs

compared with Control-mAbs and an opposite ef-

fect in the q band (5–10 Hz). Median (solid line) ±

jackknife standard error of median (shaded area).

Middle: peak power of g oscillations in the 20- 30-Hz

band. Right: same as middle but for the peak fre-

quency of g oscillations. n = 7 slices in Control-

mAbs; n = 10 slices in NMDAR-mAbs.

(B) Autocorrelograms of the LFPs band pass filtered

between 20 and 30 Hz. Inset: magnification of the

gray square.

(C) The AMPA PAM LY404187 (10 mM) tends to sup-

press excessive g oscillation power caused by

NMDAR-mAbs. Same as (A) but after additional

application of the AMPA PAM. Inset: same as (A,

middle) but under CCH+PAM application. n = 7 slices

in Control-mAbs; n = 10 slices in NMDAR-mAbs.

(D) NMDAR-mAbs cause aberrant prolongation of the temporal correlation of g oscillations. Autocorrelograms of the amplitude envelope of LFPs band pass filtered

between 20 and 30 Hz. The dashed line designates the time when the autocorrelation drops below 0.5 value (0.5 lag time). Inset: boxplot of the 0.5 lag times.

(E) Same as (D) but for Control-mAbs (CCH) and NMDAR-mAbs (CCH+PAM).

Curves are mean ± SEM. Boxplots represent median and interquartile range. Whiskers indicate outliers. Two-sample t test in (A) (peak power), Mann-Whitney U test

in (A) (peak frequency) and (C)–(E). See also Figure S7 and full statistical information in Table S1.
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may be regarded as molecular correlates of the observed

electrophysiological abnormalities. Virtually all major compo-

nents of glutamatergic signaling were affected (AMPAR,

NMDAR, KAR, and metabotropic receptor groups I, II, and

III), as well as central hubs of intracellular signaling (including

calcineurin [CaN], Ca2+/calmodulin-dependent protein kinase

[CaMK], protein kinase A [PKA], protein kinase C [PKC], and

Stat1), raising the prospect of metaplasticity alterations.

How NMDAR-Abs induce these changes, and whether they

are primary or compensatory, remains to be determined.

However, changes in AMPAR and KAR were also observed af-

ter chronic phencyclidine treatment,71 indicating that NMDAR

plays a primary role in resetting the strength of glutamatergic

signaling. Changes in AMPAR (and AMPAR-associated pro-

teins) may result from direct impairment of NMDAR-depen-

dent homeostatic mechanisms of synaptic strength. Further-

more, several proteins that are strongly dysregulated in

schizophrenia were also modified by NMDAR-Abs, high-

lighting possible common disease pathways (Cacna1c, Dlg1,

Esyt1, Synpo, Dnm3, Shank,72 etc.).

Identifying the specific neural alterations underpinning the

abnormal g amplification is important for understanding network

dysfunction and developing treatment strategies. This is

because g oscillations have important roles in various interre-

gional and hippocampal functions, such as learning, attentional

selection, and working memory.22 g oscillations typically arise

from the interaction between PNs and INs, whose synaptic cur-

rent kinetics can modulate the power and frequency of these os-

cillations.22,40,73 Accordingly, our findings of a reduced AMPAR-

mediated drive and faster GABAAR kinetics point to effective

alteration of g oscillations characteristics. Furthermore, our

observed dominance of inhibition and the reduced EPSP and
AP jitter can also contribute to network hypersynchronicity.74

By integrating our synaptic and cellular data into a biophysical

CA1 networkmodel, we found that neither of these changes indi-

vidually, but instead their combination, can reliably emulate the

oscillation characteristics in the NMDAR-Ab group. Of note,

our recorded aberrant g activity in hippocampal slices is in

agreement with multiple studies based on genetic or pharmaco-

logic manipulation of NMDAR, showing a robust alteration of g

oscillations because of NMDAR hypofunction (for a review, see

Jadi et al.2).

Themodel predictions attribute pivotal importance to impaired

INs projecting slow, rather than fast, GABAergic synapses (here,

O-LM and PV cells, respectively). This, in turn, brings about

disinhibition of the CA1 PN-PV g generation subnetwork (the

so-called pyramidal-interneuron g [PING] network44), increasing

g-oscillatory power. Our modeling results suggest that this disin-

hibition is mainly due to failure of O-LM-cells to provide effective

inhibition onto the PING network. This finding is supported by

experimental evidence showing that inhibition arising from so-

matostatin+ INs (SOM-IN) onto PNs (and PVs) has a pivotal role

in confining the excitatory net effect of SC (CA3/CA1), tempor-

oammonic (EC/CA1), and hippocampal output pathways.75–77

Remarkably, our model predicted that augmenting AMPAR

signaling can restore the normal g oscillations. Indeed, we

showed that bath application of the AMPA PAM is able to effec-

tively suppress excessive g power in the NMDAR-Ab group, con-

firming this prediction experimentally.

O-LM cells also play a key role in generation of q oscillations

in the hippocampus.46,78 Our ex vivo measurements and

network modeling provide evidence of the alteration of these

oscillations under NMDAR-Abs. Impaired q oscillations were

also found after NMDAR ablation in PV-INs19 as well as a result
Cell Reports 42, 113166, October 31, 2023 13
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of disruption of O-LM cells45 or through impaired inhibition onto

PV-INs.43

It is still an open question what function these synaptic

changes, resulting in aberrant g oscillations, serve. This may

be addressed by considering the experimentally supported

role of relatively slow NMDAR-mediated currents in stabilizing

global network activity and in emergence of stable (asynchro-

nous) persistent working memory states.47,57,58,79,80 Conceptu-

ally, NMDAR reduction can cause fast excitation to outpace re-

verberant inhibition, predisposing the network to instability

(e.g., seizure-like activity) or hypersynchronous or self-driven

oscillatory dynamics.47,81 Similarly, impaired NMDAR-driven

stability may explain data from CA3 after NMDAR-Ab treatment

or region-specific deletion of NMDARs.68,82 The ensuing aber-

rant oscillations can be detrimental to network stability,

behavior, and function.81,83

Theoretical studies predicted two mechanisms amenable to

compensate for the disturbed NMDAR-driven network stabil-

ity; namely, weakening of AMPAR strength and acceleration

of GABAAR synaptic inhibition.47,58 Whereas these predictions

were mainly derived from cortical neural networks, our find-

ings suggest a pathological role of reduced AMPAR strength

in CA1. This is because our CA1 network model and ex vivo

experimental data found AMPA PAM to normalize hippocam-

pal rhythmogenesis in the NMDAR-Ab group. On the contrary,

these data imply a homeostatic role of faster inhibition in a

rhythm- and IN-type-selective manner: The NMDAR-Ab-

affected CA1 network may prioritize alleviating the aberrant q

oscillations over g oscillations by triggering a stronger homeo-

static reduction in tO;d relative to tI;d. Although this effectively

suppresses excessive q oscillations, it concurrently renders g

oscillations disinhibited. Nonetheless, the applicability of these

findings, including the therapeutical effect of the AMPA PAM,

requires future in vivo investigations. Collectively, the combi-

nation of our findings at proteomic, synaptic, single-neuron,

and network levels provides insights into the antibody-induced

pathophysiology of NMDAR encephalitis, which may guide

future therapeutic opportunities. Moreover, it confirms that

the complex disease pathophysiology in NMDAR encephalitis

can indeed be developed on the basis of exclusive Ab-medi-

ated NMDAR hypofunction without depending on additional

concurrent Abs against other neuronal or currently unidentified

targets.25

Patients with NMDAR encephalitis show intrathecal clonal

expansion of self-directed B cells and long-lived plasma cells

together with signs of neuroinflammation; e.g., microglia activa-

tion.6,7 Different to other types of direct T cell-mediated enceph-

alitis, cytotoxic T cell activation and neuronal destruction are

much less evident.6,7,84 Main disease symptoms therefore likely

arise from Ab-induced alteration and (reversible) loss of

NMDARs.4,12,60,61 Here, by using a passive-transfer model of

NMDAR-Abs, we aimed to uncover the effects of pathogenic

Abs on the hippocampal network level; i.e., beyond solely on

NMDARmalfunction. Evidently, the NMDAR-Ab passive-transfer

model bypasses the initial steps of immune cell activation, in

particular B cells and plasma cell expansion, but it shows key as-

pects of the disease pathophysiology, including direct NMDAR-

Ab-induced pathophysiology and neuroinflammation. The mi-
14 Cell Reports 42, 113166, October 31, 2023
croglia pathology is most likely driven by Fc-dependent immune

activation induced by pathogenic tissue-bound NMDAR Abs.

There are some active immunization models (e.g., immunization

with NMDA holoreceptors or GluN1 ATD peptides), but they do

not fully represent clinical and neuropathological characteristics

as seen in patients with NMDAR encephalitis.85,86 Therefore, the

NMDAR-Ab passive-transfer model is so far the best-suited an-

imal model to reproduce symptoms of disease that are specif-

ically mediated by pathogenic Abs.

Our key findings were obtained by patient CSF and a specific,

patient-derived mAb to NMDAR GluN1 with high affinity, which

have been shown to induce the key pathogenic events in

NDMAR encephalitis.25,87,88 Furthermore, the similarities to

schizophrenia at clinical and experimental levels and the mech-

anistic overlap of the disease pathophysiology reinforce the

hypothesis that NMDAR hypofunction makes an important

contribution to inducing characteristic disease symptoms in

schizophrenia.

Limitations of the study
Although our adopted network model was sufficiently rich to

reproduce and explain the changes in network oscillations, its

identified mechanisms could prove more comprehensive by

considering (1) the depressing STP of disynaptic inhibition

onto CA1 PNs and (2) the important role of PVs, in addition to

O-LM cells, in driving intrinsic CA1 q oscillations.89 Particularly,

the key role of O-LM cells in the present model for driving q and

disinhibition of g oscillations may be dependent on the connec-

tivity regimens between O-LM and PV cells90–92 and the

pathway of the driving input or the q-generator type.89,93,94

Further detailed experimental studies on how different CA1 IN

subclasses may be affected in the mouse model of NMDAR-

Ab network dysfunction and incorporation in a computational

neural network model may provide complementary insights

into the role of INs and their plasticity in NMDAR-Ab-induced

g amplification.

A further limitation of the study includes analysis of only male

mice, while a higher percentage of patients with NMDAR en-

cephalitis is female. However, sex differences might be less rele-

vant in the present work because here we address general

principles of hippocampal network dysfunction rather than

immunological mechanisms of Ab generation (e.g., triggered

by ovarian teratomas).

Finally, although we provide in-depth mechanistic insights into

potential disease-relevant hippocampal network dysfunction in

ex vivo analyses of a validated passive-transfer model, future

studies are required to assess their applicability to the in vivo sit-

uation with intact large-scale networks; e.g., including entorhinal

inputs or medial septum rhythm generation. Therefore, our find-

ings of NMDAR-Ab-induced g oscillation amplification and its

alleviation by the AMPA PAM need to be validated in in vivo

models by combining behavioral analysis with continuous elec-

trophysiological recordings of hippocampal oscillations.19 This

requires overcoming the technical challenges of implanting

recording electrodes together with bilateral intraventricular cath-

eters needed for the passive-transfer model. These technical

limitations may become irrelevant when active immunization

models showing reproducible disease symptoms based on
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reliable production and CNS accessibility of disease-specific

GluN1 antibodies are available.
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Research School for Physicians ‘‘AntiAge’’ (to M.C.) and award no. 2019_A79

(to A.O.), the Fritz Thyssen Foundation (award no. 10.20.1.022MN to A.O.), the

Chan Zuckerberg Initiative Neurodegeneration Challenge Network (award nos.

2020-221617 and 2021-230967 to A.O.), and the Schilling Foundation (to C.G.).

Schematic figures of experiment setups, Figure 4E, and the visual abstract

were created using BioRender.
AUTHOR CONTRIBUTIONS

M.C., V.R., and C.G. conceptualized the study.M.C. and H.H. conducted elec-

trophysiological recordings M.C. and V.R. performed electrophysiological

data analysis. V.R. conducted the implementation and analysis of network

modeling. A.O. conducted the proteomics experiments and analysis. L.S.,

S.L., and A.-K.B. performed morphological analysis. J.K. and H.P. conducted

antibody synthesis and purification experiments. M.C., V.R., C.G., D.H., J.K.,

H.P., L.G., S.H., J.D., A.O., S.L., and M.H. performed data interpretation.

M.C., V.R., and C.G. wrote the manuscript with inputs from all authors. C.G.

supervised this study.

DECLARATION OF INTERESTS

J.D. receives royalties from Euroimmun for the use of the NMDA receptor as an

antibody test.

INCLUSION AND DIVERSITY

We support inclusive, diverse, and equitable conduct of research.

Received: May 31, 2022

Revised: June 30, 2023

Accepted: September 7, 2023

Published: September 27, 2023

REFERENCES

1. Paoletti, P., Bellone, C., and Zhou, Q. (2013). NMDA receptor subunit di-

versity: impact on receptor properties, synaptic plasticity and disease.

Nat. Rev. Neurosci. 14, 383–400. https://doi.org/10.1038/nrn3504.

2. Jadi, M.P., Behrens, M.M., and Sejnowski, T.J. (2016). Abnormal Gamma

Oscillations in N-Methyl-D-Aspartate Receptor Hypofunction Models of

Schizophrenia. Biol. Psychiatr. 79, 716–726. https://doi.org/10.1016/j.

biopsych.2015.07.005.

3. Dalmau, J., T€uz€un, E., Wu, H.y., Masjuan, J., Rossi, J.E., Voloschin, A.,

Baehring, J.M., Shimazaki, H., Koide, R., King, D., et al. (2007). Paraneo-

plastic anti-N-methyl-D-aspartate receptor encephalitis associated with

ovarian teratoma. Ann. Neurol. 61, 25–36. https://doi.org/10.1002/ana.

21050.

4. Dalmau, J., Geis, C., and Graus, F. (2017). Autoantibodies to Synaptic

Receptors and Neuronal Cell Surface Proteins in Autoimmune Diseases

of the Central Nervous System. Physiol. Rev. 97, 839–887. https://doi.

org/10.1152/physrev.00010.2016.

5. Dalmau, J., and Graus, F. (2018). Antibody-Mediated Encephalitis.

N. Engl. J.Med. 378, 840–851. https://doi.org/10.1056/NEJMra1708712.

6. Zrzavy, T., Endmayr, V., Bauer, J., Macher, S., Mossaheb, N., Schwaiger,

C., Ricken, G., Winklehner, M., Glatter, S., Breu, M., et al. (2021). Neuro-

pathological Variability within a Spectrum of NMDAR-Encephalitis. Ann.

Neurol. 90, 725–737. https://doi.org/10.1002/ana.26223.

7. Martinez-Hernandez, E.,Horvath, J., Shiloh-Malawsky, Y., Sangha,N.,Marti-

nez-Lage, M., and Dalmau, J. (2011). Analysis of complement and plasma

cells in the brain of patients with anti-NMDAR encephalitis. Neurology 77,

589–593. https://doi.org/10.1212/WNL.0b013e318228c136.

8. Dubey, D., Pittock, S.J., Kelly, C.R., McKeon, A., Lopez-Chiriboga, A.S.,

Lennon, V.A., Gadoth, A., Smith, C.Y., Bryant, S.C., Klein, C.J., et al.

(2018). Autoimmune encephalitis epidemiology and a comparison to in-

fectious encephalitis. Ann. Neurol. 83, 166–177. https://doi.org/10.

1002/ana.25131.

9. Abboud, H., Probasco, J.C., Irani, S., Ances, B., Benavides, D.R., Brad-

shaw, M., Christo, P.P., Dale, R.C., Fernandez-Fournier, M., Flanagan,

E.P., et al. (2021). Autoimmune encephalitis: proposed best practice rec-

ommendations for diagnosis and acute management. J. Neurol. Neuro-

surg. Psychiatry 92, 757–768. https://doi.org/10.1136/jnnp-2020-

325300.
Cell Reports 42, 113166, October 31, 2023 15

https://doi.org/10.1016/j.celrep.2023.113166
https://doi.org/10.1016/j.celrep.2023.113166
http://Biorender.com
https://doi.org/10.1038/nrn3504
https://doi.org/10.1016/j.biopsych.2015.07.005
https://doi.org/10.1016/j.biopsych.2015.07.005
https://doi.org/10.1002/ana.21050
https://doi.org/10.1002/ana.21050
https://doi.org/10.1152/physrev.00010.2016
https://doi.org/10.1152/physrev.00010.2016
https://doi.org/10.1056/NEJMra1708712
https://doi.org/10.1002/ana.26223
https://doi.org/10.1212/WNL.0b013e318228c136
https://doi.org/10.1002/ana.25131
https://doi.org/10.1002/ana.25131
https://doi.org/10.1136/jnnp-2020-325300
https://doi.org/10.1136/jnnp-2020-325300


Article
ll

OPEN ACCESS
10. Thaler, F.S., Zimmermann, L., Kammermeier, S., Strippel, C., Ringelstein,

M., Kraft, A., S€uhs, K.W., Wickel, J., Geis, C., Markewitz, R., et al. (2021).

Rituximab Treatment and Long-term Outcome of Patients With Autoim-

mune Encephalitis: Real-world Evidence From the GENERATE Registry.

Neurol. Neuroimmunol. Neuroinflamm. 8, e1088. https://doi.org/10.

1212/NXI.0000000000001088.

11. Sell, J., Haselmann, H., Hallermann, S., Hust, M., and Geis, C. (2021).

Autoimmune encephalitis: novel therapeutic targets at the preclinical

level. Expert Opin. Ther. Targets 25, 37–47. https://doi.org/10.1080/

14728222.2021.1856370.
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28. Buzsáki, G., andMizuseki, K. (2014). The log-dynamic brain: how skewed

distributions affect network operations. Nat. Rev. Neurosci. 15, 264–278.

https://doi.org/10.1038/nrn3687.

29. Pouille, F., and Scanziani, M. (2001). Enforcement of temporal fidelity in

pyramidal cells by somatic feed-forward inhibition. Science (New York,

N.Y.) 293, 1159–1163. https://doi.org/10.1126/science.1060342.

30. Hu, H., Vervaeke, K., Graham, L.J., and Storm, J.F. (2009). Complemen-

tary theta resonance filtering by two spatially segregated mechanisms in

CA1 hippocampal pyramidal neurons. J. Neurosci. 29, 14472–14483.

https://doi.org/10.1523/JNEUROSCI.0187-09.2009.

31. Engel, T.A., Schimansky-Geier, L., Herz, A.V.M., Schreiber, S., and Er-

chova, I. (2008). Subthreshold membrane-potential resonances shape

spike-train patterns in the entorhinal cortex. J. Neurophysiol. 100,

1576–1589. https://doi.org/10.1152/jn.01282.2007.

32. Bartley, A.F., Lucas, E.K., Brady, L.J., Li, Q., Hablitz, J.J., Cowell, R.M.,

and Dobrunz, L.E. (2015). Interneuron Transcriptional Dysregulation

Causes Frequency-Dependent Alterations in the Balance of Inhibition

and Excitation in Hippocampus. J. Neurosci. 35, 15276–15290. https://

doi.org/10.1523/JNEUROSCI.1834-15.2015.

33. Stein, H., Barbosa, J., Rosa-Justicia, M., Prades, L., Morató, A., Galan-
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

goat anti human Cy3 Dianova 109-165-003; RRID: AB_3065049

anti-Iba-1 Wako #019-19741; RRID:AB_839504

goat anti rabbit AF 647 Invitrogen A32733; RRID:AB_2633282

mouse anti-Cy3 abcam Cat# ab52060; RRID:AB_873746

anti-CD68 antibody Bio-Rad #MCA1957; RRID:AB_322219

donkey anti rat AF 647 Jackson ImmunoResearch #712-606-150; RRID: AB_2340695

anti-CD3 antibody BioLegend #100201; RRID: AB_312658

goat anti rat Invitrogen #A11006; RRID: AB_2534074

Biological samples

Human monoclonal NMDAR-antibody H. Pr€uss lab25 #003-102

Human monoclonal control-antibody H. Pr€uss lab25 #mGO53

NMDAR-encephalitis patient-derived CSF This data N/A

Control patient-derived CSF This data N/A

Chemicals, peptides, and recombinant proteins

N-Methyl-D-Glucamine Sigma-Aldrich M2004-500G

NaHCO3 Roth HN01.1

NaCl Roth HN00.2

KCl Merck 1.04936.0500

NaH2PO4 Roth 2370.1

MgSO4 Roth 0682.3

MgCl2 Roth 2189.2

CaCl2 Roth HN04.3

HEPES Roth HN77.3

Glucose Roth HN06.3

Thiourea Sigma T8656-100G

Na-ascorbate Sigma-Aldrich 11140-50G

Na-pyruvate Sigma-Aldrich P8574-25G

N-acetylcysteine Sigma-Aldrich A7250-100G

CsMeSO4 Sigma C1426-25G

CsCl Sigma-Aldrich 203025-10G

EGTA Sigma E3889-25G

Spermine Fluka 85590-5G

QX-314-Br Tocris 1014

Mg2-ATP Sigma A9187-500MG

Na2-GTP Sigma G8877-250MG

Phosphocreatine Sigma P7936-5G

K-Gluconate Sigma G4500-100

Biocytin Tocris 3349-50mg

AM-251 Tocris 1117

Carbachol Sigma C4382-1G

LY404187 Tocris 5297

Triton X-100 Sigma-Aldrich 93443-100ML

Entellan Merck 1079610100

(Continued on next page)
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REAGENT or RESOURCE SOURCE IDENTIFIER

AP-5 Tocris 0106

Streptavidin-Cy3 Sigma S6402-1ML

LipofectamineTM 3000 Transfection Reagent ThermoFisher Scientific L3000008

Deposited data

Mass spectrometry proteomics This data ProteomeXchange: PXD032055; username:

reviewer_pxd032055@ebi.ac.uk

password: kPyDcasn

Experimental models: Cell lines

Primary hippocampal neuronal cultures This data N/A

HEK293 cultures This data N/A

Experimental models: Organisms/strains

C57BL/6J Local animal facility N/A

Recombinant DNA

GluN1-eGFP plasmid Technicion Faculty of Medicine, Haifa NR1a:GFP pEGFP-N3

NR1: NM_017010.2

GluN2A plasmid MPI MF Heidelberg NR2A pRK7

NR2A: NM_012573.4

LipofectamineTM 3000 Transfection Reagent ThermoFisher Scientific L3000008

Software and algorithms

MATLAB MathWorks N/A

Origin 2021 Pro OriginLab N/A

Clampfit 10.5 Molecular Devices N/A

Imaris7 Bitplane N/A

Spectronaut Pulsar Biognosys N/A

R The R Foundation N/A

WebGestalt www.webgestalt.org N/A

ImageJ 1.53v https://imagej.nih.gov/ij N/A

Chronux software package http://chronux.org/96 N/A

Irregular-Resampling Auto-Spectral Analysis IRASA97 N/A

NEURON simulation program version 7.7 neuron.yale.edu/neuron/ N/A

SPSS 27 IBM N/A

Other

Intraventricular bilateral cannula PlasticsOne model 3280PD2.0/SP

Osmotic pumps Alzet model 1002

Vibratome Leica VT 1200S

Examiner.Z1 Zeiss N/A

P-87 pipette puller Sutter instruments N/A

Borosilicate glass, OD 1.5 mm, ID: 0.86 mm Science Products GB150F-10P

EPC 10 USB double amplifier/digitizer HEKA N/A

MultiClamp 700B Molecular Devices N/A

Axon Digidata 1550B digitizer Molecular Devices N/A

LSM 710 Zeiss N/A

Leica TCS SP8 Leica N/A

Zeiss Elyra 7 Zeiss N/A
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Christian

Geis (christian.Geis@med.uni-jena.de).
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Materials availability
Due to the finite available quantity, the patient material used in this study may be available on a limited basis from the lead contact

with a completed Materials Transfer Agreement.

Data and code availability
d Statistical data associated with this study is presented in Table S1. Mass spectrometry proteomics data have been deposited

at the ProteomeXchange Consortium via the PRIDE95 partner repository and are publicly available at ProteomeXchange:

PXD032055 via the following login credentials: username: reviewer_pxd032055@ebi.ac.uk; password: kPyDcasn. Accession

numbers are listed in the key resources table. All proteomic data is available in Table S2.

d This paper does not report original code. Code associated with the neural network model is publicly available in ModelDB

(https://senselab.med.yale.edu/ModelDB; accession number: 138421). MATLAB toolboxes for IRASA method (https://purr.

purdue.edu/publications/1987/1), for multi-taper method (http://chronux.org), and for microglia analysis (https://github.com/

isdneuroimaging/mmqt) are also available online.

d Any additional information required to reanalyze the data reported in this work paper is available from the lead contact upon

request.
EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Animal model of NMDAR-encephalitis
Forty male C57BL/6J mice were housed in a roommaintained at a controlled temperature of (21 ± 1�C) and humidity (55 ± 10%) with

illumination at 12-h cycles; food and water were available ad libitum. Animal experiments were performed in accordance with the

ARRIVE guidelines for reporting animal research98 and the experimental protocol was in accordance with European regulations

(Directive 2010/63/EU) and was approved by the local animal welfare committee (Th€uringer Landesamt f€ur Lebensmittelsicherheit

und Verbraucherschutz, 02–059/13 and UKJ-23-002). Sixteen-weeks old (25-30g) mice were implanted with biventricular osmotic

pumps (model 1002, Alzet, Cupertino, CA) with the following characteristics: volume 100 mL, flow rate 0.25 mL/h, and duration

14 days, as previously reported.61,99 The day before surgery the two pumpswere each filled with 100mL of 1mg/mL humanmonoclonal

NMDAR-Ab (#003–102) or Control-Ab (#mGO53).25 Alternatively, for some experiments undiluted patient CSF was used from a pa-

tient with NMDAR-encephalitis and from a control patient without encephalitis (see below).

Mice under isoflurane anesthesia were placed in a stereotactic frame, and a bilateral cannula (model 3280PD2.0/SP, PlasticsOne)

was inserted into the ventricles (coordinates: 0.2mmposterior and ±1.00mm lateral frombregma, depth 2.2mm). The cannulas were

connected to two subcutaneously implanted osmotic pumps on the back of the mice.

Patient material
NMDAR-CSF from a patient with autoimmune NMDAR encephalitis was tested using a commercial cell based assay (Euroimmun,

L€ubeck, Germany; titer) and revealed a high titer of 1:100. Patient CSF (NMDAR-CSF) and Control-CSF from a patient with normal

pressure hydrocephalus was also tested using HEK293 cells transfected with GluN1-eGFP and GluN2A subunits of the NMDAR

(NR1a:GFP pEGFP-N3; NR2A pRK7) using Lipofectamine 3000 (ThermoFisher Scientific, MA, USA) primary and vital mouse embry-

onic hippocampal neurons (d.i.v. 14), and acute mouse hippocampal cryosections (10 mm). NMDAR-CSF, but not Control-CSF

showed strong staining of transfected HEK cells, revealed characteristic synaptic staining pattern in primary neurons andmouse hip-

pocampal cryosections (Figure S9). Primary antibody: IgG 003–102 (mAb against GluN1), Control CSF- andNMDAR-CSF; secondary

antibody: goat anti-human Cy3. The use of patient CSF biomaterial was approved by the Jena University Ethics Committee (# 2019-

1415-Material) and patients provided informed consent.

METHOD DETAILS

Acute hippocampal preparation
Two weeks (14–16 days) after intraventricular osmotic pump implantation, mice were deeply anesthetized with Isoflurane, decapi-

tated, and the brain was removed in ice-cold protective artificial cerebrospinal fluid solution (paCSF) containing, in mM: 95

N-Methyl-D-Glucamine, 30 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 10 MgSO4, 0.5 CaCl2, 20 HEPES, 25 glucose, 2 thiourea, 5 Na-ascor-

bate, 3 Na-pyruvate, 12 N-acetylcysteine, adjusted to pH 7.3 and 300–310mOsmol, saturated with Carbogen. Hippocampal 350mm-

thick transverse slices were prepared on a vibratome (VT 1200S, Leica, Wetzlar, Germany) in ice-cold paCSF and transferred for

warm recovery in paCSF at 32�C for 12 min. Before recordings, slices were left to recover for at least 60 min at room temperature

in aCSF+ containing inmM: 125 NaCl, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 1MgCl2, 2 CaCl2, 25 glucose, 2 thiourea, 5 Na-ascorbate,

3 Na-pyruvate, 12 N-acetylcysteine, adjusted to pH 7.3 and an osmolarity of 300–310 mOsmol, and saturated with Carbogen. For

recordings, slices were transferred in a recording chamber under continuous perfusion (2–4 mL/min, Ismatec, Wertheim, Germany)

with 27�C aCSF containing in mM 125 NaCl, 2.5 KCl, 25 NaHCO3, 1.25 NaH2PO4, 1 MgCl2, 2CaCl2, saturated with Carbogen.
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Whole-cell recordings
Researchers performing all recording experiments and analyses were blinded to the experimental treatment of the animals. CA1 py-

ramidal neurons (CA1-PN) were visually identified using amicroscope (Examine.Z1, Zeiss, Jena, Germany) equipped with differential

interference contrast optics. Patch pipettes were pulled using a P-87 horizontal pipette puller (Sutter Instruments, Novato, CA, USA)

from thick-walled borosilicate glass (0.86x1.50, Science Products, Kamenz, Germany) and had a resistance of 2.5–5 MU when filled

with intracellular solutions. For voltage-clamp recordings, the intracellular solution contained in mM 135 CsMeSO4, 3 CsCl, 10

HEPES, 0.2 EGTA, 0.1 spermine, 2 QX-314-Br, 2 Mg2-ATP, 0.3 Na2-GTP, 10 phosphocreatine (pH 7.25, osmolarity 280 mOsmol),

while for current-clamp recordings the intracellular solution contained in mM 150 K-Gluconate, 1.5 MgCl2, 10 HEPES, 0.2 EGTA,

0.1 spermine, 2 Mg2-ATP, 0.3 Na2-GTP, 10 phosphocreatine (pH 7.25, osmolarity 280 mOsmol). For morphological reconstructions

3 mg/ml biocytin was freshly added to the intracellular solutions before recordings. During voltage-clamp recordings, 1mM AM-251

was added to aCSF to block depolarization-induced suppression of inhibition.32 For field potential measurements, the recording

electrode was filled with aCSF.

Voltage-clamp (Vc) and current-clamp (Ic) signals were recorded and digitized with an EPC 10 USB double amplifier/digitizer

(HEKA, Ludwigshafen/Rhein, HRB 41752) or recorded with a MultiClamp 700B amplifier (Molecular Devices, Sunnyvale, CA,

USA), and digitized using an Axon Digidata 1550B digitizer (Molecular Devices, Sunnyvale, CA, USA). Signals were low-pass filtered

at 2kHz (Vc) or 5kHz (Ic) and digitized at 20kHz. Data acquisition was performed in PatchMaster v2x80 (HEKA, Ludwigshafen/Rhein,

HRB 41752) or Clampex 10.7 (Molecular Devices, Sunnyvale, CA, USA). Measured and applied potentials were corrected online for

an experimentally determined liquid junction potential of 8mV for both intracellular solutions. Recording of the resting membrane po-

tential was performed immediately after break-in, and cells with a membrane potential higher than �60mV were discarded. Series

resistances (<25MU) was 70% compensated and was monitored throughout recordings. Cells were discarded if a >20% change

in series resistance occurred. Analysis of recorded signals was performed in Clampfit 10.7 (Molecular Devices, Sunnyvale, CA,

USA) or in MATLAB (MathWorks) using custom-written code (see below).

Stimulation of the Schaffer collaterals (SC) was performedwith an aCSF-filled micropipette acting as amonopolar stimulation elec-

trode that was placed 200–300mmaway from the recording electrode. Stimulation was applied through a constant current stimulation

unit (DS3, Digitimer) for 40 ms at an intersweep frequency of 0.1Hz. The reversal potentials of synaptic excitation and inhibition were

measured after bath application of 100mMPTX (for Eexcitation) or 10mMCNQX and 50mMAP-5 (for Einhibition), after which CA1-PNwere

recorded at different holding potentials during single SC stimulation (Figure S2A). The reversal potentials were measured as �5 mV

and �70 mV for excitation and inhibition, respectively.

To determine the synaptic input/output (I/O) curves of CA1-PN, recorded cells in Ic mode were held at 0pA while SC were stim-

ulated at incremental strengths at 0.1Hz until action potential (AP) probability reached 100% (ca. 80–100 sweeps). EPSP slopes

were binned, and AP probability was determined per bin.23 To determine the input resistance, we calculated the slope of a

straight-line fit to the voltage-current curve which was established using subthreshold current injections. The membrane time con-

stant wasmeasured by fitting a single exponential to the voltage response of a�20pA current step. Voltage sag andAPswere elicited

by current step injections from �240pA to 360pA in 20 pA steps. AP threshold was defined as the potential at which the rise slope

exceeded 15V/s.100 The spike frequency adaptation was calculated as the ratio of the last interspike interval to the first one. EPSP

jitter was calculated as the SD of EPSP latency at I/O threshold. AP jitter was calculated as the SD of the AP latency at twice the I/O

threshold slope or at 10V/s, whichever was lower.

The impedance amplitude profile (ZAP) was determined by injecting a 20s-long, linearly increasing chirp current (0-15Hz) from a

baseline of 0pA (at resting potential). The amplitude of the injected current was adjusted to evoke a subthreshold, �10mV peak-to-

peak response. Following previous studies,101,102 we calculated ZAP as a function of the input frequency ZðfÞ = ~VðfÞ =~IðfÞ, where ~VðfÞ
and ~IðfÞ are the fast Fourier transform (fft) of the cell membrane potential V and the applied chirp current I. Both V and I were down-

sampled to 2 kHz prior to fft. ZðfÞ is a complex number and its absolute value determines the impedance amplitude at frequency f,

denoted as jZðfÞj. In our results we refer to jZðfÞj as the impedance. For each cell, we computed jZðfÞj for each sweep (out of 3) sepa-

rately, then averaged across the trials.

To evoke biphasic (eEPSC-eIPSC) and monophasic (eEPSC or eIPSC) responses, SC were incrementally stimulated and eEPSCs

were recorded at a holding potential of �70mV until a plateau potential was reached (eEPSC’s I/O curve). Thereafter, supramaximal

stimulation intensity was used. Biphasic responses were elicited by changing the holding potential to approx.�35mV and optimizing

the holding potential for a maximal amplitude of both components (range �40mV to �25mV). Short-term plasticity was investigated

by applying paired-pulse supramaximal stimulation of the SC at 50ms and 200ms intervals, and train stimulation by applying a

100-pulse train of supramaximal stimulation of the SC at 20Hz. The excitatory integration window was measured as the time interval

between the peak of the excitatory (eEPSC) and the peak of the inhibitory (eIPSC) components in biphasic responses.

Local field potentials (LFP) were recorded only using a MultiClamp700B with the headstage in voltage-follower mode, with a low-

pass Bessel filter of 1kHz and a sampling frequency of 20kHz. For electrically evoked oscillations, the recording electrode, consisting

of a micropipette (�2MU) filled with aCSF, was placed in the stratum pyramidale of the hippocampal CA1 region, while the stimulus

electrode was placed 200-300mm away in the stratum radiatum toward the CA3. Supramaximal stimulation (1000mA) of the SC at

100Hz was repeated for three sweeps (60s intersweep interval). For chemically evoked oscillations, we prepared 400mm thick
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horizontal hippocampal slices to promote oscillatory activity in slices,103 and baseline LFP was measured for 5 min, before adding

20mM carbachol or 20mM carbachol with 10mM LY404187 (AMPA-PAM, Tocris Bioscience, Bristol, UK) to the bath solution, after

which LFP was measured for 7 min.

Analysis of synaptic currents was performed in Clampfit 10.5 using the template search function. Templates of spontaneous excit-

atory and inhibitory postsynaptic currents (sEPSC and sIPSC, respectively) were obtained by averaging 25–35 manually-selected

events per group. All events with a detection similarity threshold of three were further verified by visual inspection. Decay time con-

stants were estimated by a single exponential fit. The median was used to calculate the central tendency of synaptic parameters per

cell (sEPSC/sIPSC amplitude, frequency, decay tau, charge transfer).

Biocytin staining and morphologic analysis
After recording, slices were transferred in 4% PFA and fixed overnight at 4�C. After washing in TBS, slices were incubated for 2 h in

TBS plus (TBS, 5% donkey serum, 0.3% Triton X-100) and then incubated overnight in 1:500 Streptavidin-Cy3 (Sigma) in TBS plus

before embedding in Entellan (Merck, Darmstadt, Germany). Filled neurons were captured on a confocal scanning microscope (LSM

710, Zeiss, Jena, Germany) and morphologic analysis was performed in Imaris7 (Bitplane, Belfast, UK).

Sample preparation for proteomics
Immediately after decapitation, hippocampi (10/group) were dissected and flash-frozen at�40�Cand subsequently stored at�80�C.
Hippocampi were thawed and transferred into Precellys lysing kit tubes (Keramik-kit 1.4/2.8 mm, 2 mL (CKM)) containing 200 mL of

PBS supplemented with 1 tab of cOmplete, Mini, EDTA-free Protease Inhibitor per 50 mL. For homogenization, tissues were shaken

twice at 6000 rpm for 30 s using Precellys 24 Dual (Bertin Instruments, Montigny-le-Bretonneux, France) and the homogenate was

transferred to new 1.5 mL Eppendorf tubes. For each sample, 100 mL of homogenate was diluted with 2x lysis buffer (final concen-

trations: 2% SDS, 100 mMHEPES, pH 8.0), sonicated in a Bioruptor Plus (Diagenode, Seraing, Belgium) for 10 cycles with 1 min ON

and 30 s OFF with high intensity at 20�C, and then heated at 95�C for 10 min. A second sonication cycle was performed as described

above. Lysates were stored at �80�C until further processing.

Lysates were thawed, sonicated as described above, and aliquots corresponding to 100 mg of protein were reduced using 10 mM

DTT for 30 min at room temperature and alkylated using freshly made 15 mM IAA for 30 min at room temperature in the dark. Sub-

sequently, proteins were acetone precipitated and digested using LysC (Wako sequencing grade) and trypsin (Promega sequencing

grade), as described by.104 The digested proteins were then acidified with 10% (v/v) trifluoracetic acid and desalted using Waters

Oasis HLB mElution Plate 30 mm following manufacturer instructions. The eluates were dried down using a vacuum concentrator

and reconstituted in 5% (v/v) acetonitrile, 0.1% (v/v) formic acid. For mass spectrometry (MS) analysis, samples were transferred

to anMS vial, diluted to a concentration of 1 mg/mL, and spiked with iRT kit peptides (Biognosys, Zurich, Switzerland) prior to analysis.

Proteomics data acquisition
Approximatively 1mg of reconstituted were separated using a nanoAcquity UPLC (Waters, Milford, MA) was coupled online to theMS.

Peptidemixtures were separated in trap/elute mode, using a trapping (Waters nanoEaseM/Z Symmetry C18, 5mm, 180 mm3 20mm)

and an analytical column (Waters nanoEase M/Z Peptide C18, 1.7mm, 75 mm 3 250 mm). The outlet of the analytical column was

coupled directly to an Orbitrap Fusion Lumosmass spectrometers (Thermo Fisher Scientific, San Jose, CA) using the Proxeon nano-

spray source. Solvent Awaswater, 0.1% formic acid and solvent Bwas acetonitrile, 0.1% formic acid. The samples were loadedwith

a constant flow of solvent A, at 5 mL/min onto the trapping column. Trapping time was 6 min. Peptides were eluted via the analytical

column with a constant flow of 300 nL/min. During the elution step, the percentage of solvent B increased in a nonlinear fashion from

0% to 40% in 120 min. Total runtime was 145 min, including cleanup and column re-equilibration. The peptides were introduced into

the mass spectrometer via a Pico-Tip Emitter 360 mm OD x 20 mm ID; 10 mm tip (New Objective) and a spray voltage of 2.2 kV was

applied. The capillary temperature was set at 300�C. The RF lens was set to 30%. Full scan MS spectra with mass range 350–1650

m/z were acquired in profilemode in the Orbitrap with resolution of 120,000 FWHM. The filling timewas set at maximumof 20mswith

an AGC target of 5 x 105 ions. Data Independent Acquisition (DIA) scans were acquired with 40 mass window segments of differing

widths across the MS1 mass range. The HCD collision energy was set to 30%. MS/MS scan resolution in the Orbitrap was set to

30,000 FWHM with a fixed first mass of 200m/z after accumulation of 1x 106 ions or after filling time of 70ms (whichever occurred

first). Data were acquired in profile mode. For data acquisition and processing Tune version 2.1 and Xcalibur 4.1 were employed.

Proteomics data analysis
Raw DIA files were analyzed in directDIA mode using Spectronaut Pulsar (v15, Biognosys, Zurich, Switzerland). The data were

searched against a species-specific protein database (Uniprot Mus musculus release 2016_01) with a list of common contaminants.

The datawere searchedwith the followingmodifications: carbamidomethyl (C) as fixedmodification, and oxidation (M) and acetyl (pro-

tein N-term) as variable modifications. A maximum of 2 missed cleavages was allowed. The search was set to 1% false discovery rate

(FDR) at both protein and peptide levels. DIA data were then uploaded and searched against this spectral library using Spectronaut

Professional (v.15) and default settings. Relative quantification was performed in Spectronaut for each pairwise comparison using

the replicate samples fromeach condition using default settings, except:MajorGroupQuantity =medianpeptide quantity;MajorGroup

Top N = OFF; Minor Group Quantity = median precursor quantity; Minor Group Top N = OFF; Data Filtering = Q value; Normalization
24 Cell Reports 42, 113166, October 31, 2023
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Strategy = Local normalization; Row Selection = Automatic; Exclude Single Hit Proteins = TRUE. Differential abundance testing was

performed using an un-paired t test between replicates. p values were corrected for multiple testing multiple testing correction with

the method described by.105 The data (candidate table) and protein quantity data report were exported, and further data analyses

and visualization were performed with R (v.4.0.5) and R studio server (v. 2022.02.0) using in-house pipelines and scripts. KEGG

pathway and Gene Ontology over-representation analyses were performed with WebGestalt106 using the significant protein groups

(q < 0.05) against a background of all the quantified protein groups. Significantly enriched pathways and GO terms were defined using

a cut-off of FDR <0.05.

Histological analysis of mouse brain sections
Perfusion and brain sectioning

18 days after pump implantation and intraventricular transfer of NMDAR-mAb or Control-mAb (100 mg/ml), mice were anesthetized

with 5% isoflurane and intracardially perfused wit 4%paraformaldehyde (PFA). Brains were gently removed and postfixed in 4%PFA

for 24 h. Brains were cut on a vibratome into 100 mm thick coronal sections for microglia morphology analysis, and into 40 mm thick

coronal slices for Iba1/CD68 and CD3 stainings.

Immunostaining

Successful human IgG infusion was confirmed by staining against the human IgG (goat anti human 633, A-21091, Invitrogen, con-

centration 1 : 500) on free floating sections at 4� overnight. Microglia were stained using anti-Iba-1 antibody (rabbit, 1:500, Wako,

#019–19741) combined with a secondary antibody (goat anti rabbit, 1:500, A23733, Thermofisher). For analysis of microglia activa-

tion, we used anti-CD68 antibody (rat, 1:500, BioRad, 1:500, #MCA1957) combined with a secondary antibody (donkey anti rat,

1:500, AF647, Jackson, #712-606-150). For CD3 staining we used anti-CD3 antibody (rat, 1:200, BioLegend, #100201) combined

with a secondary antibody (goat anti rat, 1:500, AF488, Invitrogen, #A11006).

Confocal microscopy of microglia

Images were acquired at a confocal microscope (Leica TCS SP8) with a 403 objective at a resolution of 10243 1024 pixels (pixel

dimensions in x and y 0.2mm, covering 205 3 205 mm) at z increments of 0.4mm.

Analysis of microglia

To extract the morphological parameters of microglia we subjected the acquired confocal imaging stacks to an automated image

analysis pipeline.39 The MATLAB scripts can be downloaded at https://github.com/isdneuroimaging/mmqt. Using this pipeline we

extracted the number of segments per main branch, branch length, circularity, and betweennes, as detailed in.39 Of note, the

betweenness is a graph-theory measure employed here to quantify the complexity of microglia processes. In brief, betweenness

measures the extent to which a node (here, a microglial segment) acts as a hub or bridge connecting different nodes in the network

(here, of the segments).

Acquisition and analysis of CD68/Iba1 and CD3 immunostainings

Widefield fluorescence imaging of the CA1 region of the hippocampus was performed on a ZEISS Elyra 7 system. Analysis was per-

formed in ImageJ 1.53v (https://imagej.nih.gov/ij/).

Analysis of electrically induced oscillations
The HFS-induced network oscillations were recorded as described above. The signals were then processed using custom written

code inMATLAB (MathWorks). For a proper time-frequency analysis, while reducing the potential stimulus-induced edge-like effects

(see below), we subjected each HFS signal to the following correction steps and verified the results visually. (1) The baseline of the

before-stimulus section of the signal (�2.15 s) was corrected using the robust polynomial fitting method of maximum 7th-order. (2)

The sharply increasing baseline of the signal, observed right after the stimulus offset (see results), was removed using a polynomial of

17th order. To avoid the disturbance of the signal dynamics by this high-order polynomial, we applied this fitting to only 2.1 s of the

after-stimulus signal. Note that we also considered the 10 ms after the last impulse of HFS as a part of stimulus duration, in order to

avoid the introduction of stimulus artifact in our results. (3) Using the same procedure as in step (1), we removed the baseline of the

remaining (tail) of the signal after stimulus. (4) The 200-milliseconds stimulus artifact was replaced with the mirrored version (along y

axis) of the first 200-milliseconds of the baseline-corrected HFS signal generated in step 2; note, the time is considered as x axis. (5)

Finally, the baseline-corrected HFS signal was obtained by concatenating the resulted signals in steps 1–4. To extract the local field

potential (LFP) activity this signal was then digitally band-pass filtered in the range of 1.1–250 Hz using a Kaiser window finite impulse

response filter (KW-FIR) with a sharp transition band bandwidth of 1 Hz, stopband attenuation of 60 dB, and passband ripple of 1%.

To avoid the potential edge effects of the signal due to the filtering a mirrored version of the whole signal was appended to the begin-

ning and the end of the signal, prior to the filtering. These copies were cut out of the filtered signal afterward.

To characterize the transient gamma oscillations induced by the HFS we used the time-frequency analysis of the resultant base-

line-corrected LFP signals. We performed this analysis separately for the first�2.15 s part of the signal before stimulus onset (bLFP)

and the last�7.6 s of the signal after the stimulus offset (aLFP). To this end, we convolved each signal with the complexMorlet wave-

lets of frequencies from 4 to 110 Hz with the increment of 0.5 Hz. As the wavelet scales we used the number of cycles from 5 to 10

(logarithmically-spaced over these frequency levels) thereby effectively accounting for the time-frequency resolution trade-off of the

wavelet transforms. For each level of wavelet scale (or frequency), the LFP power at each time point was computed as the squared

magnitude of the corresponding coefficient of the wavelet transform at each time-frequency pair; PbLFPðt; fÞ and PaLFPðt;fÞ. The edge
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effects in the transform results were considered asmissing values, and thus discarded. In the case of aLFP signal, we considered the

stimulus duration, which we replaced using the mirrored aLFP signal (see above), as a part of aLFP. This enabled us to shift the left

edge effect to the onset of stimulus, and thus have the wavelet transform of aLFP almost free of this edge effect. The mirrored part

(i.e., of stimulus duration) was then cut out of the wavelet results. Tominimize the effect of potential 1/f power scaling phenomenon as

well as e.g., the slice- and electrode-specific idiosyncratic characteristics we computed the relative power values:

Prelðt; fÞ =
PaLFPðt; fÞ � PbLFPðfÞ

PbLFPðfÞ
Where, Prelðt; fÞ denotes the induced power after the stimulus at time t and frequency level f, and PbLFPðfÞ denotes the time-averaged

power of the bLFP at f.

To investigate the evolution of induced gamma power over time we computed the total instantaneous power as the mean of

Prelðt; fÞ over 30–90 Hz (gamma band) at each t. To show that our findings are not affected by the normalization we also computed

the raw (i.e., non-normalized) total instantaneous power as the mean of PaLFPðt; fÞ over 30–90 Hz at each t. To investigate the fre-

quency components of the induced power (i.e., power spectrum) we computed the mean of Prelðt; fÞ over 400 ms after the stimulus

offset at each f. Note that this selected window size effectively captures the induced transient gamma responses, before returning to

the baseline (see results). We repeated all these analyses for each sweep (out of three) of the recording session, and then averaged

the results over the sweeps to increase the signal-to-noise ratio. For testing the mean difference in gamma power between the two

groups (Control vs. NMDAR-Ab) over time, we considered 1.6 s of the total instantaneous gamma power time-series after the stim-

ulus offset and divided it to non-overlapping 200-milliseconds bins. We then performed a two-tailed permutation test with 1,000,000

times shuffling at a significance level of 5% while accounting for the multiple-comparison problem by the method of Cohen.107

In our preliminary analysis we found that HFS not only induces strong gamma oscillations but also some relatively weak theta re-

sponses. Using Chronux software package (http://chronux.org/),96 we applied the multi-taper method (time-bandwidth product of 2

with 3 tapers) to the first 500-milliseconds of each aLFP (1.1–250 Hz), in order to first compute the power spectrum of the theta re-

sponses. We then assessed how these two responses were coordinated in time using the theta-gamma co-modulation index

(TGC).108 To this end, we band-pass filtered the baseline-corrected HFS signal using the sameKW-FIR filter as above but in the range

of 30–90 Hz (for gamma band) and 5–12 Hz (for theta band), separately. This was followed by applying the Hilbert transform and

computing the magnitude (i.e., amplitude envelop) of these band-specific signals at each time point, using the resulted analytic sig-

nals. This was followed by binning the first 450-milliseconds of these signals using a sliding window of 200 ms size with a step size of

50 ms. The selected bin size was sufficiently large to enclose �1–2.5 and �6–18 cycles of theta (5–12 Hz) and gamma oscillations

(30–90 Hz), respectively (see results). TGC was then computed as the Pearson correlation between the magnitude time-series of the

theta- and gamma-band signals at each bin. To compare the TGC of the groups at the center of each of 5 bins we used the same

permutation-test of Cohen107 mentioned above.

As an alternative analysis to assess the temporal characteristics of the induced oscillations, we used autocorrelation function

(ACF); a measure of the similarity between the values of the same signal over successive time intervals. To do this, for each base-

line-corrected LFP signal (5–120 Hz), we computed ACF for 800-milliseconds of its aLFP and of its corresponding bLFP signal pre-

ceding the stimulus onset. To compute the induced ACF we then subtracted ACF of the baseline from that of after-HFS.

Analysis of chemically induced oscillations
The LFP signals under chemical stimulation were recorded as described above. These signals were then processed using custom

written code in MATLAB (MathWorks). The artifacts were identified by visual inspection and excluded. To extract LFP activity both

properly and in a computationally efficient manner, each signal was subjected to the following processing steps. (1) The signal was

downsampled to 10 kHz. (2) It was then digitally low-pass filtered using a KW-FIR filter with a passband cutoff of 1 kHz, stopband

band of 50 Hz, stopband attenuation of 60 dB, and passband ripple of 1%. (3) This was followed by a downsampling to 5 kHz. (4)

Finally, the LFP signal was obtained by band-pass filtering the resulted signal using the same KW-FIR filter as used for HFS data

(see above) but in the range of 2–250 Hz.

Field potential signal are usually composed of both fractal (aperiodic or 1/f noise) and oscillatory (periodic) dynamics, governed

presumably by distinct biological mechanisms. In this work, we are interested in investigating the potential changes in the neural os-

cillations due to NMDAR-Ab. Hence, in order to separate these components in the power spectrum of the LFP signals we used the

Irregular-Resampling Auto-Spectral Analysis (IRASA)method.97 This enabled us to assess the power characteristics of the oscillatory

dynamics in LFP signals exclusively, i.e., without being affected by that of the 1/f noise. When applying IRASA to each LFP signal we

used a sliding window of 1-s size with 50% overlap. We used the same steps to obtain the LFP signals and the corresponding power

spectrums for 10-min recorded signals under Carbachol+PAM application.

Computational neural network model
To gain mechanistic insights into the mechanism underlying the abnormal increase in gamma oscillations due to NMDAR-Ab we used

computational modeling. To do this, we employed a well-established biophysical recurrent neural network model of CA1.43,44,103 The

model is amenable to reproduce the hippocampal theta-nested gamma oscillations, and has been used extensively in previous studies
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to explain, or predict, the dynamicsof the experimentally observed oscillatory dynamics in LFP signals under various behavioral or phar-

macological conditions.43–45,103,109As compared to themean-filedCA1networkmodels,81,110,111 thismodel allows for investigating the

network dynamics using a more detailed parameterization of biophysical parameters at both synaptic and single-cell levels. To set the

parameter valuesof thismodel,wemainly followedpreviousstudies,43,44 andconsidered the resultedmodel as representing theControl

group inourdata.We thenemulated theNMDAR-Abconditionbyapplying the relativechanges insynapticandcellularparameter values

of the model, according to our measurements (Figures 1, 2, and 3). The list of the percentage changes used in the NMDAR-Ab model,

relative to Control model, can be found in Table S3. By analyzing the simulated LFP (simLFP) and spike rastergrams, we then sought to

mechanistically address the mechanism and parameter changes mediating the increase in gamma in NMDAR-AB group.

The model is consisted of the single compartment, Hodgkin-Huxley-type neuron models of pyramidal cells (‘‘E cells’’; excitatory),

fast spiking PV+ cells (‘‘I cells’’; inhibitory), and oriens lacunosum-moleculare interneurons cells (O-LM or ‘‘O cells’’; inhibitory). Simi-

larly to previous studies,43,44 we modeled E-population as a single cell which fires at the population frequency thereby generating

EPSPs in the I (n = 10) and O (n = 10) cells at the gamma frequency, as observed experimentally.46 In our model, we assumed

that the E and I cells receive also external constant (with additive noise) excitatory drive through Schaffer collaterals (SC). However,

in general, this drive current can be considered to be delivered by pathways other than SC, like temporoammonic (EC/CA1). In the

following, we describe the corresponding neuron and synaptic models, LFPmodel and its analysis, and the steps used for setting the

numeric and random aspects of the model.

Neuron models
E cell: For the pyramidal cell, we use Olufsen et al.112 model, as a variation of Ermentrout et al.113 model,:

C
dV

dt
= gNamNðVÞ3hðVNa � VÞ + gKn

4ðVK � VÞ + gLðVL � VÞ+ I (Equation 1)

dh

dt
=

hNðVÞ � h

thðVÞ (Equation 2)

dn

dt
=

nNðVÞ � n

tnðVÞ (Equation 3)

With

xNðVÞ =
axðVÞ

axðVÞ+bxðVÞ
for x = m;h; or n (Equation 4)

txðVÞ =
1

axðVÞ+bxðVÞ
for x = h or n (Equation 5)

amðVÞ =
0:32ðV+54Þ

1 � expð�ðV+54Þ=4Þ

bmðVÞ =
0:28ðV+27Þ

expððV+27Þ=5Þ � 1

ahðVÞ = 0:128 expð�ðV + 50Þ=18Þ

bhðVÞ =
4

1+expð�ðV+27Þ=5Þ

anðVÞ =
0:032ðV+52Þ

1 � expð�ðV+52Þ=5Þ

bnðVÞ = 0:5 expð�ðV + 57Þ=40Þ
In Equations 1, 2, and 3, the lettersC, V, t and t, g, and I denote capacitance density, voltage, time, conductance density, and current

density, respectively. The units that we use for these quantities are mF/cm2, mV, ms, mS/cm2, and mA/cm2. For brevity, units will
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usually be omitted hereafter. The parameter values of the model are C = 1, gNa = 100, gK = 80, gL = 0.1, VNa = 50, VK = �100, and

VL = �67.

I cells: For fast-spiking PV + interneurons, we use the model described in Wang and Buzsáki.114 Equations 1, 2, 3, and 4 are the

same as in the E cell model, but the Equation 5 is replaced by:

txðVÞ =
0:2

axðVÞ+bxðVÞ
for x = h or n

with the rate functions ax and bx (x = m, h, and n) are defined as follows:

amðVÞ =
0:1ðV+35Þ

1 � expð�ðV+35Þ=10Þ

bmðVÞ = 4 expð�ðV + 60Þ=18Þ

ahðVÞ = 0:07 expð�ðV + 58Þ=20Þ

bhðVÞ =
1

expð�0:1ðV+28ÞÞ+1

anðVÞ =
0:01ðV+34Þ

1 � expð�0:1ðV+34ÞÞ

bnðVÞ = 0:125 expð�ðV + 44Þ=80Þ
The parameter values, using the same units as for the pyramidal cell, are C = 1, gNa = 35, gK = 9, gL = 0.1, VNa = 55, VK = �90, and

VL = �65.

O cells: For the oriens lacunosum-moleculare (O-LM) interneurons, we use the model described in Tort et al.,109 which is a reduc-

tion of the multi-compartmental model described in Saraga et al.115 The current-balance equation is given by:

C
dV

dt
= gNam

3hðVNa � VÞ + gKn
4ðVK � VÞ + gAabðVA � VÞ

+ghrðVh � VÞ + gLðVL � VÞ + I
(Equation 6)

With

dx

dt
=

xNðVÞ � x

txðVÞ for x = m;h; n; a;b; r (Equation 7)

For x =m, n, h, the functions xNðVÞ and txðVÞ are the same as in Equations 4 and 5, and the rate functions ax and bx are defined as

follows:

amðVÞ =
� 0:1ðV+38Þ

expð�ðV+38Þ=10Þ � 1

bmðVÞ = 4 expð�ðV + 65Þ=18Þ

ahðVÞ = 0:07 expð�ðV + 63Þ=20Þ

bhðVÞ =
1

1+expð�ðV+33Þ=10Þ

anðVÞ =
0:018ðV � 25Þ

1 � expð�ðV � 25Þ=25Þ

bnðVÞ =
0:0036ðV � 35Þ

expððV � 35Þ=12Þ � 1
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For x = a, b, r, the functions xNðVÞ and txðVÞ are defined as:

aNðVÞ =
1

1+expð�ðV+14Þ=16:6Þ

taðVÞ = 5

bNðVÞ =
1

1+0:07 expððV+71Þ=7:3Þ

tbðVÞ =
1

0:000009

expððV � 26Þ=18:5Þ+
0:014

0:2+expð�ðV+70Þ=11Þ

rNðVÞ =
1

1+expððV+84Þ=10:2Þ

trðVÞ =
1

expð�14:59 � 0:086VÞ+expð�1:87 � 0:0701VÞ
The parameter values, using the same units as for the pyramidal cell, are C = 1.3, gL = 0.05, gNa = 30, gK = 23, gA = 16, gh = 8,

VNa = 90, VK = �100, VA = �90, Vh = �32, VL = �70; see also Wulff et al.43

Synaptic model
Following previous studies,43,44,113 we model each synaptic input as a current of the form Isyn,XY = GXY/NX s(V� Vsyn), where X and Y

denote the type of the pre and postsynaptic cell, respectively (i.e., X and Y˛ {E, I, O}),GXY is themaximal synaptic conductance,NX is

the number of X cells, V is the membrane potential of the postsynaptic cell, and Vsyn is the reversal potential. The variable s is a

normalized double-exponential function characterized by rise (tX;r ) and decay (tX;d) time constants. The synapses were implemented

using the Exp2Syn() built-in function of NEURON. The IPSPs originating from the O cells synapseswere slower than IPSPs originating

from the I cells synapses; following these stuides, we used tE;r = 0:05 ms and tE;d = 5:3 ms for E synapses, tI;r = 0:07 ms and tI;d =

9:1 ms for I synapses, and tI;r = 0:2 ms and tI;d = 22 ms for O synapses. The reversal potential was set to 0 mV for E synapses and

to�80mV for I andO synapses.We usedGII= 0.01,GOI = 0.15,GIO = 0.2,GIE = 0.1,GOE = 0.12,GEI = 0.05,GEO = 0.09. In ourmodel, in

addition to the synaptic inputs (Isyn,XY) from X populations within CA1, the cells receive also some external drive currents, e.g., from

other hippocampus regions or stimulus. We model this drive as having a constant (i.e., mean) level of εX with an additive white noise.

Here, we set εE = 2, εI = 0:3, and εO = 0. Here, for the E and I cells, εE and εI represent themean excitatory drive currents to E and I

populations through SC pathway, hence, hereafter, we denote them by εSC;E and εSC;I, respectively. Using these drive currents, which

are in consistent with previous studies,43,44,109 simLFPs of Control model presented theta and gamma peak frequencies at�8–10 Hz

and �48–50 Hz, respectively. Of note, the model gamma peak frequency provides a compromise between those we observed in

HFS- and CCH-induced gamma oscillations (see results).40,47 The model theta peak frequency also closely reproduces that in our

data (see results).

Model local field potential
The simulated local field potential (simLFP) of the model consisted of the membrane potential of a ‘‘passive’’ E cell programmed in-

side the network43,44,109 This cell receives the same synaptic inputs as the ‘‘active’’ E cell. However, this cell does not send any syn-

aptic output onto other cells and, in addition, it also does not spike given that its external drive current is set to zero. Power spectra of

the simLFP was obtained using the Welch’s method (MATLAB pwelch() function) with 0.2 s Hamming windows, 75% overlap. In the

preliminary analysis, we found that our findings hold true also for larger window sizes. However, our chosen window size was able

to provide a clear visualization of the main results, by diminishing the potential harmonics of the theta and gamma rhythms. Accord-

ingly, to show the average power spectrums and to readout the peak power robustly from simLFPs we used a window of 0.2 s size,

and to extract the information about the exact peak frequency of the simLFPs we used awindow of 2 s size (see results); see also Tort

et al.109

Numeric and random aspects of model
All simulations were carried out using NEURON simulation program version 7.7 (https://www.neuron.yale.edu/neuron/).116 The

model is publicly available code in ModelDB (https://senselab.med.yale.edu/ModelDB; accession number: 138421), and was simu-

lated with a time step of 25 ms. As initial conditions, the membrane potential of each cell was uniformly distributed between �85 and
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�60 mV and the channel-gating variables were set to their corresponding steady-state values. Each cell was further randomized us-

ing a clamping current (IClamp) of random uniform magnitude and random uniform duration between 0 and tsyn/2, where tsyn = 0.5 s is

the time when synapses were turned on. In addition to the drive current (see previous section), each cell in the network also received

additive white noise current inputs; see also Dugladze et al. and Tort et al.45,109 For each of the Control and NMDAR-Ab models (see

Table S3), we simulated the model for 50 trials of 12 s and used the last 10 s of simLFPs for the analysis. Note that, in simLFP signals,

the mentioned randomizations, together with the stochastic components of the drive currents, varied the exact theta and gamma

peak frequencies as well as their harmonics from trial to trial thereby yielding the broadening of the peak frequencies by �2 Hz in

the trial-averaged spectrum results (see results).

Modulation of network oscillations
Our model revealed an increase in q- and to a lesser degree in g-oscillations after implementing the NMDAR-induced reduction in

εSC;E individually (see model 3 in Figure 6D). To evaluate the potential compensatory role of the reduction in decay time constants

of synaptic inhibition mediated by O-cells (tO;d) and I-cells (tI;d) we computed the power modulation parameter (Figure 6F):

Mr
j ðtO;d; tI;dÞ = �

�
Pr
j � Pr

Ctrl

�
� �

Pr
3 � Pr

Ctrl

�

Pr
Ctrl � Pr

3

=
Pr
j � Pr

3

Pr
3 � Pr

Ctrl

Where, r ˛ fq;gg, Pr
j is the peak power of r-type oscillations (r ˛ fq;gg) in model j, where j refers to using different set of reductions (0,

30, 60, and 80%) in tO;d and tI;d in NDMAR-Ab basal model relative to the Control model.Pr
3 andPr

Ctrl are related to NMDAR-Abmodel

#3 and Control model (Figure 6D), respectively. Intuitively,Mr
j quantifies the amount change in excessive q- and g-oscillatory powers

arising from the reduced εSC;E . Note that the denominator ofMr
j is positive for both q- and g-oscillations. By this definition,Mr

j = �1
represents a full (i.e., 100%) suppression of the excessive power, bringing it back to the Control-model level. AMr

j with values of 0 and

>0 indicate no modulation and an increase of (i.e., deliberating) the excessive power, respectively. Peak powers were computed

based on the power spectrums in the corresponding frequency bands.

QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical analyses were performed using OriginPro 2019, MATLAB 2020a, and SPSS 27. All data are reported as mean ± standard

error of the mean (SEM), if not stated otherwise. The Shapiro–Wilk test was used to test for normality. The F-test was used to test for

homogeneity of variances. Parametric testing procedures were applied for normally distributed data; otherwise, nonparametric tests

were used. Except for the Shapiro–Wilk test and F-test where p values <0.05 were considered statistically significant, the actual p

values were stated for other tests. Bin-wise permutation tests in Figures 5E, 5I, S1D, S7A, S7C, and S7D were performed at a sig-

nificance level of 5% adapting two-tailed permutation test of Cohen thereby accounting for multiple comparison problem (see STAR

Methods for detail); the significant bins were designated by a star symbol. Whole-curve permutation tests (Figures 1I, 1M, 3F, S1J,

S1K, and S4A) were performed by computing the area-under-curve (AUC) of the group-averaged curve, followed by computing the

difference of AUCs of the two groups (empirical-difference; eDiff). The individual curves were then shuffled across the groups and the

difference was re-calculated (shuffled-difference; sDiff). This was repeated for two million times. Finally, the p value (two-tailed) for

eDiff was computed as the number of times that sDiff was bigger than |eDiff| or smallaer than -|eDiff|, divided by the number of shuf-

fling times. Details of the applied statistical tests with the sample sizes are provided in Table S1.
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