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Abstract
Interval timing refers to the ability to perceive and remember intervals in the seconds to minutes range. Our contemporary 
understanding of interval timing is derived from relatively small-scale, isolated studies that investigate a limited range of 
intervals with a small sample size, usually based on a single task. Consequently, the conclusions drawn from individual stud-
ies are not readily generalizable to other tasks, conditions, and task parameters. The current paper presents a live database 
that presents raw data from interval timing studies (currently composed of 68 datasets from eight different tasks incorporating 
various interval and temporal order judgments) with an online graphical user interface to easily select, compile, and download 
the data organized in a standard format. The Timing Database aims to promote and cultivate key and novel analyses of our 
timing ability by making published and future datasets accessible as open-source resources for the entire research community. 
In the current paper, we showcase the use of the database by testing various core ideas based on data compiled across studies 
(i.e., temporal accuracy, scalar property, location of the point of subjective equality, malleability of timing precision). The 
Timing Database will serve as the repository for interval timing studies through the submission of new datasets.
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Introduction

Interval timing refers to the ability of human and nonhu-
man animals to estimate, remember, and organize behav-
iors around intervals lasting seconds to minutes (Buhusi 
& Meck, 2005; Merchant & de Lafuente, 2014). Time-
keeping is important not only as a “perceptual” process 
but also because of its integral role in other motor and 
cognitive functions such as motor planning, communica-
tion, learning, and decision-making (Balci et al., 2009a; 
Buhusi & Meck, 2005; Gallistel & Gibbon, 2000). Psy-
chophysical properties of interval timing have revealed 
remarkable similarities across different species of animals 
(Meck, 2003). For instance, these studies have shown that 
subjects, on average, are highly accurate in adapting their 
timing behavior according to different target intervals 
(i.e., timed responses are clustered around target inter-
vals). However, studies employing multiple intervals to be 
timed found that subjects can also deviate from temporal 
accuracy in systematic ways. These biases are described 
by Vierordt's law, which refers to the tendency of subjects 
to overestimate short intervals and underestimate long 
intervals (regression to the mean) observed in different 
time estimation methods (Lejeune & Wearden, 2009). 
Similarly, studies employing pharmacological, anatomi-
cal, or behavioral manipulations can systematically alter 
the accuracy of temporally organized behavior (e.g., Meck, 
1983). Another consistently demonstrated behavioral 
benchmark of interval timing is the so-called scalar prop-
erty, which refers to the constant proportionality of the 
variability in time judgments to the timed target interval 
(Gibbon, 1977). In other words, the error in temporal esti-
mates scales with the estimated interval. Although numer-
ous studies provided support for the scalar property in tim-
ing (Buhusi & Meck, 2005; Lejeune & Wearden, 2006; 
Wearden, 2016; Wearden & Lejeune, 2008), several others 
also showed that the scalar property is violated under cer-
tain conditions (Gibbon et al., 1997; Grondin, 2010, 2012, 
2014; Staddon & Higa, 1999).

Other behavioral benchmarks were revealed based 
on tasks that required subjects to categorize intervals 
as “short” or “long” based on their subjective proximity 
to previously learned reference intervals (e.g., temporal 
bisection). For instance, studies utilizing the temporal 
bisection task have shown that the point of subjective 
equality (PSE; the duration at which both of the dichot-
omous responses are equally likely) typically ranges 
between the geometric ( �∏n

i=1
x
i

�
1

n ) and the arithmetic mean 
( 1
n

∑n

i=1
x
i
 ) of the reference intervals (Kopec & Brody, 

2010). In other words, PSE ranges between the arithmetic 
mean of the reference durations on the logarithmic scale 
(equating the ratios) and on the linear scale (equating the 

distances), respectively. Thus, the location of the PSE is 
a theoretically important endpoint as it can help elucidate 
the quantitative nature of mapping between subjective and 
objective time (e.g., linear vs. logarithmic) as well as the 
decision rules that underlie temporal judgments (e.g., dif-
ference vs. ratio rule).

Many studies of interval timing build on these types of 
widely accepted conclusions by using them as benchmarks 
for validating their tasks, selecting manipulation parameters, 
analyzing the data, and interpreting the results. Nonethe-
less, several caveats of such individual studies of interval 
timing are that they traditionally test a limited number of 
subjects—typically of only a single species, use a specific 
interval or a narrow range of intervals (e.g., sub-second vs. 
supra-second), and adopt a single procedure usually using a 
simple stimulus from a single modality. Consequently, the 
conclusions drawn from individual studies are not readily 
generalizable to other tasks, conditions, task parameters, 
and/or species. As such, there is a clear need to test the 
widely accepted effects in the interval timing literature by 
basing statistical analyses on larger datasets that are com-
posed of previously published/unpublished data, in order 
to overcome the limitations of individual experiments. Fur-
thermore, there is a need for testing new research questions, 
which are simply not addressable with the limited degrees 
of freedom provided by conventional individual studies. 
For instance, data gathered from individual studies cannot 
accommodate the investigation of research questions that 
would entail the analysis of behavioral data spanning milli-
seconds to minutes; a larger time scale than that employed in 
most conventional timing paradigms (Lewis & Miall, 2009). 
As an example, we examine here the extent to which scalar 
timing holds over such a broad range of intervals, we more 
precisely examine the accuracy and the nature of temporal 
mapping, and examine the malleability of temporal sensitiv-
ity. Given the substance and the variety of everyday cog-
nitive processes that ordinarily encompass this larger time 
frame in their operation (e.g., organizing one’s schedule, 
language comprehension and production, fine-motor prepa-
ration and execution), the importance of elucidating such 
research questions becomes even more evident.

The umbrella term “big data” has so far been related 
mostly to social media, text corpora, finance, image and lan-
guage processing, and geographic data. On the other hand, 
the availability of similarly large-scale data is also garnering 
excitement within the cognitive scientific fields such as psy-
chology, neuroscience, and artificial intelligence (Harlow & 
Oswald, 2016). Regarding human cognition, putting together 
large-scale data from related areas of research has so far 
allowed for the formulation of novel theories of memory, 
linguistics, attention, vision, and decision-making, among 
others. On the other hand, researchers of human behavior 
have been argued to have developed a culture of not sharing 
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data (Munafò et al., 2017). This situation is arguably being 
exacerbated due to lack of convenient methods of sharing 
information, underutilization of sustainable forms of data 
storage, the widespread usage of proprietary data formats, 
and the diversity of experimental paradigms among labora-
tories. The Timing Database aims to overcome these gaps by 
promoting and cultivating core and novel analyses of timing 
behavior/estimates/judgments/ordering by making a large 
number of datasets accessible as open-source resources for 
the entire research community1. The primary novelty of the 
Timing Database is that it constitutes the first repository for 
data collected from different research groups, incorporating 
different species, tasks, and task parameters while maximiz-
ing the readability and compilation of the data by impos-
ing data structure standards common for all datasets. This 
database can be used for many fundamental analyses that 
include but are not limited to the comprehensive between-
species comparison of interval timing behaviors, the dis-
covery of novel psychophysical signatures of this function, 
elucidation of what common and different aspects of interval 
timing are captured by different tasks, and determining the 
factors that limit the generalizability of common assump-
tions regarding timing behavior. The Timing Database is 
currently composed of 68 datasets in a standardized format 
(over a million trials collected from 2346 subjects), contrib-
uted by individual researchers and gathered from publicly 
available datasets. These data were collected from humans 
(age range: 5–84 years), mice, and rats using eight differ-
ent widely utilized tasks, and are kept on the servers of the 
Open Science Foundation (OSF). The Timing Database also 
offers an online graphical interface to easily select, com-
pile, and download the data of interest (https:// timin gdata 
base. shiny apps. io/ Downl oadUI/). It is designed to be a live 
and dynamic database that will continually accept submis-
sions of new datasets and will be maintained by the Timing 
Research Forum (TRF; the official scientific community of 
timing researchers found at http:// timin gforum. org). This 
paper introduces the details of the database and showcases 
several multi-experimental analyses demonstrating the core 
topics (referring to fundamental questions) in interval tim-
ing literature.

Details of the database

The Timing Database is hosted on the OSF website (https:// 
osf. io/ vrwjz/). Each dataset is represented by two files—a 
data file in .csv format and a corresponding readme file in 
.txt format. All datasets contain the following fields: Spe-
cies (e.g., human, rat, mouse, pigeon), Subject (ID), Session 

(meaningful for multisession tasks), Block, Trial, Stim 
(stimulus modality used), Procedure (e.g., temporal bisec-
tion [TB], time estimation [TE], peak interval [PI]), Dura-
tion (set of durations used), Target (target duration used in 
the corresponding trial), Response (e.g., short/long response 
in TB, time-stamped responses in PI). In addition to these 
subfields, there may be additional task/experiment-specific 
fields depending on the nature of the study. This common 
template combines different tasks and datasets based on a 
single format, thereby easing their accessibility and aiding 
quick and comprehensive analysis.

The readme files that accompany individual datasets 
include critical information that are sufficient for decision-
making during the reanalysis of the data. These files contain 
information including, but not limited to, the contributor of 
that dataset, any publication(s) associated with the dataset, 
the type and nature of the stimuli used in the experiment, 
and the study design including experimental manipulations 
and subject characteristics.

Crucially, the Timing Database contains a variety of tasks 
that allows a comprehensive reanalysis of the data. Thus, 
there is a specific format that encompasses all tasks in the 
database. These tasks include the temporal bisection task 
(TB), temporal reproduction task (TR), fixed interval/peak 
interval procedure (FI/PI), temporal order judgment (TOJ), 
differential reinforcement of low rates of responding (DRL), 
variable interval (VI), tapping (TA), and temporal estima-
tion (TE).

Temporal reproduction task (TR)

Subjects are presented with a sensory stimulus (e.g., visual 
and/or auditory) that lasts for a predetermined duration (i.e., 
target interval). Subjects are then asked to reproduce the 
same interval by demarcating the reproduced interval with 
two key presses, a key to stop an automatically started dura-
tion, or by a continuous key depression. The comparison of 
the mean time reproduction shows timing accuracy, whereas 
the variability of these values (or their coefficient of varia-
tion, CV) is used as a measure of timing imprecision (Mioni 
et al., 2014).

Temporal bisection task (TB)

Subjects are initially trained to discriminate two reference 
intervals as short and long (Vatakis et al., 2018). They are 
then tested on their discrimination performance with a larger 
set of intervals that include both references in addition to 
a number of intermediate intervals. They are asked to cat-
egorize each of these intervals as “short” or “long” based 
on their subjective similarity to the reference durations. 
Responses to these intermediate intervals are unreinforced 
or non-differentially reinforced. Fits of sigmoidal functions 

1 Note that temporal order judgments (TOJ), which do not rely on 
interval timing, are also incorporated in the database.

https://timingdatabase.shinyapps.io/DownloadUI/
https://timingdatabase.shinyapps.io/DownloadUI/
http://timingforum.org
https://osf.io/vrwjz/
https://osf.io/vrwjz/
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to the proportion of long categorization responses as a func-
tion of the test intervals constitute the psychophysical func-
tion. The interval that corresponds to equal likelihood of 
both choices (i.e., 50% chance of long categorization) on 
the psychophysical function is referred to as the point of 
subjective equality (PSE). The normalized steepness of the 
psychophysical function denotes timing sensitivity (e.g., 
Weber’s fraction, WF). Behavioral variations detected by 
virtue of these two parameters allow for tractable discus-
sions regarding possible modulations in the so-called inter-
nal clock (Allman et al., 2014; Treisman, 1963). Although 
it is not commonly included in the conventional analyses of 
TB data, reaction times of short and long judgments are also 
differentially modulated by test intervals (Balci & Simen, 
2014).

Synchronization and continuation tapping task (TA)

Subjects are asked to tap in synchrony with a rhythmic 
stimulus (e.g., metronome clicks) and to continue tapping 
at the same frequency after the rhythmic stimulus presenta-
tion has stopped. The inter-tap intervals and their normalized 
variability are used as the main unit of analysis in this task.

Temporal order judgment task (TOJ)

Subjects report the onset sequence of two events (i.e., order) 
as a function of different degrees of mismatch between the 
event onset times. Based on the assumption of varying lev-
els of temporal resolution whilst timing an interval (akin to 
spatial resolution in vision research see Sternberg & Knoll, 
1973), the task attempts to find the minimum duration of 
separation necessary for two events to be perceived in cor-
rect temporal order.

Temporal estimation task (TE)

Subjects are asked to indicate (either verbally or by using a 
slider/knob) how long a stimulus duration is. Thus, differ-
ent from the tasks summarized above, timed judgments are 
not manifested by point responses. Similar to the TR task, 
the accuracy and the precision of estimates in the TE task 
are evaluated based on the proximity of the estimates to the 
actual experienced sample durations and their variability.

Differential reinforcement of low rates of responding task 
(DRL)

Subjects are trained to wait for a minimum amount of time 
between each response. Each response resets the elapsed 
time but only those emitted after the minimum wait time 
are reinforced. The mean and variability of the inter-
response times are used as the critical units of analysis for 

the optimality of the waiting response and timing uncer-
tainty, respectively. Data from the DRL have been used for 
investigating the optimality of timed decisions (Çavdaroǧlu 
et al., 2014).

Fixed interval/peak interval task (FI/PI)

In the discrete FI schedule, subjects’ first response following 
the fixed delay after the onset of a discriminative stimulus 
is reinforced. Well-trained subjects typically wait (e.g., until 
half of the FI elapses) before starting to respond in anticipa-
tion of the reward availability. The PI procedure includes 
FI trials but also probe trials in which the discriminative 
stimulus is presented much longer than the FI and the reward 
is omitted. These probe trials enable the characterization 
of timed responses without contamination by reward deliv-
ery. On a single trial, the points at which subjects abruptly 
increase the rate of responding are referred to as the “start 
time,” and during probe trials, the trial time at which the rate 
of responding abruptly decreases is referred to as the “stop 
time.” A more common but less refined way of character-
izing timing performance requires dividing the trial dura-
tion into small time bins and calculating response rates for 
each. The proximity of the peak location of the resultant 
response curve to the target time is a measure of timing 
accuracy, whereas its spread is an index of timing uncer-
tainty or imprecision.

Variable interval schedule (VI)

In the continuous VI task, the first response after a variable 
interval since the last response is reinforced. When the VI is 
an exponentially distributed random variable, this schedule 
constitutes an ideal control for time-based anticipation of 
reward availability. Discrete versions of the VI schedules can 
also be used. In this case, the reward availability becomes 
contingent upon the first response after a variable delay since 
the onset of the discriminative stimulus.

Example uses of the timing database

The Timing Database is designed to provide information at 
a granular level to support model testing, analysis of trial-to-
trial adjustments, and learning, in addition to coarser-level 
descriptive analyses. The large size of the samples brings 
high statistical power to the reanalysis efforts. Here we dem-
onstrate the example uses of the database by testing several 
core assumptions of the timing literature. To that end, we 
first tested whether timing behavior is accurate over a wide 
range of intervals using the temporal reproduction (TR) and 
the peak interval (PI) tasks in humans and nonhuman ani-
mals, respectively. We then tested whether the oft-reported 
scalar property holds in two interval timing tasks (e.g., TR, 
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PI) using a wide range of target durations. We followed these 
analyses by attempting to pinpoint the characteristic location 
of the PSE (i.e., comparing the arithmetic and the geometric 
means of reference intervals as the primary index of this 
parameter). Finally, we investigated whether temporal sen-
sitivity of individuals in the TB task changes as a function of 
the task difficulty, defined by the ratio of short to long refer-
ence intervals. The first three questions test the three most 
fundamental assumptions of the interval timing literature. 
The fourth question explores whether temporal sensitivity 
is fixed or can be modulated by experimental demands, such 
as difficulty.

Results

Temporal accuracy and the scalar property

Timing behavior/time estimates are usually accurate on aver-
age (for review see Lejeune & Wearden, 2006; Wearden 
& Lejeune, 2008, for conformity to and violation of this 
property). We tested this assumption based on the TR task. 

Figure 1A shows the time reproductions of human partici-
pants normalized by the target interval as a function of the 
target interval. These data showed that time intervals < 1.5 s 
were over-reproduced whereas longer intervals were slightly 
under-reproduced. This relation was captured by a power 
function. Figure 1B shows that a similar power function cap-
tures the data from nonhuman animals in the PI task.

Timing uncertainty is frequently reported to increase 
(scale) with the target interval, referred to in the timing 
literature as the scalar property. Therefore, it is typically 
assumed that the CV (ratio of the standard deviation of timed 
responses to their mean) stays constant across various time 
scales. This finding also accommodates the applicability of 
Weber’s law (constancy of the discriminability of percepts) 
to the sense of time. The scalar property in timing, therefore, 
dictates that the timed responses should superpose when 
expressed on a relative (normalized) time scale. We tested 
this assumption using temporal reproduction in humans and 
peak interval procedure in nonhuman animals. For the TR 
task, the CVs of reproductions were calculated for each sub-
ject and the relationship between CV and target interval was 
characterized (see Fig. 1C). These data showed that CV was 

Fig. 1  A, B In order to visually study how temporal accuracy 
changed with target duration, normalized reproduction times (A) and 
peak times (B) are plotted as a function of the target duration. Black 
(darker)  circles correspond to individual subjects’ data whereas the 
green (lighter) circles correspond to the average data per target dura-
tion. A power function is then fit to the averaged normalized values 

(green/lighter circles). C, D The same analysis is applied to the CV/
normalized spread values to visually judge the scalar property. The 
power function had a greater effect size (C) than the linear fit (power 
fit adj. R2 = .189, linear fit adj. R2 = .171) in temporal reproduction, 
but they were approximately the same (power fit and linear fit adj. R2 
= .227) for the peak interval procedure (D)
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sharply decreased as a function of time for intervals < 1.5 s, 
but this decrease was not detectable for longer intervals. Sim-
ilar to TR data gathered from human participants, the peak 
response curves gathered from target intervals < 5 s violated 
superposition due to wider normalized spread at short dura-
tions (Fig. 1D). These data suggest that the scalar property 
holds for long-enough target intervals, which are different for 
human (> 1.5 s) and nonhuman animal participants (> 5 s). 
The PI data are plotted in a different form in Fig. 2 to show 
that not only do the first two statistical moments scale with 
duration, but the entire response function does as well.

Location of the psychometric function

The point of subjective equality is the duration that participants 
judge as equidistant to short and long reference intervals. We 
tested whether PSEs were best characterized by the arithme-
tic or the geometric mean of the reference intervals. Figure 3 
shows the distribution of PSEs as normalized by the arithmetic 
mean (top panel) and geometric mean (bottom panel) of the 
reference intervals. These data show that PSE values estimated 
from human participants were distributed around the arithme-
tic rather than the geometric mean of the reference intervals. 
This observation suggests that subjective time is a linear func-
tion of objective time and that bisection decisions might rely 
on difference rather than ratio rule in humans.

Is temporal sensitivity malleable?

Temporal sensitivity (the precision with which durations are 
timed) is assumed to be a trait factor, which canonically 
determines variability in temporal judgments. Contradict-
ing this view, Wearden and Ferrara (1996) have shown that 
the estimate of Weber’s fraction gets smaller when the task 
is made more difficult by diminishing the ratio between 
the long and short reference intervals, presumably due 
to increased attention paid to the temporal portion of the 
task. The ratio between long and short reference intervals 
is taken as a measure of task difficulty since according to 
Weber’s law, the discriminability of magnitudes decreases 
with decreasing ratio between the long and short reference 
intervals. We tested this hypothesis with the data available 
in the Timing Database. We confirmed that the estimated 
Weber’s fraction decreased when the ratio of the reference 
durations was decreased (β = −.84, SE = .074, p < .001, 
adjusted R2 = .17).

Discussion

As in many research domains in cognitive and behavioral 
sciences, research on interval timing is typically conducted 
in the form of relatively small-scale studies, each composed 

Fig. 2  Cumulative average response curves for all datasets that used the peak interval task. Color scale refers to the target interval (i.e., FI sched-
ule in which subjects were trained)
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of a single or at most a few experiments. This is because 
most studies are designed to test a specific research ques-
tion and, therefore, use existing behavioral testing proce-
dures with a limited range of task parameters, sometimes 
for practical and other times for theoretical reasons. Conse-
quently, data gathered from individual studies do not lend 
themselves to testing research questions that entail the use 
of a wide range of task parameters. For instance, testing 
the scalar property of interval timing, as well as the few 
rules that appear to govern interval timing (e.g., Weber’s 
law, Vierordt’s law), should ideally involve testing how 
variability in time estimates changes as a function of a wide 
range of target intervals (e.g., ranging from milliseconds to 
minutes). The Timing Database aims to make such sophisti-
cated analyses possible by utilizing online technologies and 
the abundance of as-of-yet unorganized data in the timing 
literature, whereby studies using various behavioral testing 
procedures are standardized, combined, and made available 
to everyone.

In this paper, we showcased how such large datasets can 
be used to test fundamental questions regarding temporal 

information processing (i.e., temporal accuracy, scalar 
property, location of PSE, constancy of WF). Our analy-
ses of temporal reproduction data showed that the scalar 
property holds after target intervals that are longer than 1.5 
s in humans. Specifically, the relative timing variability 
decreased with increasing target intervals (see also Lewis 
& Miall, 2009). The higher variability that we observed for 
target intervals shorter than 1.5 s can be attributed to the 
contribution of the constant sensorimotor noise manifested 
in timing behavior. A similar pattern was observed in nonhu-
man animal data but over a different time scale. Similarly, 
violations of Weber’s law have previously been reported 
with a much narrower range of intervals (with a U-shaped 
relation; Bizo et al., 2006). Consistent with this observation, 
our analyses of the nonhuman animal data gathered from the 
peak interval procedure showed deviations from superposi-
tion on the relative time scale for targets that were shorter 
than approximately 5 s. In support of earlier claims (e.g., 
Buhusi & Meck, 2005), these findings appear to support 
the argument that the automatic and cognitively controlled 
(and even sub- and supra-second intervals for human timing 

Fig. 3  Distribution of PSE values normalized by the arithmetic mean (top panel) and the geometric mean (bottom panel) of the reference intervals
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behavior) might be underlain by disparate neural substrates 
with different information processing properties (Ivry, 
1997).

Our analyses of temporal accuracy provided support for 
Vierordt’s law (i.e., central tendency effect), even in data 
collected with a between-subjects experimental design. Spe-
cifically, durations shorter than 2 s were over-reproduced 
whereas there was a slight tendency to under-reproduce 
longer intervals (particularly targets longer than 1.5 s in 
humans). Note that these findings are difficult to explain by 
adhering to accounts such as Bayesian inference since the 
data in question were collected in a between-subjects fash-
ion. Interestingly, a similar finding was recently observed 
in retrospective time judgments, where the most accurate 
estimates were observed for the 15-min duration (see also 
Chaumon et al., 2022). But readers should note that humans 
are always exposed to different intervals outside the experi-
ment context, and it is possible that we have priors built 
based on these earlier experiences.

We also analyzed the location of the point of subjective 
equality in the temporal bisection tasks with respect to the 
geometric and arithmetic mean of the reference intervals. 
This is an important question since although PSE at the geo-
metric mean can be accounted for by both logarithmic (with 
subtraction that refers to ratios in the linear scale) and linear 
time scales (with a ratio rule), PSE at the arithmetic mean 
can most readily be explained by a linear time scale (and not 
by logarithmic scale; unless exponentiating). Thus, the loca-
tion of PSE has been a point of interest for many theoretical 
debates (Kopec & Brody, 2010; Wearden & Ferrara, 1996). 
Our analysis on a large set of data showed that the location 
of PSE can be best accounted for by the arithmetic and not 
the geometric mean of the reference intervals. Briefly, our 
findings regarding PSEs support the linear time scale with a 
“difference rule” in human participants, and, thereby, weigh 
in strongly on this long-term debate (Crystal, 2006). Finally, 
we tested whether temporal sensitivity stayed constant or 
varied with task difficulty, presumably since task difficulty 
could modulate the amount of attention paid to the timing 
task. We found that timing sensitivity indeed increased with 
increasing task difficulty, suggesting that asymptotic esti-
mates of timing sensitivity can be gathered only in tasks 
that are sufficiently challenging. These findings are consist-
ent with an earlier report by Ferrara et al. (1997). Through 
the analyses outlined above, we demonstrated the potential 
uses of the Timing Database in addressing many different 
questions afforded by the richness of a large-scale database, 
and how these data can provide insights into answers for the 
most fundamental questions that relate to interval timing. 
These analyses will be repeated, and results will be shared 
on the Timing Database regularly as new data are admitted.

The Timing Database will continue accepting new data-
sets that not only use the procedures already listed here, but 

also those collected with novel methods (including neural 
data), and is in that sense highly inclusive in scope. This 
dynamic and future-proof nature of the Timing Database 
will add to its potential use in studying even more com-
plex questions and making truly new discoveries regarding 
timing behavior, which may very well surpass our current 
vision at its inception. To this end, authors of both new and 
previously published manuscripts in interval timing will be 
encouraged to submit their datasets in the prescribed for-
mat. Future dataset contributions will be required to abide 
by the data formatting standards in order to preserve the 
compatibility of the datasets contributed at different times. 
We will ensure that the new contributions will adhere to 
the prescribed standards by applying a script for quality 
checking (in Python and MATLAB), which has already 
been used with the currently available data. This code is 
also made available for future contributors as a supplement 
to this document, who are encouraged to use it before send-
ing their data to us for quick and accurate inclusion in the 
database. In the case of updated data structure formats, all 
earlier datasets can be easily restructured in a high through-
put fashion using the same code. If a correction or an update 
is made to the already contributed datasets, the contribu-
tors will need to include this information in the readme file, 
whereas the original version of the dataset will be preserved 
on the server and will be made available to researchers upon 
request (e.g., possibly to reevaluate the results of studies 
that may have used the earlier version of the data). Since 
each contribution is structured as a stand-alone entry to the 
database, the contribution of new datasets will not affect the 
structure and fidelity of earlier contributions. The current 
coverage of the data was based on the availability of data 
and responsiveness of researchers, but additional approaches 
including implicit versus explicit measures and comparative 
data are also welcome. There are no structural limitations 
on the number of data categories that can be integrated into 
the Timing Database.

A Web of Science search for all fields with the key-
words “Interval Timing” or “Time Perception” has 
revealed on average around 250 papers annually between 
2010 and 2020. These statistics alone point to the scale-
up potential of the Timing Database. Authors will also 
be encouraged to share unpublished data on the data-
base, which will help overcome the effects of publication 
biases. A further strength of the Timing Database is that 
it contains data collected not only from human partici-
pants (with varied demographics that makes it possible 
to address the developmental trajectory of timing ability) 
but also from other animals. This nature of the database 
allows researchers to make cross-species comparisons and 
analysis, and possibly shed light on the phylogenetic treat-
ment of timing behavior. The sustainability of the Timing 
Database is ensured by the Timing Research Forum, the 
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official scientific community which already possesses a 
dedicated section for this undertaking (http:// timin gforum. 
org/ timing- datab ase/).

With this database, we also aim to contribute to the FAIR 
principles in the interval timing research domain. To this 
end, the database reinforces the findability of the raw data 
by collecting the corpus of data in one place that is well-
known to the community. The accessibility, interoperability, 
and reusability of the data are reinforced by providing them 
in a standardized format and the online compiling tool that 
accompanies the database. Furthermore, downloading the 
same task from multiple labs/research groups, and then fit-
ting it in a single multilevel model, allows us to more accu-
rately estimate the robustness of the finding across labs and 
measure the variance in any given task across labs.

Due to the progress made in data storage technologies 
over the past two decades, researchers today have access 
to unprecedented amounts of information (i.e., big data). 
Big data has the potential to bring together similar domains 
of study within the cognitive sciences to elucidate histori-
cally and empirically fundamental questions which may 
have previously eluded scrutiny due to lack of sufficiently 
comprehensive data. For instance, although to a lesser 
extent in terms of the scope of the data, Gibbon and Bal-
sam’s (1981) made an important discovery decades ago by 
analyzing raw data from many laboratories: Their analysis 
showed that the learning rate in Pavlovian conditioning (1/
reinforcements to acquisition) was an approximately scalar 
function of a protocol’s informativeness, which is the ratio 
(C/T) between the average inter-reinforcement interval (C 
for cycle duration) and the conditioned stimulus–uncon-
ditioned stimulus (CS–US) interval (T for trial duration). 
Gallistel and Latham (2022) review recent work confirming 
the generality of this law.

The idea for the inception of the Timing Database was 
conceived as a natural step within the current zeitgeist in 
order to effectively resolve the issues related to isolated 
empirical efforts and lack of data sharing in the domain of 
interval timing. Specifically with regard to research on tim-
ing and time perception, there are numerous theories—and 
related hypotheses—still awaiting scrutiny, with the potential 
to be challenged, revised, refined, or even downright rejected 
through the powerful lens that big data provides us. With this 
collaborative work, we aim to close any gaps which may be 
preventing this from happening due to lack of convenience or 
proper organization of knowledge within the scientific com-
munity. Thereby, we hope to inspire imagination, speed up 
collaboration, and possibly exponentiate the advancement of 
new and creative research within this highly dynamic field. 
Finally, our database is designed to meet interest in extend-
ing the database to more data than duration perception and 
thereby attract researchers collecting data in time structure 
(simultaneity judgments) and not time perception exclusively.

Methods

Temporal bisection

A two-parameter cumulative Weibull distribution was fit to 
the obtained probabilities of long responses to estimate PSE 
and WF. Two outliers (out of 623 individuals) were excluded 
from further analysis. In order to evaluate the location of the 
PSE, PSE estimates were evaluated with respect to the arith-
metic and logarithmic mean of the reference intervals. Fur-
thermore, WF values were regressed on the task difficulty.

Temporal reproduction

The dataset consists of reproduced durations per target dura-
tion/subject. Time reproductions were averaged per target 
duration and subject and normalized by the corresponding 
target duration. The CV of reproduced durations of each 
subject and target durations were calculated by dividing the 
standard deviation by the mean of these reproduced dura-
tions. Further, the reproductions that are below 33% and 
above 300% were excluded from the data analyses (3.16% 
of instances).

Peak interval

The dataset consists of trial-based time stamps of anticipa-
tory responses per target duration/subject. Response times 
longer than three times the target duration (five times for tar-
get durations < 9 s) were discarded and the last 10 sessions 
were considered as corresponding to steady-state respond-
ing. The response times were binned into 1-second intervals. 
For the response curve analysis, binned data were averaged 
across trials per subject and smoothed by a factor of 19/30 
× target duration (with the exception of target durations < 
9 s, which are smoothed by a factor equivalent to the tar-
get duration). The peak (maximum value of the smoothed 
response curve - Balci et al., 2009b) and the spread of the 
response curves were estimated based on response rates. The 
peak values larger than 2.5 times the target duration and 
normalized spread values larger than 5 were excluded from 
the analyses (2.5% of all data).

Acknowledgements Some of the datasets included in the Timing Data-
base were gathered from publicly available sources, which were re-
formatted according to the Timing Database format.

Author contributions T.A. wrangled the data, designed the user inter-
face. T.A., H.K., Y.D., E.G., and F.B. analyzed the data. All authors 
contributed to the final version of the manuscript and contributed their 
datasets.

Funding This work is funded by NSERC Discovery Grant, 
RGPIN/3334-2021 to FB.

http://timingforum.org/timing-database/
http://timingforum.org/timing-database/


299Behavior Research Methods (2024) 56:290–300 

1 3

Data availability The Timing Database will continue accepting new 
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