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Abstract: 

The convergence of economic, social, and technological factors underscores the pressing need for urban last-mile delivery 
to be both swift and dependable while minimising adverse impacts on mobility, safety, and the environment. However, 
the limited availability of parking space for freight vehicles in large cities fails to meet the growing demand for urban 
freight services, emphasising the imperative for efficient and cost-effective solutions.  
In this study, we leverage simulation-optimisation techniques in conjunction with a Reinforcement Learning (RL) model 
to analyse the routing behaviour of delivery vehicles (DVs) and provide them with the ability to adapt and learn from 
their delivery environment (i.e., road network). We conceptualise the system as a stochastic k-armed bandit problem, 
representing a sequential interaction between a learner (the DV) and its surrounding environment.  
Before entering the system, each DV is assigned a random number of customers and devises an initial delivery route. 
Should it encounter an unavailable loading zone, it employs the RL model to select a delivery strategy, thereby modifying 
its route accordingly. The reward, or in our case, penalty, is gauged by the additional trucking and walking time incurred 
compared to the originally planned itinerary.  
Our methodology is tested on a simulated network featuring realistic traffic conditions and a fleet of DVs employing four 
distinct last-mile delivery strategies. The results of our numerical experiments underscore the advantages of providing 
DVs with an RL-based decision support system for en-route decision-making, yielding benefits not only to courier 
companies but also to the overall efficiency of the transport network. 
 

Keywords: last-mile delivery, urban logistics, reinforcement learning, loading zone, simulation-optimisation  
Highlights: 

• Combining simulation and optimisation algorithms with reinforcement learning 
• Model DVs en-route parking decisions with a k-armed bandit algorithm  
• Evaluating the impacts of delivery strategies on traffic congestion and in last-mile delivery efficiency 
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1. Introduction 

The demand for last-mile delivery is experiencing rapid growth on a global scale. According to Business Research Insights 
(2023), the last mile delivery market is projected to expand annually by nearly 10%, with developing economies 
anticipating a surge of over 300% (McKinsey & Co., 2019). This surge can be attributed to several key factors, including 
prevailing production and distribution practices and the significant rise in business-to-consumer deliveries (Crainic, 
Ricciardi & Storchi, 2004; Gevaers, Van de Voorde & Vanelslander, 2011). This trend is further aggravated by the 
escalating demand for international products, the decreasing lifespan of goods, and the constrained capacity coupled 
with escalating prices of warehouse sales floor space (Ewedairo, Chhetri & Jie, 2018). Even though last-mile delivery 
services have been available for a while, consumers now increasingly expect immediate delivery, often prioritising speed 
or convenience over operational efficiency (Casey et al., 2014). 

To address these challenges, both practitioners and academics have proposed a spectrum of solutions spanning 
infrastructure management, vehicle-related strategies, traffic management, financial approaches, logistical 
management, demand and land use management, and parking management, including Loading Zones (LZs) (Holguin 
Veras et al., 2020). Among these, parking management, despite its apparent simplicity in terms of infrastructure, has 
emerged as a crucial strategy for effectively managing freight traffic (Shiftan & Burd-eden, 2001). 

In the United States alone, the cost attributed to time lost due to parking-related congestion caused by freight vehicles 
approaches a staggering $10 billion, a figure rivalling only with vehicular crashes and adverse weather (Han et al., 2005). 
At the individual vehicle level, the seminal work of Shoup (2005) drew significant attention to cruising for parking as a 
major contributor to urban traffic congestion. His pioneering study, based on sample estimates, revealed that cruising 
for parking accounted for 30% or more of vehicle activity. Similarly, Barter (2013) found that, on average, 28% of 
intercepted motorists in New York City were engaged in the search for parking. While more recent studies utilising GPS 
trackers report figures of less than 5-6% (Weinberger, Millard-Ball & Hampshire, 2020), the problem could be exacerbated 
when considering delivery vehicles (DVs) cruising, the sudden surge in traffic volume and the limited space and 
configuration of LZs in central business districts (CBDs). 

From the city's perspective, the long-term repercussions of DVs making suboptimal parking decisions contribute to a 
growing number of transport-related externalities, with unsustainable effects on people, the economy, and the 
environment. Presently, last-mile delivery (LMD) accounts for between 16% and 50% of air pollutant emissions (SO2, 
NOx, and CO) (Behrends, Lindholm & Woxenius, 2008), and according to the International Transport Forum (2017), global 
CO2 emissions from transport are projected to rise by 60% by 2050 despite significant technological advancements. 

Despite substantial investments by courier companies to plan and optimise their operations, DVs encounter a myriad of 
challenges in locating available LZ. The dynamic nature of traffic conditions, fierce competition for LZs, and their limited 
availability not only represent logistical problems but also pose a significant urban planning challenge (Marcia, 2009). 
Incorporating crucial factors such as drivers' tacit knowledge—comprising familiarity with local geography, infrastructure, 
parking preferences, and consumer flexibility—into modern delivery management systems remains a daunting task. This 
creates a notable disparity between theoretical route planning and real-world execution, a gap that most optimisation-
based approaches struggle to bridge (Amazon Last Mile Routing Research Challenge, 2021). 

Recent studies highlight the considerable time DVs spend—averaging between 6 to 24 minutes—searching for an LZ 
(Dalla Chiara & Goodchild, 2020), often leaving parking decisions to the driver's discretion in the absence of decision-
support systems (Boysen, Fedtke & Schwerdfeger, 2021). For instance, research conducted in Melbourne revealed that 
53% of surveyed freight carriers rely on drivers to organise parcel deliveries based on their local expertise, with only 31% 
utilising routing and scheduling software (Aljohani and Thompson, 2018). 

At the operational level, unsupported parking decisions during LMD lead to several detrimental outcomes. DVs may end 
up parking farther from commercial establishments, increasing human fatigue and extending route time and distance. 
Alternatively, they might circle aimlessly in hopes of securing a parking spot, exacerbating congestion and pollution. 
Moreover, resorting to double parking violates traffic regulations, heightening crew safety risks, worsening congestion, 
and impacting on visual amenity. These practices result in substantial expenses for courier companies, as evidenced by 
parking fines and towing fees. In 2019 alone, FedEx and UPS paid a staggering $9.8 million and $23 million, respectively, 
in fines for over half a million violations in New York City (Baker, 2019). Similarly, a study examining 374 vehicles found 
that 25% were unlawfully parked, with violations ranging from unpaid meters to non-compliance with parking signage 
and double parking (Jaller, Holguín-Veras & Hodge, 2013). 
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To address these challenges, the development and implementation of cost-effective LMD solutions are imperative. These 
solutions must empower drivers to make real-time parking decisions amidst the dynamic and nature of their 
environment, while also navigating the competition and interactions within the different actors of the road network 
(Dablanc, 2011; Bektas, Crainic & Van Woensel, 2017; Campagna et al., 2017; Zhang & Thompson, 2019). 

In this paper, we delve into a road transport system where a group of learning agents, representing delivery vehicles 
(DVs), need to make en-route decisions when confronted with unavailable Loading Zones (LZs). We conceptualise this 
system as a stochastic k-armed bandit problem, akin to a sequential game between a learner (i.e., a DV) and its 
environment (i.e., the road network). Each iteration simulates the road network's dynamics over a typical morning period. 
In episodes throughout this period, should an LZ be unavailable, an agent must determine its subsequent course of action 
for efficient delivery. 

This study explores various delivery strategies employed by DVs when faced with such decisions: 

• Alternative LZ - finding the shortest path to the closest LZ, 
• Illegal Parking - attempting to park illegally at the rear or front of the LZ,  
• Last Delivery - leaving the delivery for the end of the route, and  
• Mixture of the above three - we adopt reinforcement learning (RL) to assist the DVs in choosing the best strategy 

The methodology employed in this paper extends upon the hybrid simulation-optimisation model introduced by Muriel 
et al. (2022) embedded within a RL framework. This approach combines stochastic cellular automata (CA) for simulating 
traffic patterns with a metaheuristic and a commercial solver to simulate the behaviour of both private vehicles (PVs) and 
delivery vehicles (DVs). It accounts for the decision-making processes of PVs and DVs, their interactions, and the inherent 
variability of stochastic parameters such as traffic conditions, competition, cruising, and illegal parking. Within the RL 
framework, each DV functions as an agent that learns from and interacts with the road network environment constructed 
by the simulation-optimisation model. Based on past performance, the DVs take actions (i.e., select strategies) aimed at 
optimising their delivery process. The reward signal in the RL framework, in this case, the penalty, is computed as the 
additional trucking and walking time relative to the optimal delivery route under ideal conditions, assuming no traffic 
congestion or competition. 

The methodology is applied to a simulated network featuring realistic conditions, where the four last-mile logistics 
strategies discussed earlier are evaluated. The performance of these strategies is assessed based on both the courier's 
economic objective, specifically delivery efficiency in terms of total travel time, and the network's performance objective, 
focusing on traffic flow variability. 

The subsequent sections of this paper are structured as follows. Section 2 provides a review of the literature concerning 
the application of RL methods in decision-making for last-mile logistics. Section 3 details the simulation-optimisation 
model utilised in this study. Section 4 describes the RL model, including notation, penalty calculation, and the bandit 
algorithm. Section 5 offers validation of the model, with subsection 5.2 delving into the discussion of experimental results. 
Finally, Section 6 presents the conclusions drawn from the study, highlights the limitations of the model, and set down 
avenues for future research. 

2. Literature Review 

Parking management strategies, including LZs management, have the capacity to affect the amount of traffic entering 
the city, reduce the capacity of roads, change the time of the trip, and in some cases, make the business move outside 
city centres (Shiftan & Burd-Eden, 2001). Unfortunately, for delivery vehicles (DVs) there is still a lack of quantitative 
studies related to parking demand and the impact of obstructing and illegal parking, preventing academics and 
practitioners from accurately defining the magnitude of the problem and designing appropriate solutions (Delaitre, 2009; 
Jaller, Holguín-Veras & Hodge, 2013). To overcome this issue, descriptive and prescriptive studies have been developed 
using a variety of methods. Descriptive approaches focus on understanding the capacity, availability, and occupation of 
LZs (Dezi, Dondi & Sangiorgi, 2010; Dablanc & Beziat, 2015; Malik et al., 2017). Prescriptive approaches are divided into 
the use of computer simulation for the evaluation of policies involving varying traffic conditions (Nourinejad et al., 2014; 
Dalla Chiara & Cheah, 2017; Iwan et al., 2018), illegal parking (Muñuzuri, Racero & Larrañeta, 2002; Delaître & Routhier, 
2010; Jaller, Holguín-Veras & Hodge, 2013; Letnik et al., 2018) and enhanced law enforcement (Aiura & Taniguchi, 2005; 
Alho et al., 2018). Mathematical optimisation is used for defining the size, number, and location of LZs under deterministic 
and scenario-based conditions (Alho, De Abreu e Silva & De Sousa, 2014; Pinto, Golini & Lagorio, 2016; Tamayo, Gaudron 
& de La Fortelle, 2018). On the other hand, emerging technologies like sensors and GPS data are used to enable real-time 
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routing decisions (McLeod & Cherrett, 2011; Roca-Riu, Fernández & Estrada, 2015; Roca-Riu et al., 2017; Comi, Schiraldi 
& Buttarazzi, 2018; Yang, Roca-Riu & Menéndez, 2018). These solutions have focused on the optimisation of operational 
efficiency, the design, location, and management of LZs, and the reduction of freight-related externalities. However, 
there is still a need for decision support systems to help couriers make real-time parking decisions and how these 
decisions are affected by city freight dynamics.  

Additionally, machine learning methods are usually divided into three categories (Naeem, Rizvi & Coronato, 2020): 
supervised learning, unsupervised learning, and reinforcement learning (RL). RL is the type of learning guided by a specific 
objective where an agent learns by interacting with an unknown environment using try-and-error. This environment 
typically changes due to the agent’s actions and possibly other factors outside the agent’s influence. When the agent 
perceives its environment, it collects information and decides which action to take so the accumulation of rewards is 
maximized (Nowé & Brys, 2016). Yan et al. (2022) provided a comprehensive review of the development and applications 
of RL techniques in logistics and supply chain management. They extended the review through a classification of previous 
research applications and provide an agenda for future directions. In a wider review, (Rof et al, 2023) focuses on RL 
applications to supply chain management. 

RL has been widely applied to solve a variety of real-world problems, including robot control, shipping management 
problems, and production scheduling problems (Qiang & Zhongli, 2011). Only recently its practice has been intensified as 
a decision-support tool for last-mile logistics in transportation studies due to its strong performance and high applicability 
for decision-making (Ye et al., 2022; Yan et al., 2021). Applications span from traffic signal control (Wang, et al., 2020; 
Chu et al., 2019; Aragon-Gómez & Clempner, 2020), vehicle routing (Saravanan & Ganeshkumar, 2020; Zhao & Zhao, 
2020), movement control (Passalis & Tefas, 2020; Guo et al., 2020) and traffic operations control (Wu, Kreidieh, Parvate, 
Vinitsky & Bayen, 2017). Although in a different setting, the search for charging stations in electric-vehicle related 
problems has a similar structure. Guillet et al. (2022) studied stochastic route search algorithms to make real-time 
decisions to minimise detours when looking for an available charging station. They modelled the system as a finite-
horizon Markov decision process and presented a comprehensive framework that considers different problem variants, 
speedup techniques, and three solution algorithms: an exact labelling algorithm, a heuristic labelling algorithm, and a 
rollout algorithm. Results show that the proposed algorithm significantly decreases the expected time to find a free 
charging station while increasing the solution-quality robustness. A similar approach was taken by Guillet and Schiffer 
(2022), however improving over practical and theoretical approaches regarding driver coordination on the availability of 
charging stations, and the driver’s intentions to visit the station. They modelled a multi-agent stochastic charging station 
search problem as a finite-horizon Markov decision process and introduce an online solution framework applicable to 
static and dynamic policies. Results show a system cost reduction of 26% and driver’s search time savings of 23%. Basso 
et al. (2022) proposed an RL method to solve a dynamic vehicle routing problem (VRP) for electric vehicles. The goal is to 
minimize both power consumption and the risk of battery depletion by planning to recharge when needed. Stochastic 
customer requests and energy consumption are considered using Monte Carlo simulations based on energy consumption 
data from a real traffic model of Luxembourg City. Energy savings are achieved and at the same time, vehicles can make 
decisions in real time by predictively planning the route and ensuring that the vehicle does not run out of power while 
driving. 

Several works have employed RL combining simulation and optimisation to solve both single-agent systems (SAS) and 
multi-agent systems (MAS). In SAS, a centralized entity makes all decisions and every agent acts as a remote slave, 
interacting with its environment. The results of all agent’s interaction are then sent back to a single central processor. 
SAS applications to vehicle routing problems and vehicle path planning problems are presented by Bouhamed et al. 
(2019), Yu and Yu, (2019), Guo et al. (2020) and Zhao, Mao and Zhao (2020). In comparison, MAS systems differ from SAS 
in that the environment dynamics are not only influenced by the uncertainty of the environment itself but also by other 
agents' independent decisions. This makes MAS to have a dynamic behaviour. This is an inherent characteristic of the 
urban logistics environment where DV from many different companies interact, compete and sometimes cooperate to 
maximise their own rewards. Applications of MAS with RL are presented by Teo et al. (2012), who developed a MAS with 
road pricing to evaluate e-commerce logistics schemes for multiple stakeholders with the objective to manage the 
number of trucks in the city and the reduction of pollution levels. Results showed that cordon-based pricing is more 
effective than distance-based in reducing the pollution levels in the city centre. A later work by Teo et al. (2015) used an 
MAS and Q-learning to assess the effectiveness and viability of Urban Distribution Centres (UDC) from a tactical 
viewpoint. Results showed that UDCs have the capacity to relieve traffic congestion and negative environmental effects. 
An application to urban food distribution is presented by Chen et al. (2019) who studied a courier dispatching problem 
consisting of a set of couriers and pick-up requests with stochastic spatial and temporal arrival rates among urban regions. 
The model was formulated as a Markov Decision Process (MDP) with RL. Results from artificial and real-world data sets 
show that the solution approach achieves significant improvement over human dispatching policies. A similar problem 



5 
 

was faced by Jahanshahi et al. (2021) with additional variations including order rejection and courier repositioning. A case 
study is presented to Istanbul showing that the model proposed outperforms current algorithms with respect to both 
collected reward and the delivery times in a varying number of couriers.  

A MAS with parking restrictions is proposed by Wangapisit et al. (2014). Using Q-learning the authors evaluate the effect 
of a Joint Delivery System (JDS), an UDC, and parking space restriction. Results show that the operating cost reduction 
and minimal environmental impact of implementing an UDC are encouraging. Using a similar approach, Tamagawa et al. 
(2010) presented a MAS that considers each stakeholder as an independent agent. Like Wangapisit et al. (2014), the 
authors used a combination of a VRP and Q-learning with multiple stakeholders to evaluate different logistic measures. 
Results show that the implementation of truck ban and discounting tolls did not compete against each other, but 
increased the environmental benefits. Firdausiyah et al. (2019) used adaptative dynamic programming-based RL with 
multi-agent simulation to model the behaviour of freight carriers and an UDC. An application is made to the city of 
Yokohama (Japan). Results showed the superiority of the model over more classical approaches such as MAS-Q-learning 
and proves that the learning itself is essential in the decision-making process of agents, especially when subject to a 
changing environment with multiple stakeholders. Yu et al. (2019) developed a deep RL-based neural combinatorial 
optimisation strategy to transform an online routing problem into a vehicle tour generation problem. The model is 
applied to a real-world network in the city of Cologne (Germany) with random pick-up and dropping points. Results 
showed that the proposed strategy can develop better vehicular tours compared to conventional mathematical 
programming methods with less computation time. Qin et al. (2021) proposed a dynamic task assignment method using 
a Multi-Agent System based on RL to solve the problem of controlling traffic signals in a complex urban transport network. 
In this approach, vehicles can make decisions in real time, reducing costs and obtaining higher service levels. Gupta, 
Ghosh & Dhara (2022) reduced the number of vehicles in operation and thereby the total cost of transportation. They 
presented an algorithm for fast and approximate solutions to the capacitated VRP with Time Windows using a 
combination of Multi-Agent Deep-RL and heuristics. Using numerical experiments, they manage to close the optimality 
gap and improve the computational time compared to Bono et al. (2020). 

Although there is a vast literature on RL applied to last-mile logistics, current research does not consider operational 
decisions when DVs are making en-route decisions for searching unoccupied LZs. This work aims to fill this gap by using 
a combination of a simulation and optimisation model with a stochastic k-armed bandit that minimises the consequences 
(penalties) of making mid-route decisions that were not considered in the initial route planning stage. 

3. Simulation-optimisation model  

The proposed framework integrates a stochastic traffic microsimulation, an optimisation model, and a RL model. See 
Figure 1. The microsimulation consists of two layers; a lower layer describing the road network (entry and exit points, LZ 
locations, traffic demand, speed limits, intersections, and traffic light settings), and an upper layer that implements CA 
concepts to manage the agents, PVs and DVs, their sizes, speeds, motion, lane changing, routing behaviour, and delivery 
and parking decisions (for PVs only). Both PVs and DVs act within a multi agent environment and have an independent 
behaviour (non-cooperative). The optimisation model applies an evolutionary algorithm to solve the initial delivery route 
for each DV, which is a two-level (trucking and walking) VRP problem, and a commercial solver is used to re-optimise the 
DVs’ mid-route decisions. Finally, the RL model is developed based on a stochastic k-armed bandit to support the decision-
making process of DVs when a LZ along the initial delivery route is found unavailable. This section gives a brief description 
of the simulation and optimisation components and Section 4 focuses on the RL model. For the sake of self-containment 
here we describe the main features of the simulation-optimisation framework. For a detailed explanation of the 
microsimulation and optimisation models, the reader is referred to (Muriel et al., 2022). 
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Figure 1. Schema of the simulation, optimisation and RL models 

3.1 Simulation Model 

The simulation model comprises a lower layer that manages the road network and an upper layer that controls the agents 
(PVs and DVs) behaviour. For a detailed description of the algorithms that govern the simulation process, the reader is 
refered to Muriel et al. (2022).  

3.1.1 Lower Layer – Road Network 

The graphical description of a bi-directional link and a signalised intersection of the road network is shown in Figure 2. 
The road network is represented as a connected digraph 𝐺𝐺 = (𝑉𝑉,𝐸𝐸), where 𝑉𝑉 is the set of vertices and 𝐸𝐸 the set of edges. 
The vertices represent the road intersections, while the edges represent the road network and each is composed of cells 
that can be occupied by vehicles. PVs and DVs can occupy several cells depending on their lengths. Cells can also be 
associated with a LZ for DVs to park in and its front and rear cells could be used for illegal parking. Figure 2 (left) shows 
an example of this structure for one edge and two vertices. 

 
Figure 2. Example of a road link (edge) and a traffic intersection (vertex) with traffic signal settings. Taken from Muriel et al. 

(2022). 

The road network has inflow and outflow edges at its boundaries. Inflow edges have a vehicle generator that inserts PVs 
and DVs into the network provided there are sufficient space to accommodate them. The insertion of PVs is controlled 
by a predefined inflow rate. The number of DVs that will enter the network during the simulation is fixed. If the inflow 
edge has no space to allocate a DV, it will enter a queue with a higher entry priority than PVs. PVs leave the network once 
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they arrive at one of the outflow edges, while DVs have to complete all their delivery requests before exiting the system 
via the outflow edges. To achieve realistic behaviour at the intersections, we introduce traffic signals with phases and 
paths shown in Figure 2 (right). In our model every vertex has four phases (𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷) that run sequentially. The traffic 
signal control strategy follows the GreenWave method (Wei et al., 2019). At any time, one vertex has only an active phase 
with a predefined phase time (green time), and only the paths belonging to the phase are active. A vehicle can cross the 
intersection only if its turning decision matches one of the active paths, and it will queue at the end of the edge, 
otherwise.  

In most real-world road networks, traffic demand is heterogeneous. There are usually some streets that are more 
attractive and hence more congested than others. To model this heterogeneity, we define critical edges and introduce 
biased travel preferences. PVs are more likely to travel through the critical edges, which leads to higher traffic congestion 
for these roads. On the other hand, the route of a DV is specified by the sequence of LZs (and customers) that it needs to 
visit, and this sequence is determined by the optimisation model and could be altered following one of the delivery 
strategies.  

3.1.2 Upper Layer – Agent Behaviour 

Generally, the motion of PVs and DVs follows the Nagel-Schrekenberg (NaSch) model (Nagel & Schreckenberg, 1992), a 
variant of CA. While PVs have more aggressive driving that includes rapid accelerations, higher speeds and frequent lane 
changing, DVs tend to have more passive driving due mainly to their larger size and weight. In our work, the behaviour 
of the PV and DV agents was modelled based on the work by Long (2000). We adapt the variable acceleration function 
proposed by Rawat, Katiyar and Gupta (2012) and the lane-changing behaviour proposed by Zeng et al. (2016). The 
routing behaviour of DVs will be discussed in the following subsections.  

3.2 Optimisation Model 

The most important behaviour of the DVs is the optimisation of the delivery routes to complete a set of delivery requests. 
An example of the delivery route is illustrated in the left hand of Figure 3. The route consists of two levels: the first-level 
trips travelled by the DV, and the second-level trips travelled by the DV’s driver (courier) on foot. The delivery route 
planning problem for each DV is an instance of the classic single truck and trailer routing problem with satellite depots 
(STTRPSD), where a single vehicle, based at a main depot, serves the demand of a set of customers reachable only by the 
truck without the trailer. The truck with the trailer mode in the STTRPSD corresponds to the DV driving mode in our study, 
the truck without the trailer mode corresponds to the walking mode, and the satellite depots are the LZs. The STTRPSD 
minimises the total distance travelled by the truck and the trailer (Villegas et al., 2010). The STTRPSD is gaining popularity 
for its usefulness in modelling two-level last-mile logistic decisions using urban consolidation centres, drone deliveries or, 
as in this case, park and loop deliveries. Integer programming formulations of the STTRPSD have been made by Villegas 
et al. (2010) and Belenguer et al. (2016) and with a similar structure by Martinez-Sykora et al. (2020), Reed, Campbell and 
Thomas (2021), Thompson and Zhang (2018) and Muñuzuri et al. (2012). Literature reviews on the topic are made by 
Cuda, Guastaroba and Speranza (2015) and Slujik et al. (2023). The complete formulation of the STTRPSD is presented in 
Appendix A. 

The STTRPSD is an NP-hard problem (Villegas et al., 2010), and the preferred solution methods for this and other related 
problems are metaheuristics (c.f., Lamas-Fernandez, et al, 2023; Cavagnini et al, 2023; Accorsi and Vigo, 2020) . In this 
work, every DV agent needs to solve an independent STTRPSD. We applied the evolutionary algorithm (EA) developed in 
(Muriel et al, 2022) to solve the problem. Evolutionary algorithms have been used to solve the capacitated vehicle routing 
problem and several of its extension successfully (Potvin, 2009), Vidal et al., 2013). Therefore, we follow this approach as 
it has proved to be useful in the solution of complex VRPs while keeping a relatively simple design.  The EA representation 
uses two-levels aimed at representing the solution of the problem. A list of LZ where the DV is going to park in the first-
level trip Π = {𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,π1,π2 … ,𝜋𝜋𝑗𝑗 , … ,𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  } and then second-level trips visiting the customers assigned to each LZ 
(𝑡𝑡𝑡𝑡𝑝𝑝𝜋𝜋𝑗𝑗for 𝑗𝑗 = 1 … |Π| − 1). The fitness function of a solution (𝜎𝜎) of the EA used to optimise the DV routes comprises two 
terms considering the different speeds of the vehicle traveling between LZs and the walking tours to the customers. The 
first term sums the trucking times of the DVs in the first-level trip (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝜎𝜎) = ∑ 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝜋𝜋𝑗𝑗 ,𝜋𝜋𝑗𝑗+1) 𝑗𝑗=|𝛱𝛱|−1

𝑗𝑗=0  and the 
second one sums the walking times for the delivery following a travelling salesman problem (TSP) from each LZ 
(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝜎𝜎) = ∑ 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡𝑝𝑝𝜋𝜋𝑗𝑗)𝑗𝑗=|𝛱𝛱|−1

𝑗𝑗=1 . Since the STTRPSD usually optimises the total distance, we consider 
alternatively a standard walking and driving speed to get the total time of the route for both terms. The left-hand side of 
Figure 4 depicts, the representation of the EA solution. 

Initially, the trips to visit the customers once parked in a given LZ are found using a nearest neighbour heuristic. As 
suggested by Ahuja and Orlin (1997),  the EA is equipped with a greedy randomised construction for the initialisation to 
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guarantee a fast convergence without compromising the simulation time.  To enhance its computational performance, 
the EA includes elitism and a biased crossover selection, where new solutions are obtained by applying crossover with 
the fittest individual with high probability. The mutation process uses three different mutation operator (one swapping 
customers between second level trips, and two other aimed at swapping or merging the stops at the LZ’s in the first level 
trip). Finally, as a solution improvement strategy, when the DV’s has to replan the trip due to LZ unavailability, the second-
level trips are re-optimised using the Miller-Tucker-Zemlim (MTZ) (Miller, Tucker & Zemlin, 1960) formulation of the TSP 
via a commercial optimiser. For further details on the EA design the interested reader is referred to Muriel et al (2022).  

 

 
Figure 3. Solution representation of STTRPSD within the EA 

An important feature of the proposed model is the realistic assumption that DVs do not cooperate nor have a centralised 
control, therefore solving a multi-vehicle problem (Martinez-Sykora et al. 2020; Reed, Campbell and Thomas , 2021) is 
not a viable solution strategy to model the decisions of the DVs when planning their routes. Rather, they solve and re-
optimise their parking decisions independently during the simulation process using the reinforcement learning model 
that follows.  

4. Reinforcement Learning Model 

As mentioned before, this study embeds reinforcement learning into the simulation-optimisation model to help DVs 
choose delivery strategies when en-route decisions are needed. En-route decisions comprise the set of reasonable actions 
taken by a DV that deviate from the initial optimal delivery plan (route optimisation). These decisions reflect the different 
challenges faced by DVs on CBD areas (congestion, curfews, road closures, LZ competition, etc). In this section, we will 
briefly introduce the RL model, discuss the configuration of the penalty function, and finally explain the k-armed bandit 
algorithm developed to solve the RL model. For an in-depth introduction to RL, we recommend referring to Naeem, Rizvi, 
and Coronato (2020). 

In our model, each DV is a learning agent (decision maker) that interacts with its environment (the road network). The 
constant interaction between the DV by selecting new actions and the environment responding to these actions and 
presenting new situations is depicted Figure 5. Every state in 𝒮𝒮  must include information about all past agent-
environment interactions that define the future penalties (called the Markov property).  
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Figure 4. Agent-environment interaction in an MDP  

The DV and the environment interact sequentially over 𝑚𝑚 games and 𝑛𝑛 episodes. A game is one simulation run with an 
episode representing the decision point where the DV finds a LZ unavailable and needs to take an action 𝑎𝑎𝑗𝑗 ∈ 𝒜𝒜 that is 
fed to the environment, receiving a penalty 𝑟𝑟𝑗𝑗 ∈ ℝ from distribution 𝑃𝑃𝑎𝑎𝑗𝑗 . The number of actions taken by an agent is a 
stochastic variable since the number of times a particular DV finds a LZ occupied is unknown. The interaction between 
the agent and the environment induces a probability measure on the sequence of outcomes 𝑎𝑎1, 𝑟𝑟1, 𝑎𝑎2, 𝑟𝑟2, … , 𝑎𝑎𝑛𝑛 , 𝑟𝑟𝑛𝑛 that 
should satisfy the following assumptions (Lattimore & Szepesvári, 2020):  

(a) The conditional distribution of the penalty 𝑟𝑟𝑗𝑗  given 𝑎𝑎1, 𝑟𝑟1, … , 𝑎𝑎𝑗𝑗−1, 𝑟𝑟𝑗𝑗−1, 𝑎𝑎𝑗𝑗 , is 𝑃𝑃𝑎𝑎𝑗𝑗 , which captures the intuition 
that the environment samples 𝑟𝑟𝑗𝑗  from 𝑃𝑃𝑎𝑎𝑗𝑗 in episode 𝑗𝑗.  

(b) The conditional law of action 𝑎𝑎𝑗𝑗  given 𝑎𝑎1, 𝑟𝑟1, … , 𝑎𝑎𝑗𝑗−1, 𝑟𝑟𝑗𝑗−1  is 𝜅𝜅𝑗𝑗(. |𝑎𝑎1, 𝑟𝑟1, … , 𝑎𝑎𝑗𝑗−1, 𝑟𝑟𝑗𝑗−1) , where 𝜅𝜅1, 𝜅𝜅2, … is a 
sequence of probability kernels that characterise the agent. The most important element of this assumption is 
that the agent cannot use future observations in current decisions. 

If 𝑟𝑟𝑛𝑛|𝑎𝑎  denotes the penalty received after the 𝑛𝑛𝑛𝑛ℎ selection of a particular action 𝑎𝑎, let 𝑄𝑄𝑛𝑛  denote the estimate of its 
action value after 𝑛𝑛 − 1  actions have been selected. Due to the non-stationary nature of the problem (penalty 
probabilities change over time) it seems sensible to give a higher weight to recent penalties than to long-past penalties. 
For this, the estimate of the value action can be calculated as an exponential recency-weighted average using a step-size 
parameter 𝛽𝛽 ∈ (0,1], as shown in Equation 15 (Sutton & Barto, 2018):  

𝑄𝑄𝑛𝑛+1 = 𝑄𝑄𝑛𝑛 + 𝛽𝛽�𝑟𝑟𝑛𝑛|𝑎𝑎 − 𝑄𝑄𝑛𝑛� 

= 𝛽𝛽𝛽𝛽𝑛𝑛|𝑎𝑎 + (1 − 𝛽𝛽)𝑄𝑄𝑛𝑛 

= 𝛽𝛽𝛽𝛽𝑛𝑛|𝑎𝑎 + (1 − 𝛽𝛽)[𝛽𝛽𝛽𝛽𝑛𝑛−1|𝑎𝑎 + (1 − 𝛽𝛽)𝑄𝑄𝑛𝑛−1] 

= 𝛽𝛽𝛽𝛽𝑛𝑛|𝑎𝑎 + (1 − 𝛽𝛽)𝛽𝛽𝛽𝛽𝑛𝑛−1|𝑎𝑎 + (1 − 𝛽𝛽)2𝑄𝑄𝑛𝑛−1 

= 𝛽𝛽𝛽𝛽𝑛𝑛|𝑎𝑎 + (1 − 𝛽𝛽)𝛽𝛽𝛽𝛽𝑛𝑛−1|𝑎𝑎 + (1 − 𝛽𝛽)2𝛽𝛽𝛽𝛽𝑛𝑛−2|𝑎𝑎 + ⋯+ (1 − 𝛽𝛽)𝑛𝑛−1𝛽𝛽𝛽𝛽1|𝑎𝑎 + (1 − 𝛽𝛽)𝑛𝑛𝑄𝑄1 

= (1 − 𝛽𝛽)𝑛𝑛𝑄𝑄1 + �𝛽𝛽(1 − 𝛽𝛽)𝑛𝑛−𝑗𝑗𝑟𝑟𝑗𝑗|𝑎𝑎

𝑛𝑛

𝑗𝑗=1

 (15) 

Since 0 ≤ 𝛽𝛽 ≤ 1, the weight given to 𝑟𝑟𝑗𝑗  decreases as the number of intervening penalties decreases. It is important to 
note the similarity of this equation with the Gradient Ascent method (Luke, 2013) which is the foundation for function 
optimisation (𝑥𝑥 ← 𝑥𝑥 −  𝛽𝛽𝑓𝑓′(𝑥𝑥) for a unidimensional function). The main difference is that what corresponds to the 
function’s slope 𝑓𝑓′(𝑥𝑥), is now the difference between the new penalty and the current function value �𝑟𝑟𝑛𝑛|𝑎𝑎 − 𝑄𝑄𝑛𝑛�, that 
ultimately drives the search. 

State 𝑆𝑆𝑗𝑗

Ac�on – Value 
Func�on 𝑄𝑄1

Ac�on – Value 
Func�on 𝑄𝑄2

Ac�on – Value 
Func�on 𝑄𝑄𝑛𝑛−1

𝐷𝐷𝑇𝑇𝐼𝐼𝑇𝑇𝐴𝐴𝑇𝑇𝑟𝑟𝐷𝐷 𝑉𝑉𝑇𝑇ℎ𝑇𝑇𝑎𝑎𝐼𝐼𝑇𝑇𝑇𝑇

Environment
Penalty/ Reward 𝑅𝑗𝑗

Ac�on 𝑎𝑎 ∈ 𝐴𝐴
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4.1.1 DV Route Update and Penalty Calculation  

When a DV agent arrives at a LZ where it would like to park but finds the LZ unavailable, it will take one of three actions 
𝒜𝒜 = {𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐿𝐿𝐿𝐿, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷}. The penalty 𝑟𝑟𝑗𝑗|𝑎𝑎 received by the agent after taking action 𝑎𝑎𝑗𝑗 ∈
𝒜𝒜 is calculated based on the time increment for following the parking strategy compared to the delivery time of the 
current route. Therefore, this quantity varies on every action 𝑎𝑎𝑗𝑗. The description of the route updates and corresponding 
penalties follow. As a summary, Table 1 presents the detailed calculation of the penalty generated by a given action as 
well as the changes in the first- and second-level trips derived from taking each one of the available actions.   

Illegal Parking 

If taking the Illegal Parking action, when a DV finds the designated LZ 𝑑𝑑 unavailable, it first performs one block circle 
before attempting to park illegally at the rear or front of the LZ. This strategy aims for minimising cruising and walking 
times but likely causes/increases traffic congestion and parking fines.  Note also that this action does not modify the first-
level trip nor the TSP for the delivery from 𝑑𝑑. Therefore, the penalty is calculated based on the probability for the DV to 
get a fine while parking illegally, 𝑝𝑝𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹, or in the worst case getting towed away.  

For this, we defined the parameter FineValue as the penalty received by the DV when 𝑝𝑝𝐼𝐼𝐼𝐼 (a random probability) is less 
than or equal than the probability 𝑝𝑝𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹. FineValue is a time-converted penalty that is set to be significantly higher than 
the one obtained with Alternative LZ or Last Delivery strategies to represent the risk-taker behaviour of DVs when parking 
illegally. The probability 𝑝𝑝𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 is a time-increasing function to simulate the fact that the longer the vehicle remains parked, 
the more likely it gets fined. To capture this behaviour, we used the exponential function depicted in Equation (16) of 
Table 1 and Figure 5, where DelTime is the delivery time (the dwell time) in the LZ and MaxDelTime is the 98th delivery 
time percentile. To represent the effect of different enforcement levels, we varied parameters ω and θ as shown in Figure 
7. We consider three levels of enforcement. On one end, a high enforcement level translates in high probabilities for DV 
of getting a fine in short parking times. In the other end, a low enforcement level implies that DVs need to significantly 
extend their stay in order to get a fine. Finally, we evaluate a medium enforcement level where there is a relatively ‘fair’ 
probability of getting a fine depending on the length of the stay. Delivery time can vary from a few minutes up to a 
maximum of 15 minutes (900 seconds).  

  

Figure 5. Illegal parking function for generating fine probabilities 

Alternative LZ 

Figure 6 show a representation of the Alternative LZ action. When a DV finds the LZ 𝑑𝑑 occupied, it first starts cruising with 
the shortest return loop. If LZ 𝑑𝑑 is still unavailable after one loop, it modifies the delivery by finding the shortest path to 
the closest LZ 𝑑𝑑′. At this point, DV will receive one of two possible penalties. (i) If the closest LZ 𝑑𝑑′ is already on the 
delivery route, the customers from both LZs are joined together (Figure 6 left) (𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑′

′ = 𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑 ∪  𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑′), and the new 
walking tour is re-optimised by solving a new TSP using the commercial solver. The penalty from this option is the 
difference between the new walking (𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑′ )) and the previous walking times initially assigned to 𝑑𝑑 (𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑)) 
and 𝑑𝑑′(𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑′)) (See equation 17 of Table 1). (ii) On the  other hand, If the closest LZ is not on the delivery route 
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(Figure 6 right), the penalty is calculated as the driving time from LZ 𝑑𝑑 to LZ 𝑑𝑑′  (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑑𝑑,𝑑𝑑′))) plus the time to make the 
walking tour and serve the customers from LZ 𝑑𝑑′ (𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊�𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑′�), subtracting the original time to serve the customer from 
LZ 𝑑𝑑 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑)) (See equation 18 of Table 1). Nonetheless, if by the time the DV reaches the alter native LZ 𝑑𝑑′ it is 
unavailable, the DV adopts the illegal parking strategy. 

 

Figure 6. Representation of the Alternative LZ action 

Last Delivery 

Finally, in the last delivery strategy, when a DV finds the designated LZ 𝑑𝑑 unavailable it puts the delivery request(s) for 
this LZ to the end of the route the first-level trip. This implies a change in the first-level trip (Π). Then the penalty is 
calculated as the driving time needed for returning from the last LZ 𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 to the current LZ 𝑑𝑑 (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, 𝑑𝑑)), plus the 
travel time from the current LZ 𝑑𝑑 to the exit edge 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑑𝑑, 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒)), less the driving time that was originally assigned 
from the last LZ 𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 to the exit edge 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒)). Figure  7 and equation (19) of Table 1  represents this 
strategy. 

 

Figure 7. Representation of the Alternative LZ action  
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As described above, depending on the action taken by a DV when the planed LZ 𝑑𝑑 is unavailable the DV changes its first-level trip and parks in a different LZ 𝑑𝑑′ (if illegal 
parking is not chosen). If needed the re-optimisation of the second-level trip is also performed. Table 1 summarizes the behaviour of the vehicles for each one of the actions. 
The first row of the table presents the current route and the case when LZ 𝑑𝑑 is available upon arrival of the DV, that does not change the route and does not require any 
action. The next rows describe the changes in the route and the corresponding penalties 

Table 1. Summary of route modification and corresponding penalties for each available action 

Action New LZ First-level trip 
Reoptimised 
second level 

trip 
Penalty 

 

𝑑𝑑 is available (no 
action) 

None Π = {𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,π1,π2 … ,𝑑𝑑, … ,𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 } No 0  

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 None Π = {𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,π1,π2 … ,𝑑𝑑, … ,𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 } No 

𝑟𝑟𝑗𝑗|𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

= �
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹, 𝑖𝑖𝑖𝑖 𝑝𝑝𝐼𝐼𝐼𝐼 ≤ 𝑝𝑝𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 =

1

1 + exp �ω(θ ∗ 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 − 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷)
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 �

0,𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 
(16) 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐿𝐿𝐿𝐿 𝒅𝒅′ ∈ Π Π = {𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,π1,π2 … ,𝑑𝑑,𝑑𝑑′, … ,𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 } Yes 𝑟𝑟𝑗𝑗|𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊�𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑′
′  � − ((𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑) + 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑′)) (17) 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐿𝐿𝐿𝐿 𝒅𝒅′ ∉  Π Π = {𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,π1,π2 … ,𝑑𝑑,𝑑𝑑′, … ,𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 } No 𝑟𝑟𝑗𝑗|𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑑𝑑,𝑑𝑑′) + 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑′) −𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡𝑝𝑝𝑑𝑑) (18) 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 None Π = {𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ,π1,π2 … ,𝑑𝑑, … ,𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ,𝑑𝑑,𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 } No 𝑟𝑟𝑗𝑗|𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 =  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 , 𝑑𝑑) + 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑑𝑑, 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) (19) 
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4.1.2 Bandit Algorithm 

We chose a stateless approach to model DVs' parking decisions since it is not possible to know the occupancy status of 
all the LZs in the entire system. A contextual bandit (Bouneffouf et al, 2020) is a possible alternative approach, but a 
centralised decision-making framework with full information of all DVs and LZs does not seem realistic as stated above. 
Additionally, if a contextual bandit is used, the context vector will require a position to track the occupation of each LZ. 
Therefore, the context space will be of size 2|𝐵𝐵| (where |𝐵𝐵| is the cardinality of the set of LZs) leading to a combinatorial 
explosion of the learning process. Alternatively, tracking the specific LZ in which the actions are taken and the next LZ to 
visit after taking an action could be an option of a possible state variable for the DVs. Using the LZ as state variable will 
enlarge the state-action space to be learned to a size equal to |𝒜𝒜| × |B|. Under this approach, each time a DV finds a LZ 
unavailable it will choose the action to perform, and therefore the next LZ to visit in the first level route. Note, however, 
that this approach completely ignores the initial planning of the DV’s route made with the EA leading to a dynamic routing 
of the vehicles with a combinatorial explosion of the action space. As pointed out by Hildebrandt et al (2023), these 
detailed route-based state-action models are computationally expensive and requires a large number of observations to 
converge. For these reasons, we preferred the simple, yet effective, modelling approach that k-armed bandits offer as an 
initial step to incorporate RL-driven decisions of DVs into the simulation-optimisation framework proposed in Muriel et 
al (2023). Nonetheless, our multi-agent RL framework, in which each DV is modelled as an independent agent, can be 
seen as a state restriction that improves the efficiency of the learning process (Hildebrandt et al, 2023). 

In this context, k-armed bandits represent a specific category of RL problems characterized by a single state, potentially 
multiple actions, and a unique feature where the learner doesn't require forward planning. In k-armed bandits, the 
agent’s objective is to find an optimal control principle that maximises its rewards, or in our case minimises its penalties, 
by trial-and-error iterations with its environment (Yu et al., 2021). When an agent finds an action that gives repetitive 
high rewards (or low penalties), it faces two possible options: exploiting that action or continuing exploring the search 
space. The former case is a good example of a myopic or greedy algorithm, which takes the risk of getting stuck in a local 
optimum by favouring short-term rewards over possible long-term benefits. In the latter, an agent takes the risk of 
continuing to explore the space by observing rewards from actions that might not have been so profitable in the short 
term but could (hopefully) give higher long-term rewards. The right combination of exploitation and exploration has a 
direct influence on the algorithm convergence and its capacity to reach a global optimum given a limited number of 
episodes. Several strategies are used to find the right exploitation-exploration balance, including the widely used greedy 
and 𝜀𝜀-greedy methods. While greedy methods spend no time at all sampling inferior actions, the 𝜀𝜀-greedy methods 
behave greedily most of the time but, occasionally, select a random action (with some probability 𝜀𝜀) among all actions 
independently of the action-value estimates (Sutton & Barto, 2018). While convenient, the greedy and 𝜀𝜀-greedy methods 
use monotone learning rates that inevitably force the agent to either spend too much time on drawing suboptimal actions 
or completely fail to identify the optimal one (Cesa-Bianchi et al., 2017).  

To avoid this problem, we use a similar approach to the Metropolis algorithm in the Simulated Annealing metaheuristic 
(Luke, 2013) known as Boltzmann exploration. We start the algorithm with a high probability of exploration and then 
make it become “greedier”, as more knowledge is gathered about the true action values. One major advantage of 𝜀𝜀-
greedy methods is that when the number of episodes increases, every action is sampled an infinite number of times, 
ensuring that the estimated action value 𝑄𝑄𝑗𝑗  converges to its true action value 𝑞𝑞𝑗𝑗∗. We adopt the function proposed by 
Šemrov et al. (2016) to compute the probability 𝜀𝜀 as shown in Equation (20) and Figure 8. 

𝜀𝜀 =  
𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

1 + exp [10(NA − 0.4 ∗ NM)
𝑁𝑁𝑁𝑁 ]

 
(20) 
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Figure 8. Function for generating the exploration/exploitation probability 

𝑁𝑁𝑁𝑁 is the total number of simulations (games), 𝑁𝑁𝑁𝑁 is the total number of actions taken so far and 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  is the initial 
exploration probability (equal to 0.5 in Figure 8). The detailed algorithm of the k-armed Bandit is given in Algorithm 1. 
When a DV 𝑖𝑖 finds a LZ 𝑑𝑑 unavailable it generates the exploration probability 𝜀𝜀 (line 5, Algorithm 1) and takes a greedy 
action with probability 1- 𝜀𝜀 (action with minimum state value) or a random action with probability 𝜀𝜀 (line 6, Algorithm 1). 
After calculating the penalty 𝑟𝑟𝑗𝑗  for the chosen action (line 7, , Algorithm 1), it updates the DV route, number of actions 
𝑁𝑁𝑁𝑁 and the action value 𝑄𝑄𝑗𝑗 (lines 8-10, Algorithm 1). 

Algorithm 1 k-Armed Bandit Algorithm 
𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷: 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑠𝑠𝑠𝑠𝑠𝑠 𝐴𝐴,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑀𝑀, 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝜀𝜀, 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽  
𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰: 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑄𝑄𝑗𝑗𝑗𝑗 ← 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝑠𝑠𝑠𝑠𝑠𝑠 𝑁𝑁𝑁𝑁 ← 0 , 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑗𝑗 = 0  
1:    𝒇𝒇𝒇𝒇𝒇𝒇 𝒎𝒎 ← 𝟏𝟏 𝒕𝒕𝒕𝒕 𝑴𝑴 𝒅𝒅𝒅𝒅 
2:              𝒇𝒇𝒇𝒇𝒇𝒇 𝑒𝑒𝑒𝑒𝑒𝑒ℎ 𝐷𝐷𝐷𝐷 𝒅𝒅𝒅𝒅 
3:                   𝒇𝒇𝒇𝒇𝒇𝒇 𝑒𝑒𝑒𝑒𝑒𝑒ℎ 𝐿𝐿𝐿𝐿 𝑑𝑑 𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 Π 𝐝𝐝𝐝𝐝 
4:                       𝒊𝒊𝒊𝒊 𝐿𝐿𝐿𝐿 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 
5:                            𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 𝜀𝜀 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡𝑡𝑡 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (19) 

6:                            𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎 ∈ 𝒜𝒜 ← �
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑄𝑄𝑗𝑗𝑗𝑗 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 1 − 𝜀𝜀
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝜀𝜀  

7:                            𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑡𝑡ℎ𝑒𝑒 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑟𝑟𝑗𝑗𝑗𝑗 − 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑡𝑡𝑡𝑡 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎 (𝑆𝑆𝑆𝑆𝑆𝑆 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 1)   
8                              𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 Π 𝑎𝑎𝑎𝑎𝑎𝑎 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡𝑡𝑡 𝑎𝑎 (𝑆𝑆𝑆𝑆𝑆𝑆 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 1) 
9:                            𝑁𝑁𝑁𝑁 ← 𝑁𝑁𝑁𝑁 + 1 
10:                           𝑄𝑄(𝑗𝑗+1) ← 𝑄𝑄𝑗𝑗 + 𝛽𝛽�𝑟𝑟𝑗𝑗𝑗𝑗 − 𝑄𝑄𝑗𝑗�  
11:                          𝑗𝑗 ← 𝑗𝑗 + 1 
12:                𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝑑𝑑 
13:         𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝐷𝐷𝐷𝐷  
14:   𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝑚𝑚 
15:𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  

 

5. Computational experiments 

In this section we first validate and calibrate the RL model to finetune the key parameters that control the k-Armed-
Bandit Algorithm. Once calibrated, we use the model to analyse the effect of different enforcement levels and also the 
impact of DV parking decisions on traffic network performance. 
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5.1 Model Validation and Parameter Calibration 

We start calibrating the algorithm parameters by running 500 simulations (games) with 50 DVs per simulation. To find 
the effect of the exploration-exploitation parameter 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 , we fixed the discount factor 𝛽𝛽 = 0.3. Figure 9 shows the 
Probability (top) and the Cumulative Density (bottom) Functions (PDF, CDF) for the penalty value 𝑟𝑟𝑗𝑗, respectively. In the 
CDF the value of 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  equal to 0.3 shows a positive skew with the highest number of lower penalties. Similarly, the 
CDF shows that around 75% of values have a penalty under 100-time units, compared to a 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  of 0.1 that has only 
55% of values with a penalty under 100-time units. Therefore, 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 0.3 is an adequate value for this parameter.  
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Figure 9. PDF and CDF of the penalty function with different exploration rates (P_explor=𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) 

To calibrate the value of 𝛽𝛽 we made 500 experiments from 0.1 to 0.3 fixing 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  at 0.3 and using Equation (15). The 
PDF (Figure 10 top) shows that although the three strategies have similar distribution functions, 𝛽𝛽 equal to 0.1 shows the 
highest probability of getting low penalty values. However, this effect is not significant in the long term as can be observed 
in the CDF of Figure 10 (bottom). It is important to highlight that the penalty function for the Illegal Parking strategy 
might add noise to this calculation if long deliveries (with a high probability of being fined) are present at the end of the 
DV’s route where the algorithm is “greedier” than at initial stages. 
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Figure 10. PDF of the penalty value and CDF of the action value function (𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝛽𝛽) 

Figure 11 shows the action value function for three DVs comparing the proposed 𝜀𝜀-greedy approach (using 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 0.3 
and 𝛽𝛽 = 0.1) with a completely greedy method and a random approach. The greedy approach starts with the same 
behaviour as the 𝜀𝜀-greedy but makes only a small number of actions before getting trapped in an action that gave initially 
the lowest penalties even if in the long term this strategy does not offer the best performance. The DVs in the middle 
column of figure 11 show this behaviour. For instance, DO40 and D047 behaviour shows a vehicle that does not get a fine 
in the initial episodes despite parking illegally, and therefore adopts this action for the entire simulation. However, in 
future parking decisions the DVs got fined for parking illegally obtaining very high penalties. On the other hand, the 
random approach always takes a random action regardless of the penalty value, therefore achieving the worst results. 
The DVs in the left side of Figure 11 illustrate this behaviour. Although the 𝜀𝜀 -greedy approach starts exploring the 
environment getting higher penalties at the beginning when compared to greedy and random approaches, it soon 
“learns” and exploits the best strategy, always choosing the minimum action value and occasionally taking a random 
action to avoid stagnation on local optima (as explained in Section 3.3.2).  

Figure 12 presents the average aggregates for action values across all DVs under each approach, accompanied by their 
respective standard deviations. While accurately estimating convergence and optimality gap in this problem proves 
challenging due to the significant variability of penalty functions, the swift convergence towards lower state action values 
and the narrower confidence intervals observed with the ε-greedy approach unmistakably demonstrate the advantages 
of employing Boltzmann exploration. 

The tendency of the ε-greedy approach to incur higher penalties in the initial episodes can be ascribed to the exploration 
cost associated with higher 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  values. However, this cost diminishes notably in subsequent episodes with lower 
𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  values, particularly after the algorithm 'learns' the strategy that yields superior results. Despite the random and 
greedy approaches yielding comparable state action values, it's noteworthy that the greedy approach exhibits narrower 
confidence intervals in Figure 12. 
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Figure 11. Action value time series for three DVs (D003, D040, and D047) (Epsilon=𝜀𝜀) 

 

 

 

Figure 12. Action value averages for all DVs with standard deviation shown as shadow marks (Epsilon=𝜀𝜀) 

. 

5.2 Results 

We use the lattice representation of the Melbourne CBD. A key characteristic that differentiates our model from other 
applications, is the fact that the City of Melbourne (the local council of the Melbourne central city areas) enforces DVs to 
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use specific LZs to park, making it impossible to serve customers by pure driving tours. The network has a total of 15 
vertices, 76 edges with 12 critical streets, and 48 demand points (each point can be interpreted as a cluster of customers, 
for example, a commercial building). The LZs are equally distributed in the network with each road having 2 LZs located 
in the middle of the segment with an additional 4 illegal parking areas. Every DV keeps a record of its actions and their 
penalties for every LZ visited that was unavailable; not only during each simulation (game), but also over the whole set 
of the simulations 𝑁𝑁(𝑀𝑀). Hence, the value of 𝜀𝜀 is calculated over all 𝑁𝑁M games and 𝑁𝑁A actions taken. To evaluate the 
proposed model, we ran 1000 simulations with 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 0.3 and 𝛽𝛽 = 0.1. Figure 13 shows the penalty distribution for 
the three strategies (actions). The Last Delivery strategy has a usage percentage over all the DVs of 46%, followed by 
Alternative LZ with 29% and Illegal Parking with 25%. Although the Alternative LZ strategy has a higher probability of 
getting lower penalty values, it has a tail that goes up to 1200 seconds. Instead, the Last Delivery strategy has a central 
tendency with penalties going up to 300 seconds. It seems that the DVs are better off by choosing the Last Delivery 
strategy despite being “penalised” with the additional driving time, rather than choosing Alternative LZ that has a small 
probability to have big penalties. 

 

Figure 13. Penalty distribution for 1000 simulations 

5.2.1 Effect Of Different Enforcement Levels 

Different compliance levels of law enforcement can impact courier operation in several ways. For instance, strict 
enforcement can hinder delivery efficiency and disrupt operations since DVs often need to make quick stops for 
deliveries. Similarly, the search for an available LZ can lead to longer routes that translate into increased operational 
costs, reduced customer satisfaction and the timeliness of services. On the contrary, lax enforcement has a direct effect 
on the deterioration of safety, accessibility and fairness of the traffic network. The proposed framework can be used to 
analyse and compare the effect of different policies in the operation of LZs. For instance, as mentioned in section 3.1.1 
we evaluate low, medium and high parking enforcement levels and the effect on DVs decision making.  
 
Figure 14 shows the effect of this analysis for 500 simulation runs for three different DVs in the system. Under low 
compliance levels, DVs exhibit a risk taker behaviour, most of the time obtaining significantly lower penalties than the 
other strategies. However, in the long term the Illegal Parking strategy is not selected after the DVs has had a 
considerable exploration and gathered enough information to weight the benefits/consequences of this strategy. This 
effect can also be attributed to the fact that the Illegal Parking strategy has significantly higher penalty values (time 
converted), compared to Alternative LZ and Last Delivery. Consequently, the decision-making process to converge less 
rapidly to the Last Delivery strategy. On the other end, a risk averse behaviour can be seen under the medium and high 
enforcement levels. Under this policies DVs use the Illegal Parking strategy mostly at the beginning of the delivery 
period, where exploration values (𝜀𝜀) are high and there is still not enough information and learning to determine the 
best strategy. This behaviour is corrected rapidly specially under a high enforcement level.  As this figure shows, once 
the system has converged, the Illegal Parking strategy and even the alternative LZ are only evaluated sporadically with 
probability 𝜀𝜀 (as described in Section 3.2.2). 
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Figure 14. Action value time series for DV 005, DV019 and DV037 

5.2.2 Effect of DVs decisions on traffic network performance 

As stated in the introduction section, our main purpose is to find strategies that balance the courier’s economic (delivery 
efficiency in terms of total travel time) and the network performance objectives (traffic flow variability). For this reason, 
to better observe the effect of DVs in terms of traffic network capacity and reliability reduction, we plot the interquartile 
coefficient of variation (IQRcv) of the traffic flow of the studied road network in Figure 15. The interquartile range is 
considered a more robust measure of spread and the median is a more robust measure of central tendency. The IQRcv 
can be a better option over the more popular coefficient of variation, which is based on the mean and standard deviation, 
have a strong connection to the normal distribution and might be too sensitive to outliers (Bonett, 2006; Doulah, 2018). 
We use the IQRcv as a performance evaluator of the traffic flow when DVs use the RL model (Armed Bandit strategy) to 
make parking decisions versus the use of one strategy (Alternative LZ, Illegal Parking or Last Delivery) for the whole 
simulation period. Results show that the boxplot for the Armed Bandit strategy exhibits a higher tail in the 4th quartile of 
the distribution with some outliers. Despite this, the Armed Bandit strategy shows a lower median than the Alternative 
LZ and Last Delivery strategies. The fact that the IQRcv for the Armed Bandit strategy is not better than Illegal Parking is 
somehow expected since the locations of the LZs in the study network were equally spread over the edges, with two 
illegal parking areas. This aspect greatly diminishes the spread of congestion to adjacent links and therefore the impact 
over the IQRcv. A similar situation occurs when DVs parked illegally are blocking access to buildings, side streets or public 
transport. 



21 
 

 

Figure 15. IQRcv distribution for Illegal Parking, Alternative LZ, Last Delivery and Armed Bandit strategies 

To evaluate the results of the strategies from the couriers’ perspective, we examine the additional cruising percentage 
(ACP) for DVs shown in Figure 16. The y-axis shows the percentage of additional cruising time to finish all delivery tasks 
compared to the ideal solution found with medium traffic congestion and no LZ competition. Specifically, the ideal 
solution is obtained by considering the minimum first- and second-level trips found with the evolutionary algorithm using 
a constant walking speed and average driving speed at medium congestion levels, for one single DV in the network. A 
zero ACP implies finishing all delivery tasks in the ideal timeframe. By using the Armed Bandit strategy a DV could expect 
around 75% chance of having ACPs lower than 60%, compared to Alternative LZ and Last Delivery strategies that have 
around 75% chance of ACPs lower than 100%. Similarly to the IQRcv, the Armed Bandit strategy does not have results as 
good as the Illegal Parking strategy which has a 75% chance of having less than 47% ACPs. This is because the Illegal 
Parking strategy offers the same benefit as parking at the desired LZ, with no penalty imposed on driving or walking time, 
albeit at the risk of potential fines. In summary, these results clearly demonstrate the advantages of employing RL to 
model DVs' decisions when encountering LZ unavailability issues in heavily congested networks. Their behavior closely 
resembles that of illegal parking without resorting to unlawful actions as the sole recourse. 

 

 

Figure 16. Results for the ACP for Illegal Parking, Alternative LZ, Last Delivery, and k-Armed Bandit strategies 
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6. Conclusions 

By nature, the urban logistics environment is highly uncertain and difficult to foresee when planning route operations for 
delivery vehicles. Although the use of advanced software has given courier companies unprecedented capabilities to 
solve problems, there is still a large number of decisions that are left in the hands of the driver and that are causing a 
significant impact on the efficiency of courier companies, their drivers and their crew. In this study, we combined a 
simulation and optimisation framework with RL methods, and use them as a decision support tool for making parking 
decisions in the last-mile delivery. Despite that evidence shows that these decisions are a recurrent problem for DVs, the 
literature is still scarce. In fact, most of the applications of RL to logistic problems faced concerns at tactical levels, focusing 
on computational improvements by solving VRP variants; and at strategic levels, assessing the economic and 
environmental viability of urban distribution centres and/or urban consolidation centres.  

Contrary to most formulations in the literature, in this study, the penalty functions are calculated based on time increases 
that measure the consequence of decisions compared to the initial solution. To simulate realistic behaviour in the Illegal 
Parking strategy, we defined an exponential function for generating higher ticket fine probabilities as the illegal parking 
time increases. Even though this approach might work when considering the risk-averse behaviour of drivers, recent 
studies found that courier companies are willing to bear this as a “cost of doing business” in CBD areas. This risk-taker 
behaviour is based on the drivers’ experience that looking for a parking spot (unoccupied loading zone) can be an 
incredibly time-consuming task that will add more time to the delivery route than parking in one spot to make as many 
deliveries as possible. The short-term consequences of this strategy are high costs in parking fines, towing away fees and 
exhausted crews that derive in long-term consequences such as the loss of revenue and high personnel turnover rates. 
This approach is a desperate alternative and the best example of the lack of decision-support systems in last-mile delivery.  

Since the configuration of the Illegal Parking strategy is not constrained by the consequences of a ticket fine when a DV 
chooses this option as a stand-alone solution, we can use its results as a lower bound for the ACP and the IQRcv. Results 
show that using the Armed Bandit strategy for taking en-route decisions provides the greatest advantage in terms of the 
minimisation of the ACPs and the variability of traffic flow, compared to Alternative LZ and Last Delivery strategies. In 
fact, the Armed Bandit strategy has ACPs that closely match the Illegal Parking strategy, even though is only used 29% of 
the time by DVs.  

Albeit the model developed exhibits interesting results, it is important to highlight some limitations. First, the value of 
the action value matrix is updated after a DV chooses an action, independently of the LZ where is located. A more detailed 
approach could use Q-learning to create independent state action tables that save the penalties obtained from each LZ. 
Although realistic, this will imply that each LZ is a different state in the system and that every action in that state takes 
the vehicle to a different future one. This is possible for the Alternative LZ strategy, which chooses a closer LZ as a 
substitute, to conduct a reoptimisation process for the rest of the delivery route. Nevertheless, for the Last Delivery and 
Illegal Parking strategies, this concept becomes unpractical since there is not a valid reason to change the rest of the 
route once a DV has used these alternatives. Despite this limitation, the application of more advanced models using Q-
learning or Monte Carlo methods is a promising future research application.  Similarly, dynamic programming is an 
alternative for the solution of MDPs, this modellling approach could be incroporated within the proposed simulation-
optimisation model. Some works in the literature already explore this avenue in the study of urban logistics. This direction 
result into additional complexities in the proposed model.  The course of dimensionality of dynamic programming 
appears given the large action space resulting from multiple independent DVs in the system and their possible actions 
(with several LZs and actions to perfoms).  
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Appendix A 

The mathematical formulation for the delivery route planning problem is given below. problem formulation: 

Sets: 

𝐵𝐵: 𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝐿𝐿𝐿𝐿𝐿𝐿 
𝐶𝐶: 𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 
𝑉𝑉1: 𝐵𝐵 ∪ {0} 𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑡𝑡ℎ𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐 𝑏𝑏𝑏𝑏 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡; 0 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
𝑉𝑉2: 𝐶𝐶 ∪ 𝐵𝐵 𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑡𝑡ℎ𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐 𝑏𝑏𝑏𝑏 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 
𝑉𝑉𝑗𝑗: 𝐶𝐶 ∪ {𝑗𝑗} 𝑠𝑠𝑠𝑠𝑠𝑠 𝑜𝑜𝑜𝑜 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑡𝑡ℎ𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐 𝑏𝑏𝑏𝑏 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑎𝑎𝑎𝑎 𝐿𝐿𝐿𝐿 𝑗𝑗 

 

Parameters: 

𝛼𝛼:  𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑜𝑜𝑜𝑜 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑣𝑣𝑣𝑣 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 
𝑐𝑐𝑖𝑖𝑖𝑖(𝑖𝑖, 𝑗𝑗 ∈ 𝑉𝑉1): 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝐿𝐿𝐿𝐿 𝑖𝑖 𝑡𝑡𝑡𝑡 𝑗𝑗 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 
𝑑𝑑𝑙𝑙𝑙𝑙(𝑙𝑙,𝑚𝑚 ∈ 𝑉𝑉2): 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑙𝑙 𝑡𝑡𝑡𝑡 𝑚𝑚 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 

 

Variables: 

𝑦𝑦𝑖𝑖𝑖𝑖 = 1 𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑡𝑡ℎ𝑒𝑒 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (𝑖𝑖, 𝑗𝑗)(𝑖𝑖, 𝑗𝑗 ∈ 𝑉𝑉1) 

𝑥𝑥𝑙𝑙𝑙𝑙
𝑗𝑗 = 1 𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (𝑙𝑙,𝑚𝑚)(𝑙𝑙,𝑚𝑚 ∈ 𝑉𝑉𝑗𝑗) 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 

 

Objective function:  

min𝛼𝛼� � 𝑐𝑐𝑖𝑖𝑖𝑖
𝑗𝑗∈𝑉𝑉1𝑖𝑖∈𝑉𝑉1

𝑦𝑦𝑖𝑖𝑖𝑖 + (1 − 𝛼𝛼)�� � 𝑑𝑑𝑙𝑙𝑙𝑙𝑥𝑥𝑙𝑙𝑙𝑙
𝑗𝑗

𝑚𝑚∈𝑉𝑉2𝑙𝑙∈𝑉𝑉2𝑗𝑗∈𝐵𝐵

 (1) 

 

Constraints: 
 

�𝑦𝑦𝑖𝑖𝑖𝑖
𝑖𝑖∈𝑉𝑉1

≤ 1,∀𝑗𝑗 ∈ 𝐵𝐵 (2) 

�𝑦𝑦𝑗𝑗𝑗𝑗
𝑖𝑖∈𝑉𝑉1

≤ 1,∀𝑗𝑗 ∈ 𝐵𝐵 (3) 

�𝑦𝑦𝑖𝑖𝑖𝑖
𝑖𝑖∈𝑉𝑉1

= � 𝑦𝑦𝑗𝑗𝑗𝑗  ,
𝑘𝑘∈𝑉𝑉1

∀𝑗𝑗 ∈ 𝐵𝐵 (4) 

�𝑦𝑦𝑗𝑗0 = 1,
𝑗𝑗∈𝐵𝐵

 (5) 

�𝑦𝑦0𝑗𝑗 = 1,
𝑗𝑗∈𝐵𝐵

 (6) 

� � 𝑦𝑦𝑖𝑖𝑖𝑖
𝑗𝑗∈𝑉𝑉′

≤ |𝑉𝑉′| − 1
𝑖𝑖∈𝑉𝑉′

,∀𝑉𝑉′ ⊆ 𝐵𝐵;  |𝑉𝑉′| ≥ 2 (7) 

𝑥𝑥𝑙𝑙𝑙𝑙
𝑗𝑗 ≤ � 𝑦𝑦𝑖𝑖𝑖𝑖

𝑖𝑖∈𝑉𝑉1

,∀𝑙𝑙,𝑚𝑚 ∈ 𝑉𝑉2,∀𝑗𝑗 ∈ 𝐵𝐵  (8) 

��𝑥𝑥𝑙𝑙𝑙𝑙
𝑗𝑗 = 1,∀𝑚𝑚 ∈ 𝐶𝐶 

𝑗𝑗∈𝐵𝐵𝑙𝑙∈𝑉𝑉2

 (9) 

�𝑥𝑥𝑙𝑙𝑙𝑙
𝑗𝑗

𝑙𝑙∈𝑉𝑉2

= � 𝑥𝑥𝑚𝑚𝑚𝑚
,𝑗𝑗

𝑜𝑜∈𝑉𝑉2

,∀𝑚𝑚 ∈ 𝐶𝐶,∀𝑗𝑗 ∈ 𝐵𝐵  (10) 

�𝑥𝑥𝑗𝑗𝑗𝑗
𝑗𝑗 = �𝑥𝑥𝑜𝑜𝑜𝑜

𝑗𝑗

𝑜𝑜∈𝐶𝐶𝑙𝑙∈𝐶𝐶

,∀𝑗𝑗 ∈ 𝐵𝐵  (11) 
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� � 𝑥𝑥𝑙𝑙𝑙𝑙
𝑗𝑗 ≤ |𝑉𝑉 ,| − 𝛾𝛾(𝑉𝑉 ,),

𝑚𝑚∈𝑉𝑉′𝑙𝑙∈𝑉𝑉′
∀𝑗𝑗 ∈ 𝐵𝐵,∀𝑉𝑉 , ⊆ 𝐵𝐵, |𝑉𝑉 ,| ≥ 2 (12) 

𝑦𝑦𝑖𝑖𝑖𝑖 ∈ {0,1},∀𝑖𝑖, 𝑗𝑗 ∈ 𝑉𝑉1, 𝑖𝑖 ≠ 𝑗𝑗  (13) 

𝑥𝑥𝑙𝑙𝑙𝑙
𝑗𝑗 ∈ {0,1},∀𝑗𝑗 ∈ 𝐵𝐵, 𝑙𝑙,𝑚𝑚 ∈ 𝑉𝑉𝑗𝑗 , 𝑙𝑙 ≠ 𝑚𝑚 (14) 

 

The objective function (1) minimises the total weighted delivery distance, which is composed of the driving and walking 
components. The value of the weighting parameter 𝛼𝛼 directly affects the routing and parking behaviour. Higher values 
will likely result in shorter first-level trips and longer second-level trips. By adjusting 𝛼𝛼, we can give more relevance to the 
driving or walking related cost in a single objective function. Since driving incurs labour, environmental and vehicle costs 
whilst walking only incurs labour costs, tuning 𝛼𝛼 can also give different importance to the vehicle (and environmental) or 
labour cost .Constraints (2) and (3) guarantee that each LZ is visited by one DV at most once in the first level. Constraint 
(4) is a flow conservation constraint for the first-level trips. Constraints (5) and (6) guarantee that a first-level trip starts 
and ends at the initial entry point. Constraint (7) is subtour elimination constraints for the first-level trips. Constraint (8) 
guarantees that the second-level trip starts at a LZ visited by the vehicle in the first-level trip. Constraint (9) states that 
each customer is visited only once. Constraint (10) guarantees connectivity in the second-level trips. Constraint (11) 
guarantees that the second-level trip starts and ends at the vehicle. Constraint (12) avoids sub-tours in the second-level 
trips, where 𝛾𝛾(𝑉𝑉 ,) is the minimum number of second-level trips needed to serve the demand of the customers 𝑉𝑉 , ⊆ 𝐶𝐶. 
Constraints (13) and (14) are binary variables constraints. 
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