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AT THE TIME of writing this col-
umn, Russia and Ukraine are at war. 
Cyberattacks are part of the weapon 
arsenal in use. Cyberattacks have 
been launched on the central Bank 
of Poland targeting distributed de-
nial of service (DdoS). In parallel, Is-
rael reports its largest DdoS to date 
hitting government websites, making 
them unavailable. Also, the hacktiv-
ist group Anonymous is threatening 
to release proof related to a breach 
of the Russian Central Bank. The 
danger of escalating global conflicts 
in cyberspace is a hard reality. The 

National Atlantic Treaty Organiza-
tion (NATO) has pronounced that 
a serious cyberattack on any of its 
members would trigger collective 
defense under Article 5. In a time of 
escalating tension with Russia and 
China, small states are in a difficult 
situation. Small states, such as the 
Pacific small island states, European 
landlocked countries, Baltic states, 
and the Caribbean region small open 
economies represent about a quar-
ter of World Bank members. Those 
in the Asia–Pacific basin lack cyber 
forensic capability to gather enough 
evidence to substantiate geopoliti-
cally sensitive attribution. Mostly, 
even when attribution could be 

made, small states will choose peace 
over war, as market trade is essen-
tial to their survival and offense is 
not on their agenda. Small states in 
the Caribbean region are a perfect 
“sandbox” that enables attackers to 
test in an isolated setting the orches-
tration of their malicious activities.

In November 2019, a ransomware 
attack was launched on the only hos-
pital in Aruba. The digital patient 
information systems became inacces-
sible, forcing the staff to fall back on 
to a manual system to ensure patients’ 
care. In St. Martin, a black byte ran-
somware attack was launched on the 
national electrical grid locking out 
computers. The attackers paralyzed 
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From the Editor

The “Impact” series has often emphasized the importance of size and volume to 

survive in software and IT. But what if the size of your country is small and you face 

the same cyberthreats as much larger countries in the world? That is the case with 

small states that face the same cyberattacks while often having less means to defend 

themselves. You cannot grow a small state into a large state just to be able to defend 

yourself better against cyberattacks. What you can do is explained in this column. 

—Les Hatton and Michiel van Genuchten
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billing to customers and generated dis-
connections due to defaulters. In the 
financial sector, the Pan American Life 
Insurance Group operating from the 
United States and in the Caribbean got 
hit by a REvil ransomware attack.1 
Claims found on the dark web amount 
to 170 GB of stolen files as a result of 
the breach. In 2021, Microsoft’s Digi-
tal Crimes Unit seized the websites of 
think tanks and human rights organi-
zations of 29 countries (including Bar-
bados, Dominican Republic, Jamaica, 
Trinidad, and Tobago).2 Microsoft 
concluded that these websites would 
serve as launching base for intelligence-
gathering purposes by the China-based 
hacking group Nickel.

The current costs of initiating cy-
berattacks seem to be lower than the 
cost of incident response and remedia-
tion. For example, costs to conduct an 
advance persistent threat (APT) sophis-
ticated attack have been estimated be-
tween US$65,000 and US$542,000.3 
The cost to clean up is reported for 
2022 to be US$4.35 million. One of 
the most dangerous traits of APT is 
the ability to run the background pro-
cess silently, for example placing se-
cured unnoticed back doors. The path 
to attack takes longer, as the aim of 
the adversary is to have long persis-
tence. The high level of disguise and 

sophistication of APT make it difficult 
for organizations to notice. Hence, 
costs will only increase through time. 
APTs have been attributed to nation 
states with aggressive cyber defensive 
and offensive capabilities.

Small states experience more limi-
tations in building capacity and de-
veloping cyber capability compared 
to nation states. Cybersecurity capac-
ity is linked to variables, such as gross 
domestic product (GDP), that form a 
proxy for the available resources or 
cybersecurity capacity. Indeed, econo-
mies of scale and the availability of 
more financial and personnel resources 
allow deploying more controls, and 
therefore enhance the organizational 
capability in protecting the organiza-
tion, hence the level of security ma-
turity. Aruba has requested help from 
the Estonian e-Governance Academy 
(EGA 2022). Estonia became a leader 
in cyberdefense when it bounced back 
from its infamous cyberattack in 
2007. It became a driving force in the 
European Union, proposing an inte-
gral national cyber strategy in 2008.4 
Estonia has a small GDP of approxi-
mately €187 billion and spends the 
NATO recommendation of at least 
2% of their GDP on defense. This is 
nearly the entire GDP of a small state, 
such as Aruba. 

Insight Into Small States 
Perception of Cyber  
Defense and Offense
Thirteen information security leaders 
from the Cybersecurity Information 
Sharing Group (CISG) bounded to the 
Caribbean region reported in a sur-
vey the frequency of cyber classes of 
attacks observed in the last 6 months 
(Table 1).

Also, we interviewed six chief in-
formation security officers (CISO) 
operating on the main critical infra-
structures of Aruba. They mostly 
converge with the idea that a cyber 
defender in Aruba should know more 
about the “whole cyber picture” than 
a cyber expert in a larger state “who 
would have the luxury to know ‘only’ 
a small part in a particular area.” 
The cyber competition is an offense-
dominant clash. Particularly, when at-
tackers and defenders are given equal 
resources, the attacker will usually 
prevail.5 Attackers favor the offense 
because it offers anonymity, prevent-
ing meaningful deterrence.6 For small 
state and for small enterprise, an of-
fensive posture seems particularly 
challenging, not to say a “nonoption.” 
One CISO commented on the stark 
lack of resources on the island in term 
of resources or cyber talent during 
the interview. Lack of technological 
and human resources is a major argu-
ment to rely further on security soft-
ware and hardware on the island (e.g., 
sandbox, network monitoring, hon-
eypot). Such technologies facilitate 
a data-driven approach in detecting 
more cyber threats, reducing de facto 
human intervention and bias.

Can Artificial Intelligence Be 
of Help to Cyber Experts?
It makes sense to investigate how  
artificial intelligence (AI) can contrib-
ute processing the data generated in 
cyberdefense. In 2023, it seems that 

Table 1. Observed cyber offense in the last 6 months 
from least (1) to most (5) frequently observed (CISG).

Attack class Median Mode
% Most frequent 
score

Probing attack 5 5 53.8%

Denial of service 2 2 7.7%

Remote to local (user) attacks 2 2 7.7%

User to root attacks 1 1 7.7%

Payload attacks 3 1–4 23.1%
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AI is supposed to aid in finding the 
solution to all problems in the world. 
This research started years back and 
reality is more stubborn. One CISO 
indicated that technical controls “are 
not a one-stop solution for cyberse-
curity.” The interviewee emphasized 
that the speed of which vulnerabili-
ties are being exploited by attackers 
is accelerating. Hence, specific proac-
tive actions are required in, for exam-
ple, deploying extra technologies to 
defend the organization. As another 
participant stated, “cybercriminals 

are becoming so advanced that you 
have to check more than in the past, 
when it was just checking the virus in 
the virus database. Right now, they 
are using all other strategies that the 
behavior needs to check, and cer-
tain triggers need to go through … 
more of what is going on.” Another 
participant confirmed that, “a pro-
active approach should happen be-
fore the project goes live. Hence the 
human will be the last one holding 
the key and taking decision regard-
ing security.”

Thirty-eight members of the 
Operational Security Situational 
Awareness Teleconference (OSSAT) 
rated statements regarding the fu-
ture of AI. [OSSAT has been orga-
nized by the European Central Bank 
since 2012 for sharing information on 
cybercrime in the financial services 
sector, vulnerabilities, technological 
trends and threats, and security inci-
dents. The membership is limited to 
members of the Bank for International 
Settlements, international financial in-
stitutions (International Monetary 

Table 2. The future of AI according to OSSAT members, rated on a scale  
from strongly disagree (1) to strongly agree (7).

# Quotations Mean
Standard 
deviation Mode

1 Model learning and resourcing takes time with current AI technology. 5.29 1.20 6

2 AI systems’ learning may be the next target. 5.24 1.40 6

4 The human ability to improvise will remain important. 4.58 0.64 5

5 A broad hybrid combination of humans alongside AI agents and ethics are important to 
combat the hackers.

4.45 0.72 5

6 AI agents will be supportive to my work, not take over it. 4.34 0.71 4

7 AI agents will make us adapt to new ways of working. 4.32 0.62 4

8 Human input will remain key the coming years. 4.16 0.68 4

9 More people will be working with algorithms in the next coming years. 4.08 0.75 4

10 The human ability to make quick shots will remain key. 4.08 1.1 5

11 AI agents will evolve into a strategic technology for security specialists. 4.08 0.85 4

12 AI agents will not replace ethics. 4.05 1.06 4

13 Within 10 years there will be more autonomous AI agents taking over human tasks. 3.97 0.79 4

14 In the future it will be AI agents attacking against AI agents defending the organization. 3.66 0.94 4

15 AI agents will require a new edge of reasoning we may not be prepared for yet. 3.29 0.77 3

16 In the coming years some countries may be putting AI agents in jail. 1.92 0.88 2
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Fund, World Bank), members of the 
European System of Central Banks, 
and the Computer Emergency Re-
sponse Team for the European Union 
institutions, bodies, and agencies.] 
These 16 statements were originally 
collected via a focus group interview 
of cyber experts in the financial sector 
on the island Aruba.7 Results are pre-
sented in Table 2, from highest to low-
est score of agreement.

The top quote in Table 2 (#1) relates 
directly to the struggle small states face 
when lacking resources and time to de-
fend. Information security specialists per-
ceive the role of AI agents versus human 
rather positively (quotes #4, #6, #7, #8, 
#9, #10, #13). Still, there is little hope 
that AI and data fusion will leave a great 
space in terms of improvisation in cyber-
space to human. Participants agree that 
a broad hybrid combination of humans 

alongside AI agents and ethics is impor-
tant to combat hackers, and that humans 
will not be substituted by AI ethics (quote 
#5). For example, AI systems could be a 
support for forensic analysis that is re-
quired but lacking in small states, such 
as Aruba. AI can help in predicting the 
occurrences or reoccurrences of actual 
or potential criminal offences based on 
profiling of natural persons, based on a 
collection of past criminal behavior. The 
idea that in the future AI agents would 
end up in jail (quote #16) belongs prob-
ably to science fiction. A European 
Union proposal aims at extending a spe-
cific legal status to machines, holding 
these systems legally responsible for 
their actions.8

Outsourcing cyberdefense to Big 
Tech will, for more nations, entail a new 
form of legal sociopolitical challenge. AI 
holds a lot of promise for small states. 

In March 2023 (when we finished writ-
ing this column), Wired announced 
that “Microsoft’s ‘Security Copilot’ Un-
leashes ChatGPT on Breaches.”9

What may the future bring? 
The Data Breach Inves-
tigation Report in 2022 

shows that 82% of breaches involved 
a human element.10 Education, col-
laboration, and organization are key 
in the fight against cyberattacks, also 
for small-states. Interestingly, the ma-
jority of the stakeholders mentioned 
unity of effort to be important to de-
fend properly. One CISO emphasized 
the importance of having this principle 
sorted out prior to an island-wide cy-
berattack, as “there should be an entity 
or body that would take the decision at 
that moment to decide who goes first 
in order of assistance if all are hit to-
gether.” Security experts on the island 
believe that AI will aid cyberdefense 
professionals. Madnick stated, “The 
good guys are getting better, but the 
bad guys are getting badder faster.”11 
As we indicated before in the series of 
“Impact” columns: “The benefits that 
legitimate developers enjoy are exactly 
the same for people who want to use 
software for criminal purposes.”12 The 
rat race is still on, with another tool 
in the arsenal of the good and the bad 
guys. One more example: When ask-
ing ChatGPT to generate some mal-
ware, it will first provide a politically 
correct answer. However, in Febru-
ary 2023, it was already reported that 
cybercriminals bypass ChatGPT re-
strictions using the openAI API.13 The 
business model is already available, 
with some free queries, after which 
the price is an amount of money per 
100 queries. The bad guys already fig-
ured out the integration of ChatGPT 
in their business model, while many 
legitimate companies have just started 
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thinking about how to use ChatGPT 
in the first place.

The inherent limitations of small 
states, such as the Caribbean islands, 
with their focus on neutrality, meta-
phorically resembles fighting with 
wooden sticks against giants’ elabo-
rate attacks. What can we learn from 
the military, who have been in the de-
fense business for a much longer time 
and consider cybersecurity very seri-
ous these days? The notion of fight-
ing power has been applied to cyber 
defense.14 Fighting power consists of 
three components: the physical com-
ponent that relates to the “means to 
operate and fight,” the moral compo-
nent that relates to “people’s will and 
ability to get people to operate and 
fight,” and the conceptual component 
that addresses the “ideas behind how 
to operate.”14 The physical component 
comprises hardware and software, both 
virtual and physical assets, as well as in-
formation. So AI will help, but is only 
part of one of the three fighting power 
components. As Newton demonstrated, 
“a body in motion tends to stay in 
motion unless acted on by an outside 
force.” Combining moral, conceptual, 
and physical components is crucial to 
reach a complex synergy to defend a 
system’s moment of inertia. Small states 
should gain stability rather than being 
pushed around by external forces, such 
as attackers, expensive technological 
innovation, and abundance of legisla-
tion hard to cope with. Greater collab-
oration would serve as a major force, 
ensuring a greater stability of a small-
island defensive system, hence, putting 
a strong break on the cyber rat race. 
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