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Abstract
In this paper, we investigate whether AI deployment for law enforcement will enable or impede the exercise of citizens' 
fundamental rights by juxtaposing the promises and policy goals with the crude reality of practices, funded projects, and 
practicalities of law enforcement. To this end, we map the projects funded by H2020 in AI for law enforcement and juxtapose 
them to the goals and aims of the EU in terms of Trustworthy AI and fundamental rights. We then bring forward existing 
research stressing that AI implementation in sensitive domains such as defense and law enforcement does not come without 
drawbacks, especially regarding discrimination, surveillance, data protection, and human dignity. We thoroughly analyze 
and assess human-centric and socially-driven lens risks and threats of using AI factors from an ethical, legal, and societal 
perspective (ELSA), including organizational and gender worries.
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1  Introduction

Artificial intelligence (AI) is a strategic priority on the 
European agenda. Europe wants to scale positions in the 
international arena of technological innovation by pro-
moting human-centered Artificial Intelligence based on 
trust and European core values in different areas, includ-
ing law enforcement [3, 21]. AI has many potential appli-
cations in law enforcement, including predictive policing 
[14], automated monitoring [1], (pre-) processing large 
amounts of data (e.g., image recognition from confiscated 
digital devices, police reports, or digitized cold cases) [20], 
finding case-relevant information to aid investigation and 

prosecution [31], providing more user-friendly services for 
civilians (e.g., with interactive forms or chatbots) [25], and 
generally enhancing productivity and paperless workflows.

These advancements work as a double-edged sword, how-
ever [23]. While AI could be potentially used to promote 
fundamental societal values that should govern, steer, and 
accompany police operations like human dignity, freedom, 
equality, solidarity, democracy, and the rule of law [9], at 
the same time, it challenges the values carefully guarded in 
existing operations and procedures [13]. It may also have 
implications and unintended consequences for civil society. 
For instance, evidence shows that face recognition systems 
continuously discriminate against dark-skinned people, espe-
cially women (Buolamwini and Gebru [5, 17] EC 2020). 
Other research points out that algorithms may exacerbate 
other stereotypes, including gender stereotyping or the femi-
nization of gay males [11]. When these systems are used 
in national security matters, they risk exacerbating existing 
biases that do not reflect reality and affect the presumption 
of innocence, e.g., dark-skinned people are more prone to 
commit a crime (Skeem and Lowenkamp [24]). While the 
European commitment to trustworthy AI fosters civil soci-
ety’s belief in these tools, the civil society is not always 
involved in their decision-making practices, even if they are 
directly affected by such decisions.
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Despite the numerous pieces of literature highlighting the 
fundamental problems that automation causes in many sen-
sitive application domains, the EU believes in the promise 
of technology and has dedicated several work programs and 
EU funding to the development of AI and law enforcement. 
In this paper, we investigate whether AI deployment for law 
enforcement will enable or impede the exercise of citizens' 
fundamental rights by juxtaposing the promises and policy 
goals with the crude reality of practices, funded projects, 
and practicalities of law enforcement. In particular, we focus 
on the research projects funded by the European Commis-
sion and, more specifically, how these projects support the 
European objectives of Trustworthy AI. To this end, we 
map the projects funded by H2020 in AI for law enforce-
ment and juxtapose them to the goals and aims of the EU in 
terms of Trustworthy AI and fundamental rights. The pro-
jects funded by the EC research programs respond to the 
European Union’s priorities. These priorities support a tech-
nology development model based on the EU's fundamental 
values, ethics, and trustworthiness, and allocating public 
money in sectors where its application and the protection of 
fundamental rights are in doubt. Therefore, we bring forward 
existing research stressing that AI implementation in sensi-
tive domains such as law enforcement does not come with-
out drawbacks, especially regarding discrimination, surveil-
lance, data protection, and human dignity. We thoroughly 
analyze and assess human-centric and socially-driven lens 
risks and threats of using AI factors from an ethical, legal, 
and societal perspective (ELSA), including organizational 
and gender worries.

After identifying the challenges and gaps in the European 
Union's political and regulatory advances in this arena, we 
propose a comprehensive ethical-legal-societal multifold 
approach to assess these technologies' adverse implications 
for society, which is based on instruments developed by the 
European Commission itself but that leaves to the will of 
the actors their implementation (at least until the entry into 
force of the proposed AI Act) [18]. In concrete, we put for-
ward ways in which the Assessment List for Trustworthy AI 
(ALTAI) could be implemented as a mandatory requirement 
before conducting these practices to provide feedback on the 
policy-to-practice-to-policy loophole. Overall, we argue that 
by providing truthful environments (e.g., co-creation spaces 
where all the stakeholders involved in the development of 
these technologies can express their opinions and try to 
develop the tool that covers as many points of view as pos-
sible) where discussions and challenges are facilitated, inter-
national cooperation between LEAs, law enforcement agen-
cies, and other relevant stakeholders could be encouraged 
to foster solutions that account for all the voices affected by 
these tools [2].

2 � The European digital strategy

2.1 � A European take on AI policy

The draft Regulation for Artificial Intelligence presented by 
the EU in April 2021 (also called AI Act, 2021) [18] is the 
culmination of an overall strategy to develop a home-grown 
approach to the development of the technology that the EU 
initiated in 2018 with the creation of an Expert Group on 
Liability and New Technologies (see Fig. 1).

This European strategy, initiated in 2018, sought to foster 
European capacity and competitiveness in the AI sector, pre-
pare and anticipate the changes that these technologies may 
trigger, and ensure an ethical and legal framework based on 
the EU's fundamental values and the EU Charter of Funda-
mental Rights [26].

This regulatory proposal has not been without critics 
[27]. Some authors focused on bureaucracy and its impact 
on technology developers [27]. Others focused on the limi-
tations of such an instrument to protect citizens' rights [12] 
and inconsistencies with the chronology above. In its strat-
egy to position itself in the AI market, Europe has chosen 
to base its approach to this technology on protecting human 
rights and defending the Union's fundamental values. This 
rationale derives from all the documents on AI, notably the 
Communication from the Commission to the European Par-
liament, the Council, the European Economic and Social 
Committee, and the Committee of the Regions—Building 
trust and confidence in human-centered artificial intelligence 
[7], the White Paper on AI [28] and the Communication 
on promoting a European approach to artificial intelligence 
(COM [8], p. 205 final).

This latest Communication culminating in the regulatory 
evolution proposes four key aspects to ensure a European 
approach to AI:

1.	 Cooperation framework to ensure the necessary condi-
tions for the development and uptake of AI in the EU

2.	 Fostering ecosystems of excellence from lab to market 
through programs like Horizon Europe.

3.	 Ensuring that AI works for people and is a force for good 
in society. In other words, it is human-centered, sustain-
able, safe, secure, inclusive, accessible, and reliable.

4.	 Advancing in building strategic leadership in high-
impact sectors such as climate change and environment, 
health, public sector, robotics, mobility, security and 
home affairs, and agriculture

The combination of these four aspects with the princi-
ples set out in the proposed regulation of AI (risk-based 
approach and protection of human rights) reveals certain 
inconsistencies in the European strategy, which seeks to base 
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its approach on a vision of AI structured around ethical prin-
ciples and the protection of human rights. This disconnect is 
noticeable in its research strategy: the EU has been using the 
framework programs for research funding to develop tech-
nology classified as high-risk by the AI Act. Since these 
technologies have severe shortcomings in their vocation to 
protect fundamental rights, we wondered whether this was 
illustrative of a “Do as I say, but not as I do” approach.

2.2 � A definition for AI

There are multiple definitions of AI, including many schol-
ars suggesting that AI is neither Artificial nor Intelligent. 
We used the definition of the HLEG (HLEG [15, 16]) on AI 
which defines it as ‘systems that display intelligent behavior 
by analyzing their environment and taking actions—with 
some degree of autonomy—to achieve specific goals.’ This 
definition from the European Commission formed the basis 
for the subsequent proposal for the AI Act [18], which is the 
first-ever proposal for a legislation on AI in the EU. In 2021, 
The AI Act defined AI [18] as ‘software that is developed 
with one or more of the techniques and approaches listed in 
Annex I and can, for a given set of human-defined objec-
tives, generate outputs such as content, predictions, recom-
mendations, or decisions influencing the environments they 
interact with.’ Until now, all the definitions referred to other 
disciplines (e.g., computer science, engineering). This is the 
first time the EU institutions defined the concept of Artificial 
Intelligence from a policy perspective. Since the European 

Commission has the power to draft legislation, we consider 
this definition relevant and authoritative.

The HLEG on AI stressed that the deployment of AI 
should be trustworthy, meaning that ‘as digital technol-
ogy becomes an ever more central part of every aspect of 
people’s lives, people should be able to trust it.’ [10] Trust 
however means many things and is very contextual [4]. 
According to the HLEG, however, trustworthiness refers to 
an AI system that is ethical, lawful, and robust [15, 16]. Fol-
lowing the foundations for trustworthy AI as established by 
the HLEG, an AI system will be trustworthy an AI system 
supporting law enforcement should:

(a)	 be based on human rights and core European values;
(b)	 endorse the principle of non-discrimination captured 

in Art. 21 of the European Charter of Human Rights 
(EU CFR), paying particular attention to intersectional 
approaches such as race, gender, sex, sexual orienta-
tion, religion, political orientation, and

(c)	 integrate a solid ethical component and societal impact.

3 � Goals and methods

Given these states of affairs, the disconnection between dis-
course and actions seems to be twofold: at the macro and 
meso levels [19]. On the one hand, the macro level (corre-
sponding to policy goals and priorities), where priorities are 
set in research funding programs, do not require incorporat-
ing the values and principles ensuring the policy objectives 

Fig. 1   European Digital Strategy chronology (See https://​digit​al-​strat​egy.​ec.​europa.​eu/​en/​polic​ies/​europ​ean-​appro​ach-​artif​icial-​intel​ligen​ce)

https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence
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for getting funding. On the other hand, at the meso level 
(the ecosystem generated by research projects), where the 
discourse is developed to align the proposals submitted to 
obtain funding, the project’s specific objectives and actions 
do not correspond to those of the research projects. Our con-
tribution explores the second disconnect by the following 
research question: Do EU-funded projects support the EU's 
goals for Trustworthy AI? To do so, we have combined a 
text-based analysis of H2020-funded projects in the area of 
technology and law enforcement that started in 2015 and 
will finish in the upcoming 2023 and 2024 and qualitative 
analysis of the information gathered about them. We wanted 
to analyze if this discourse was then reflected in the project's 
focus and activities.

In total, we conducted different queries to the Commu-
nity Research and Development Information Service of the 
EU (CORDIS)1 system, which stores the relevant informa-
tion about research projects funded by the European Com-
mission. For this search, we combined the keywords in the 
query: “Artificial Intelligence” AND “Law Enforcement 
Agencies'' to identify the relevant projects in this topic 
funded under the H2020 framework program.2 As mentioned 

above, our focus is on developing AI technologies for law 
enforcement applications due to the risks and challenges that 
these technologies can pose to fundamental human rights 
and also because there is already existing analysis of the 
ethics compliance of EC-funded projects in other domains.3

We gathered information from 25 different projects 
related to 13 different work programs that got a total contri-
bution from the EC of 101,457,752.12 €. The average con-
tribution of the EC to these projects is more than 4.2 million 
per project in the 15 different research programs identified 
(see Table 1).

Most of the analyzed projects coincide with the policy 
development reflected in the chronology described in Fig. 1. 
This should result in the incorporation of these policy goals 
and principles in the implemented projects. The specific 25 
projects we have analyzed are the following: (see Table 2).

As we can see in Table 2, most of the projects were 
funded in “Ensure privacy and freedom, including on the 
Internet and enhance the societal, legal and ethical under-
standing of all areas of security, risk and management” 
program. In our first analysis, we examined the informa-
tion available in CORDIS for each project. A typical pro-
ject section in CORDIS includes the following informa-
tion: factsheet results in brief, reporting, and results. We 
analyzed all this information from the projects mentioned 

Table 1   Research programs and EC contributions

Program Title TOTAL EC 
Budget Contribu-
tion

Access Control 4,102,467.00 €
Border crossing points topic 1: Novel mobility concepts for land border security 4,501,877.50 €
Border crossing points topic 2: Exploring new modalities in biometric-based border checks 4,981,752.50 €
Building modern rural policies on long-term visions and societal engagement 4,999,747.50 €
Ensure privacy and freedom, including in the Internet and enhance the societal, legal and ethical understanding of all areas of 

security, risk and management
47,246,185.38 €

EXCELLENT SCIENCE—Marie Skłodowska-Curie Actions 3,989,295.61 €
Forensics topic 1: Tools and infrastructure for the extraction, fusion, exchange and analysis of big data including cyber-

offenses generated data for forensic investigation
11,992,553.25 €

Improve cyber security 3,603.831.75 €
INDUSTRIAL LEADERSHIP—Leadership in enabling and industrial technologies—Information and Communication 

Technologies (ICT)
1,999.951.25 €

Law Enforcement capabilities 2: Detection and analysis of terrorist-related content on the Internet 4,998,527.88 €
Maritime Border Security topic 1: radar systems for the surveillance of coastal and pre-frontier areas and in support of search 

and rescue operations
7,992,312.50 €

Preparatory Actions for new FET Flagships 999,250.00 €
PRIORITY 'Societal challenges 50,000.00 €
Total 101,457,752.12 €

1  https://​cordis.​europa.​eu/.
2  For the search in Cordis we combined these key words by using 
“and” as we wanted to find projects working in this field. Once we 
identified the key projects, we also checked all the project funded 
under the same call as they should answer to the same challenge. All 
the projects identified were included in our analysis as our goal was 
to have a large and complete dataset.

3  https://​www.​priva​nova.​com/​artif​icial-​intel​ligen​ce-​and-​ethics-​in-​eu-​
funded-​proje​cts/ and https://​www.​humane-​ai.​eu/​resea​rch-​roadm​ap/.

https://cordis.europa.eu/
https://www.privanova.com/artificial-intelligence-and-ethics-in-eu-funded-projects/
https://www.privanova.com/artificial-intelligence-and-ethics-in-eu-funded-projects/
https://www.humane-ai.eu/research-roadmap/
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above to contrast how they followed the EU-defined princi-
ples and rules for a trustworthy right-based AI. Instead of 
doing the analysis manually, we automatized the text search. 
We manually collected the CORDIS web pages containing 
information about selected projects. Then, we automated the 
information gathering process and stored them in Excel files. 
Regarding web searches, we did a similar process: we auto-
mated the queries, searching only inside the domains of the 
projects (i.e., only searching on web pages that are in https://​
www.​h2020-​dante.​eu/ and counting the number of pages that 
contain the word “gender”). We collected the total number 
of results obtained and stored the data in an Excel file.

To analyze previously defined aspects that an AI trust-
worthy system should include (be based on human rights 
and core European values; endorse the principle of non-
discrimination and integrate a solid ethical component and 
societal impact), we first established our selection criteria 
based on a–c, selected the variables for each aspect, and 
established three categories representing different elements 
of trustworthy AI: foundation, consequences, and regulation 
(see Table 3). These categories and variables were defined 
inductively based on the analysis of the founding documents 
of the EU's policy objectives.

The final choice related to values, human rights, discrimi-
nation, gender, race, and ethics as these are related to the 
main biases and risks that these technologies pose according 
to the literature and to the EU’s documents and guidelines 
(see Sect. 1: The European Digital Strategy; (Skeem and 
Lowenkamp [24]), and we checked whether they appeared 
in each of these projects' websites and related documents.

The selection of the words was made with special care. 
As can be seen, all selected words are well established not 
only in the literature on the subject, but also in the media and 
social networks. In our view, addressing some of the points 
such as the impact of artificial intelligence on human rights 
and ethics makes the use of these words unavoidable. How-
ever, languages are very rich in nuances, and it may be pos-
sible to address these issues without using the exact words.

We performed this analysis through a multiple-step pro-
cess in which we analyzed the total number of results in 
the search engine for a website, then the number of pages 
where the analyzed word appeared, and then we calculated 
the total percentage of words appearing on the website. We 
conducted this analysis because we believe that if these 
projects incorporated these values and principles into their 
way of doing things and the design of their technology, 
this should be reflected in the documents, deliverables and 

Table 2   EU research projects 
involved in AI for law 
enforcement

Acronym Start Date End Date Program Code EC Max Contribution

SpeechXRays 2015-05-01 2019-04-30 DS-02-2014 4,102.467,00 €
RANGER 2016-05-01 2019-12-31 BES-01-2015 7,992.312,50 €
ASGARD 2016-09-01 2020-11-30 FCT-01-2015 11,992.553,25 €
DANTE 2016-09-01 2019-02-28 FCT-06-2015 4,998.527,88 €
iBorderCtrl 2016-09-01 2019-08-31 BES-05-2015 4,501.877,50 €
PROTECT 2016-09-01 2019-08-31 BES-06-2015 4,981.752,50 €
VIRT-EU 2017-01-01 2019-12-31 H2020-EU.2.1.1 1,999.951,25 €
FIRE-IN 2017-05-01 2022-10-31 H2020-EU.3.7.6 3,496,241.25 €
GHOST 2017-05-01 2020-04-30 H2020-EU.3.7.4 3,603,831.75 €
ILEAnet 2017-06-01 2022-05-31 H2020-EU.3.7.6 3,482,146.25 €
DAREnet 2017-09-01 2023-02-28 H2020-EU.3.7.6 3,500,000.00 €
eNOTICE 2017-09-01 2023-08-31 H2020-EU.3.7.6 3,497,735.00 €
I-LEAD 2017-09-01 2023-02-28 H2020-EU.3.7.6 3,483,716.00 €
MAGNETO 2018-05-01 2021-04-30 H2020-EU.3.7.6 5,320,475.00 €
SEREN 4 2018-05-01 2021-08-31 H2020-EU.3.7.6 1,999,953.75 €
COPKIT 2018-06-01 2021-09-30 H2020-EU.3.7.6 4,986,973.75 €
EXERTER 2018-06-01 2023-05-31 H2020-EU.3.7.6 3,498,868.75 €
MEDEA 2018-06-01 2023-05-31 H2020-EU.3.7.6 3,495,843.75 €
NO FEAR 2018-06-01 2023-05-31 H2020-EU.3.7.6 3,495,957.50 €
ARCSAR 2018-09-01 2024-02-29 H2020-EU.3.7.6 3,492,021.25 €
PEN-CP 2018–09-01 2024-01-31 H2020-EU.3.7.6 3,496,253.13 €
D-ID 2018-12-01 2019-05-31 H2020-EU.3 50,000.00 €
Humane AI 2019-03-01 2020-04-30 FETFLAG-01-2018 999,250.00 €
SHERPA 2019-10-01 2023-09-30 RUR-01-2018-2019 4,999,747.50 €
NoBIAS 2020-01-01 2023-12-31 H2020-EU.1.3 3,989,295.61 €

https://www.h2020-dante.eu/
https://www.h2020-dante.eu/
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results disseminated. We conducted the same operation for 
each of the following values and then calculated the final 
result per project, as the graphs below show:

Subsequently, for a more in-depth analysis of the results, 
we selected 5 projects (ARCSAR, ASGARD, COPKIT, 
PROTECT, and VIRT-EU) and analyzed the content of their 
websites. The selection of this project was made based on 
the results of the projects in the previous phase.

We have chosen to analyze the PDF content hosted on the 
websites in this analysis. This content, mainly focused on 
dissemination materials and project deliverables, is a repre-
sentative sample of the website’s content. After extracting 
the text from the files, we displayed the information in a 
word cloud. We used the Python libraries PyPDF2 for text 
extraction and word cloud for the creation of the word cloud. 
We have also used the NLTK library to tokenize the words 
and remove stopwords. Specifically, the following steps have 
been performed:

–	 Extra whitespace has been removed, using regular 
expressions.

–	 Punctuation marks have been removed, using regular 
expressions.

–	 The words have been normalized, converting each one to 
lowercase.

During the development of our research, we identified 
several challenges and shortcomings:

•	 We tested the tool and the methodology only in several 
projects. In order to improve and consolidate our find-
ings, further development is needed to extend this analy-
sis to all funded projects developing AI.

•	 Our findings relate only to the project's dissemination 
material (e.g., websites and deliverables). However, 
whether we can extrapolate impact measurement to the 
projects themselves is unclear. Due to the security con-
straints of this type of project, the provided information 
is limited, and many deliverables are labeled as “confi-
dential.”

•	 We realized that our methodology penalizes those pro-
jects that have generated more content. For the same 
number of words flagged, those projects with fewer pages 
show higher or better results than those with more pages. 
Also, the other way around, those projects with much 
content, maybe less represented. In the same vein, some 
projects are related to the topic but may be broader (for 
example, not only includes LEAs, but also other emer-
gency services).

4 � Results and discussion

Our text-based qualitative analysis led to some findings that 
we try to summarize in the following points.

4.1 � The level of trustworthiness of AI for Law 
Enforcement EU‑funded research projects is 
very low

Our analysis reveals that while the trustworthy-related con-
cepts (values, human rights, discrimination, gender, race, 
and ethics) appear in the principal project analysis, they 
do not appear in the dissemination and deliverables (see 
Fig. 2). We aggregated the scores of our three categories 
(see Table 3), so the maximum available score is 300% 
(i.e., 100% per category). As seen in Fig. 2, few projects 
get a score higher than 50% (e.g., one of the analyzed terms 
appears on one page in two). Only one project (VIRT-EU) 
has some analyzed terms on over half of its web pages.

After analyzing all the scores, the most noticeable find-
ing in our analysis is that most project scores are shallow, 
i.e., they barely account for any of these concepts in their 
websites, dissemination, and communication (see Fig. 3). 
Most of the projects achieve a score under 0.11 (11%) in all 
analyzed categories: 20 projects for the category “Founda-
tion for Trustworthy” (human rights, values), 21 in Adverse 
consequences known to us (discrimination, race, gender), 
and 17 in bases as regulation (ethics):

Our selection of projects corresponded to various calls 
within the H2020 program. Specifically, the selected pro-
jects belonged to 13 different calls. As the Work program 
“Ensure privacy and freedom, including on the Internet and 
enhance the societal, legal and ethical understanding of all 
areas of security, risk and management,”4 gathered most pro-
jects identified in our search (13) and it was also the Work 
Program that received the higher funding, and that is why we 
zoomed into it. When we did so, our analysis revealed mixed 
results for the levels of trustworthiness (see Fig. 4). Two 
projects score well, while the rest do not exceed 3.5%. These 
data may indicate that the definition and drafting of the calls 
for research projects are insufficient to obtain deliverables 
and dissemination materials that are fully aligned with the 
values of the European Commission. Therefore, the sensi-
tivity of the consortia remains the key to integrating these 
values in the dissemination of project results.

From these graphs and our analysis, we can conclude that 
an analysis of the dissemination of information on research 
projects funded by the EU and geared toward developing 
AI solutions for law enforcement show a disconnect. Such 
disconnect appears first and foremost concerning their goals 

4  See https://​cordis.​europa.​eu/​progr​amme/​id/​H2020-​EU.3.​7.6.

https://cordis.europa.eu/programme/id/H2020-EU.3.7.6
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and promises as stated on their website and the subsequent 
project execution, implementation, and technology develop-
ment, which seems to vanish somehow. The second discon-
nect refers to the distance between the EU's policy goals 
supporting a trustworthy, responsible, non-discriminatory 
artificial intelligence in Europe and the actual funding 
poured toward developing such tools that do not consider 
much of the trustworthiness pillars that sustain such AI 
gears.

4.2 � There is barely trustworthy AI Word Usage in EU 
AI for Law Enforcement research projects

As some authors point out, language plays a role in con-
structing reality [6, 29, 30]. Using words such as gender, 
race, discrimination, or human rights in this type of project's 
dissemination material may help make these concepts more 
prominent in this area. A clear example of the impact of 
language and the incorporation of certain buzzwords in the 
technological field can be seen in most of these institutions’ 
corporate social responsibility policies.5 On the contrary, not 
mentioning these words may represent a lack of considera-
tion of essential concepts that should have a more prominent 
role in the project's foundations and execution.

Our analysis includes investigating much text within 
various websites and disseminating materials. The average 
number of pages we analyzed per project is 170, and the 
results are diverse. It seems clear that some terms are gain-
ing weight, especially those related to ethics. Nevertheless, 

Fig. 2   Level of trustworthiness 
in EU research projects for AI 
in law enforcement

Table 3   Categories for the foundation of Trustworthy AI based on 
our analysis

Category Variables

Foundation for Trustworthy AI Values
Human rights

Adverse consequences known to us Discrimination
Gender
Race

Basis as ‘regulation’ Ethics

5  Companies such as Google, Microsoft and IBM have published 
ethical principles for the development of their AI technology. They 
incorporate these words to show a concern for the respect of these 
values and ethical principles and a concern to combat biases.
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there is no significant progress in using these terms in the 
projects analyzed. The following graph also shows the une-
ven distribution of projects over time (for example, only two 
projects end in 2022, while nine end in 2022). This distribu-
tion may also partly affect the interpretation of the results 
(Fig. 5).

Although the increase in word usage may indicate an 
increase in attention paid to certain concepts, such interpre-
tation needs to be asserted in a specific context [6]. In this 
case, the concepts of discrimination, race, gender, and values 
are considerably lower. A salient result is how little race and 
gender are featured on all of these websites throughout the 
years, given that the literature has consistently highlighted 
how some of these systems discriminate against more sig-
nificant numbers of dark-skinned and female citizens (Buo-
lamwini and Gebru [5]; Rademacher et al. [21]) [22].

By using and building upon the results of our findings, 
we stress the role of the EU as a key AI actor, as required 
by European AI Strategy (pillar 1), while at the same time 
ensuring that the technologies fulfill the ethical requirements 
defined by European values and the fundamental-rights 
framework. In this respect, more work must be done for the 
EU to ensure that policy goals and research programs align 
to respect fundamental rights in a context where the stakes 
are high, as in the case of AI for law enforcement.

To perform a deeper analysis of this point, we have ana-
lyzed the words in the deliverables of 5 projects (ARC-
SAR, ASGARD, COPKIT, PROTECT, and VIRT-EU) and 
extracted the content of the PDF files. After preprocessing, 
we generated a word cloud for each of the projects (Fig. 6).

As we can see, some of the limitations identified in the 
methodology section are reflected. The ASGARD project 
does not have any of the analyzed terms among its most 

Fig. 3   Overall score of the level 
of trustworthiness

Fig. 4   Overall score of the 
level of trustworthiness: project 
overview
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named words. However, given the few pages that make up 
its website, it obtains high results in our metric. We can 
also observe that the analyzed projects would obtain a worse 
result in general if we only analyzed the PDF files. In gen-
eral, there are few appearances of the analyzed words in the 
analyzed deliverables and dissemination material.

4.3 � The lack of citizen and NGO involvement in AI 
for law enforcement is apparent

A recurrent concern from the EU is that there is little or 
practically no citizenry involvement in research projects 
concerning law enforcement. Not involving citizens in such 
domains is salient because while AI can support the exe-
cution of law enforcement tasks, it can also have adverse 

Fig. 5   Percentage of trustworthiness-related words analyzed in EU AI for Law Enforcement research projects

(a) ARCSAR project (b) ASGARD project (c) COPKIT project

(d) PROTECT project (e) VIRT-EU project

Fig. 6   Wordclouds of analyzed projects
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consequences on the fundamental rights of citizens. Aware 
of this issue, in 2020, the EU tried to change this narrative 
via different calls for proposals. For example, in the call 
for proposals “H2020-SU-AI-2020: Artificial Intelligence 
and security: providing a balanced assessment of opportuni-
ties and challenges for Law Enforcement in Europe,” under 
the specific topic “SU-AI03 Human factors, and ethical, 
societal, legal and organizational aspects of using Artifi-
cial Intelligence in support of Law Enforcement,”6 the EC 
stressed the importance of engaging “citizens and improving 
their perception of security.” To this end, in this call, the 
EC encouraged specifically “consortia involving relevant 
security practitioners, civil society organizations as well as 
Social Sciences and Humanities experts.”

This narrative shift seemed to be a big step toward one of 
the fundamental components of trustworthy AI. However, 
a close look at the call reveals something different. Accord-
ing to the information provided by the EC, this topic had 
considerably less available funding (1.5 M€) than the other 
two topics dedicated to AI development for law enforcement 

(17 M€). Although the call gathered more proposals (a total 
of 13 big consortiums applied), the resource provision and 
availability for analyzing the ethical, legal, and societal con-
sequences of such technology and the citizen involvement 
were considered more than 11 times less than the develop-
ment of technology. Apart from further deepening existing 
gaps in research funding for social science research, such a 
move relates more closely to ethics washing than to a serious 
consideration of the issues at stake for EU society.

To understand whether this was an isolated case or 
whether this EU practice was a recurrent issue, we looked 
closer at the partner configuration of the analyzed projects. 
The first signal that there is a disconnect is the classifica-
tion that the EC makes in CORDIS about the organizations: 
“Public bodies (excluding Research Organizations and Sec-
ondary or Higher Education Establishments),” “Higher or 
Secondary Education Establishments,” “Higher or Second-
ary Education Establishments,” “Private for-profit entities 
(excluding Higher or Secondary Education Establishments)” 
and “Other.” The NGOs and other civic organizations are 
inside this “Other” category.

The second finding is that the results for this category 
show that they are clearly underrepresented (Fig. 7):

It is not easy to imagine that the project proposals are 
equipped with the necessary knowledge about these tools' 
impacts on society if the groups representing parts of society 
are not considered. Although universities usually play such 
a role, and the groups focusing on ethical and legal aspects 
of these technologies have become more prominent, it is 
nevertheless true that academia has its problems. To bet-
ter understand the worries and concerns that certain groups 
have about society, they should be invited to participate in 
discussions revolving around technology development that 
may affect them directly or indirectly.

Fig. 7   Lack of NGOs in EU-
funded AI projects for security 
and law enforcement

6  See the call ‘Human factors, and ethical, societal, legal and organi-
zational aspects of using Artificial Intelligence in support of Law 
Enforcement’ within the program Secure societies—Protecting free-
dom and security of Europe and its citizens, at: https://​ec.​europa.​eu/​
info/​fundi​ng-​tende​rs/​oppor​tunit​ies/​portal/​screen/​oppor​tunit​ies/​topic-​
detai​ls/​su-​ai03-​2020;​callC​ode=​H2020-​SU-​AI-​2020;​freeT​extSe​archK​
eywor​d=;​match​Whole​Text=​true;​typeC​odes=1;​statu​sCodes=​31094​
501,31094​502,31094​503;​progr​ammeP​eriod=​null;​progr​amCcm​2Id=​
null;​progr​amDiv​ision​Code=​null;​focus​AreaC​ode=​null;​desti​nation=​
null;​missi​on=​null;​geogr​aphic​alZon​esCode=​null;​progr​ammeD​ivisi​
onPro​spect=​null;​start​DateL​te=​null;​start​DateG​te=​null;​cross​Cutti​
ngPri​ority​Code=​null;​cpvCo​de=​null;​perfo​rmanc​eOfDe​livery=​null;​
sortQ​uery=​sortS​tatus;​order​By=​asc;​onlyT​enders=​false;​topic​ListK​
ey=​callT​opicS​earch​Table​State.

https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/su-ai03-2020;callCode=H2020-SU-AI-2020;freeTextSearchKeyword=;matchWholeText=true;typeCodes=1;statusCodes=31094501,31094502,31094503;programmePeriod=null;programCcm2Id=null;programDivisionCode=null;focusAreaCode=null;destination=null;mission=null;geographicalZonesCode=null;programmeDivisionProspect=null;startDateLte=null;startDateGte=null;crossCuttingPriorityCode=null;cpvCode=null;performanceOfDelivery=null;sortQuery=sortStatus;orderBy=asc;onlyTenders=false;topicListKey=callTopicSearchTableState
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In our experience, the invitation to participate in civil soci-
ety is a necessary but not sufficient condition to achieve the 
goal requested by the European commission. This invitation 
has to be done in a space where both actors are trusted in the 
intentions and in the capabilities of counterparty. To create 
this space, it is necessary to create small actions to build this 
confidence, particularly in topics where the tensions between 
actors are strong (for example, NGOs and LEAs in human 
trafficking topic). The preparation stage of one proposal 
could be an interesting starting point to build this confidence.

5 � Conclusions and future work

There is a growing interest in making AI trustworthy, AI 
that respects and supports fundamental rights, at least in 
Europe. However, our research findings reveal existing dis-
parities between such good intentions enshrined in the EU 
policy goals for trustworthy AI and the actual EU research 
practices. This disconnect appears on different levels, some 
more noticeable than others:

–	 Research projects for AI in law enforcement do not echo 
the trustworthiness levels put forward by the EU institu-
tions;

–	 The language used in the project proposal and dissemina-
tion activities shows disparity and an overall disregard 
for trustworthy elements;

–	 In some projects, the funding made available for ethical 
and legal aspects is considerably lower than the budget 
for the development of the technology;

–	 The project partner composition shows a lack of involve-
ment of NGO and citizen organizations.

In a context like law enforcement, all this may have 
adverse consequences for society. Future work will thor-
oughly review existing literature and online resources to 
investigate the landscape of AI for law enforcement, identi-
fying market niches, underexplored applications, and their 
associated societal challenges and ethical barriers.

Equipping the ecosystem surrounding these technolo-
gies with a multidisciplinary understanding of the multi-
ple repercussions of AI for law enforcement is essential 
to remove barriers that prevent the uptake and acceptance 
of these technological advancements in security. For now, 
research projects dealing with law enforcement should find 
ways to facilitate NGO and citizen involvement and equip 
themselves with robust interdisciplinary knowledge to help 
them anticipate potential pitfalls in such a delicate arena. At 
the same time, more oversight from the EC should be put in 
place to understand how the EU policy goals align with the 
research agenda of the Union.
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