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ABSTRACT

Characterizing the physical conditions (density, temperature, ionization state, metallicity, etc) of the interstellar medium is critical to
improving our understanding of the formation and evolution of galaxies. In this work, we present a multi-line study of the interstellar
medium in the host galaxy of a quasar at z ≈ 6.4, that is, when the universe was 840 Myr old. This galaxy is one of the most active
and massive objects emerging from the dark ages and therefore represents a benchmark for models of the early formation of massive
galaxies. We used the Atacama Large Millimeter Array to target an ensemble of tracers of ionized, neutral, and molecular gas, namely
the following fine-structure lines: [O iii] 88 µm, [N ii] 122 µm, [C ii] 158 µm, and [C i] 370 µm – as well as the rotational transitions of
CO(7–6), CO(15–14), CO(16–15), and CO(19–18); OH 163.1 µm and 163.4 µm; along with H2O 3(0,3)–2(1,2), 3(3,1)–4(0,4), 3(3,1)–
3(2,2), 4(0,4)–3(1,3), and 4(3,2)–4(2,3). All the targeted fine-structure lines were detected, along with half of the targeted molecular
transitions. By combining the associated line luminosities with the constraints on the dust temperature from the underlying continuum
emission and predictions from photoionization models of the interstellar medium, we find that the ionized phase accounts for about
one-third of the total gaseous mass budget and is responsible for half of the total [C ii] emission. This phase is characterized by a
high density (n ∼ 180 cm−3) that typical of HII regions. The spectral energy distribution of the photoionizing radiation is comparable
to that emitted by B-type stars. Star formation also appears to be driving the excitation of the molecular medium. We find marginal
evidence for outflow-related shocks in the dense molecular phase, but not in other gas phases. This study showcases the power of
multi-line investigations in unveiling the properties of the star-forming medium in galaxies at cosmic dawn.

Key words. galaxies: ISM – galaxies: high-redshift – quasars: individual: PJ183+05 – galaxies: star formation

1. Introduction

Quasar host galaxies are among the first massive galaxies
emerging from the dark ages (z & 6). They host black
holes with masses that can exceed 109 M� (e.g., Willott et al.
2003; De Rosa et al. 2011; Wu et al. 2015; Bañados et al.
2018). They often form stars at high rates (SFR=100–
1000 M� yr−1; Bertoldi et al. 2003a; Walter et al. 2004, 2009;
Wang et al. 2008a,b, 2013; Leipski et al. 2014; Drouart et al.
2014; Venemans et al. 2018; Decarli et al. 2018). Immense
gaseous reservoirs (MH2 & 1010 M�) fuel this intense nuclear and
star formation activity (e.g., Walter et al. 2003; Bertoldi et al.
2003b; Wang et al. 2008a; Venemans et al. 2017a). The lumi-
nosity of emission lines associated with heavy elements and
ions in the broadline region (Kurk et al. 2007; De Rosa et al.

2011, 2014; Schindler et al. 2020), as well as the presence of
large reservoirs of dust in the interstellar medium (Wang et al.
2008a; Venemans et al. 2018), indicate that these galaxies are
already highly metal-enriched. The mass, star formation rate,
and metallicity of these early quasar host galaxies exceed those
of typical star–forming galaxies at z > 6 by several orders of
magnitudes (see, e.g., Vanzella et al. 2014; Bouwens et al. 2015;
Oesch et al. 2016; Harinake et al. 2018; Bañados et al. 2019;
Ota et al. 2018; Salmon et al. 2018; Curti et al. 2023). In this
respect, quasar host galaxies are arguably the most active and
some of the most evolved objects emerging from the dark ages.
They represent a challenge for models of early black hole and
galaxy coexistence (Volonteri 2012; Habouzit et al. 2016, 2017;
Agarwal et al. 2017; Yue et al. 2017; Lupi et al. 2019, 2022;
Romano 2022). Characterizing their early growth is therefore
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a mandatory step in understanding how first massive galaxies
formed.

Direct observations of the starlight in quasar host galaxies
at z & 6 are hindered by the unfavorable contrast against the
bright nuclear emission from the quasar, and by a combination
of redshift and dust obscuration that suppresses the observed rest-
frame UV emission and shifts the rest-frame optical emission into
the mid-infrared bands, where the atmosphere is opaque. These
limitations also affect nebular gas tracers (the hydrogen Balmer
lines: Hα, Hβ, Hγ, etc; ionized and neutral oxygen: [O iii] at
5008 Å, [O ii] at 3727 Å, [O i] at 6300 Å; ionized nitrogen [N ii]
at 6584 Å; etc) and will only be effectively overcome by data pro-
vided by the James Webb Space Telescope. On the other hand,
a wealth of information on the star–forming medium at z & 6
is accessible nowadays at sub-mm and mm wavelengths. Rest-
frame far-infrared (FIR) gas tracers detected in distant quasar host
galaxies include various rotational molecular transitions from,
e.g., carbon monoxide, CO; water, H2O; hydroxyl, OH (see,
e.g., Walter et al. 2003; Weiß et al. 2007; Wang et al. 2011, 2019;
van der Werf et al. 2011; Omont et al. 2011, 2013; Riechers et al.
2013, 2014; Venemans et al. 2017a; Yang et al. 2019; Li et al.
2020; Pensabene et al. 2021; Decarli et al. 2022). In addition,
many key elements and ions have fine-structure transitions at
these wavelengths, such as ionized carbon [C ii] at 158 µm; neu-
tral carbon [C i] at 370 µm and 609 µm; ionized nitrogen [N ii]
at 122 µm and 205 µm; ionized oxygen [O iii] at 52 and 88 µm;
and neutral oxygen [O i] at 63 µm and 146 µm. Many of these
lines have been detected in high–redshift galaxies over the
last few years (e.g., Maiolino et al. 2005, 2009; Walter et al.
2009, 2011, 2012; Ferkinhoff et al. 2011, 2015; Coppin et al.
2012; Combes et al. 2012; Nagao et al. 2012; Decarli et al.
2012, 2014; Venemans et al. 2012, 2017a,b; Carilli & Walter
2013; Brisbin et al. 2015; Gullberg et al. 2015; Capak et al.
2015; Pavesi et al. 2016; Uzgil et al. 2016; Bothwell et al. 2017;
Trakhtenbrot et al. 2017; Willott et al. 2017; Lamarche et al.
2017, 2019; Carniani et al. 2018; Hashimoto et al. 2019;
Novak et al. 2019; Tadaki et al. 2019; Boogaard et al. 2020;
Valentino et al. 2020; Sugahara et al. 2021; Harrington et al.
2021; Meyer et al. 2022). Combinations of these emission lines
can shed light on the gas mass in various phases of the interstel-
lar medium (ISM; see, e.g., Ferkinhoff et al. 2015; Zanella et al.
2018; Dunne et al. 2021 and the review of Carilli & Walter
2013); on the star formation rate (SFR; see, e.g., De Looze et al.
2014; Herrera-Camus et al. 2015, 2018); on metallicity (Z; see,
e.g., Nagao et al. 2012; Peng et al. 2021; Lamarche et al. 2022);
on the gas density (n), on the origin of the excitation mecha-
nism, and on the strength and hardness of the incident flux (for a
recent review, see Wolfire et al. 2022). While mapping individ-
ual clouds in multiple ISM tracers at high redshift is impossible
even with the excellent sensitivity and angular resolution pro-
vided by the Atacama Large Millimeter Array (ALMA), galaxy-
averaged observations of these tracers can shed light on global
properties of the ISM (e.g., on the mass budget in the ionized,
neutral, and molecular phases; on the contribution of the central
quasar to the ISM excitation; and on the total metallicity of the
galaxy; see, e.g., Romano 2022).

In this work, we present a multi-line study of the star-
forming medium in the host galaxy of the quasar PSO
J183.1124+05.0926 (hereafter, PJ183+05; RA: 12:12:26.97,
Dec.: +05:05:33.4) at z = 6.4386. This quasar was discovered
by Bañados et al. (2016) using color-color selections from the
Pan-STARRS1 database (Chambers et al. 2016) and follow-up
photometric and spectroscopic observations. The [C ii] luminos-
ity in this source is the highest among 27 quasars at z > 6 sur-

veyed in Decarli et al. (2018) and one of the highest from non-
lensed sources currently known at any redshift (e.g., Pavesi et al.
2016; Tadaki et al. 2019; Andika et al. 2020; Mitsuhashi et al.
2021). The quasar resides at a redshift that is convenient for
observations of various FIR emission lines that fall in transpar-
ent windows of the atmosphere at z ≈ 6.4. We targeted a suite of
lines sampling the molecular, neutral and ionized components of
the ISM in PJ183+05. The structure of the paper is as follows:
In Sect. 2, we present the observations and the data processing.
In Sect. 3, we analyze the dataset. In Sect. 4, we infer physical
quantities from the observed spectra and discuss our findings.
Finally, we present our conclusions in Sect. 5.

Throughout the paper, we adopt a flat ΛCDM cosmology
with H0 = 70 km s−1 Mpc−1, Ωm = 0.3 and ΩΛ = 0.7 (consistent
with the measurements by the Planck Collaboration XIII 2016).
Within this cosmological framework, z = 6.4386 corresponds to
a luminosity distance of DL = 62671 Mpc and an angular scale
of 5.491 kpc per arcsec.

2. Observations and data reduction

The dataset used in this project consists of the [C ii] 158 µm
observations of PJ183+05 presented in Decarli et al. (2018, pro-
gram ID: 2015.1.01115.S, PI: Walter); as well as data from a
dedicated ALMA program (ID: 2016.1.00226.S, PI: Decarli).
Observations were carried out in compact array configurations.
Table 1 summarizes the observations. Integration times ranged
between 8 and 80 min in each frequency setting. The quasars
J1229+0203 and J1222+0413 served as bandpass+pointing and
phase calibrators, respectively. Ganymede was observed for flux
calibration, with the exception of the band 8 observations for
which the quasar J1229+0203 served as flux calibrator.

We targeted the following fine-structure lines: [C ii] at
158 µm, [N ii] 122 µm, [C i] 370 µm, and [O iii] 88 µm. The [O i]
63 µm line was also scheduled for observations, but unfavor-
able weather conditions prevented the completion of the pro-
gram within Cycle 4. In addition, we targeted four rotational
lines from carbon monoxide: CO(7–6), CO(15–14), CO(16–15),
and CO(19–18); the OH doublet at 163.1 and 163.4 µm; and
five water vapor transitions: H2O 4(3,2)–4(2,3), 4(0,4)–3(1,3),
3(3,1)–3(2,2), 3(3,1)–4(0,4), and 3(0,3)–2(1,2)1.

Data were reduced and calibrated with the official ALMA
pipeline in CASA (McMullin et al. 2007, version 4.7.2). We
imaged the measurement sets using natural weighting, in order
to maximize the signal-to-noise ratio of line detections. The
[C ii] data presented in Decarli et al. (2018) were binned in
30 km s−1 channels. The other line observations presented here
are binned in 90 km s−1 wide channels. The expected line width
(∼375 km s−1 from the analysis of the [C ii] data) was thus sam-
pled in ∼4 independent channels, at the same time maximizing
the signal-to-noise ratio (S/N) in the lines. From each frequency
setting, we created two cubes, corresponding to the lower and
upper side bands. The cubes are cleaned to the 2-σ level, using
cleaning masks on the quasar.

Two-dimensional (2D) channel-by-channel fits of the quasar
emission at 88 µm in the rest-frame revealed that the emission
is spatially unresolved or only marginally resolved at >0.7′′ res-
olution (see also the analysis of the [C ii] emission presented in

1 Technically, we also have coverage for other water transitions at very
high J, such as the 8(4,5)–8(3,6) transition at 3495.358 GHz. However,
these transitions are expected to be extremely weak, and indeed none
of the J > 4 lines is detected. We thus restrict our analysis to J ≤ 4
transitions.
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Table 1. Summary of the observations.

Setup 1 2 3 4 5 6

Obs. date 2017-03-27 2017-03-22 2017-03-19 2016-01-27 2017-03-19 2017-01-04
Band 8 7 7 6 6 3
Ref.frequency [GHz] 456.12 330.79 293.89 255.50 245.69 108.40
Beam 0.9′′ × 0.8′′ 1.3′′ × 1.1′′ 1.8′′ × 1.0′′ 0.8′′ × 0.7′′ 1.6′′ × 1.3′′ 4.0′′ × 3.3′′
Int. time [s] 4890 3878 3126 514 2141 2005
RMS [µJy beam−1] 415 337 414 503 257 345

Notes. RMS refers to the observed noise per channel in the cleaned data cube, for a channel width of 90 km s−1, except for [C ii] (setup 4) which
is computed over channels of 30 km s−1 (see text).

Fig. 1. Observed ALMA spectra of PJ183+05 (histograms). The fitted continuum+line models are shown as thick red lines. Main transitions are
marked with vertical dotted lines.

Venemans et al. 2020). Therefore, we extracted the spectra of the
dust continuum and targeted lines in PJ183+05 on a single-pixel
basis. The extracted spectra are shown in Fig. 1.

3. Analysis

3.1. Spectral fits

We modeled the observed spectra as a flat continuum plus a
Gaussian profile for each line. This is shown to provide a good
description of the typical line profiles observed in z > 6 quasars
(Decarli et al. 2018). For the fitting, we used our custom Markov
chain Monte Carlo (MCMC) tool to sample the posterior prob-
ability of each fitted parameter. Because of the limited S/N of
some of the lines in our new data, we opted to assume a fixed
Gaussian profile for each transition, with the line’s full width
at half maximum of 375 km s−1, as observed for the [C ii] line
(Decarli et al. 2018). The redshift of the line, its normalization,
and the underlying continuum flux density are left free in the fit.
As priors, we used a Gaussian with a standard deviation of 0.002
around the [C ii] redshift, corresponding to ∼80 km s−1; a Gaus-
sian distribution for the line normalization (centered on a rough
estimate of the line flux based on the line peak and assumed
width); and a Maxwellian distribution for the continuum flux
density, with a scale width based on the median value of the
spectrum in each frequency tuning.

Figure 1 shows the spectra and their fits for all the frequency
settings used in this work. We list the results of the fits in Tables 2
and 3. The dust continuum is clearly detected in all the frequency
settings. We consider lines detected if the best fit of the line flux
(as inferred from the median value of the posterior distribution)

exceeds its 3-σ confidence level. For non-detections, we used a
line flux upper limit based on the 3-σ confidence level of the
posterior distribution, under the assumption of a fixed line width
(375 km s−1, based on [C ii]). All the fine structure lines in our
study, as well as the CO(7–6) line, the OH doublet, and the H2O
3(3,1)–3(2,2) and 3(0,3)–2(1,2) transitions match this criterion;
whereas the Jup ≥ 15 transitions from CO, and the transitions
involving the Jup ≥ 4 levels from H2O remain undetected and
will be considered as 3-σ upper limits in our analysis. We note
that for the sake of internal consistency, we refit the [C ii] line
with the same approach as all of the other lines analyzed in this
paper, rather than referring to values reported in the literature.

We derived the line luminosities as:

Lline

L�
=

1.04 × 10−3

1 + z
Fline

Jy km s−1

ν0

GHz

(
DL

Mpc

)2

, (1)

where Fline is the line flux, as measured by integrating over the
fitted Gaussian profile, ν0 is the rest-frame frequency of the tran-
sition, and DL is the luminosity distance; and then:

L′line

K km s−1 pc2
=

3.25 × 107

1 + z
Fline

Jy km s−1

(
ν0

GHz

)−2
(

DL

Mpc

)2

, (2)

(see Carilli & Walter 2013, for a discussion of line luminosity
definitions).

3.2. Dust continuum modeling

A modified black body provides us with a good description of
the dust continuum in PJ183+05. Under the assumption of a sin-
gle dust temperature, Tdust, the flux density at a given observed
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Table 2. Line measurements.

Line ν0 z F line
ν Lline e−τν

[GHz] [Jy km s−1] [108 L�]

Fine-structure lines
[O iii]88 µm 3393.01 6.4396 ± 0.0002 1.79 ± 0.12 33.3 ± 2.3 0.22
[N ii]122 µm 2459.38 6.4373 ± 0.0002 0.87 ± 0.08 11.8 ± 1.1 0.45
[C ii]158 µm 1900.55 6.4386 ± 0.0001 5.00 ± 0.09 52.2 ± 0.9 0.63
[C i]370 µm 809.34 6.4391 ± 0.0005 0.33 ± 0.11 1.5 ± 0.5 0.92

Carbon monoxide
CO(7–6) 806.65 6.4391 ± 0.0005 0.82 ± 0.09 3.6 ± 0.4 0.92
CO(15–14) 1726.60 – <0.25 <2.3 0.68
CO(16–15) 1841.34 – <0.27 <2.7 0.64
CO(19–18) 2185.13 – <0.27 <3.3 0.53

Hydroxyl
OH163.1 µm 1837.82 6.4389 ± 0.0001 0.63 ± 0.07 6.3 ± 0.7 0.65
OH163.4 µm 1834.75 6.4389 ± 0.0001 0.65 ± 0.07 6.5 ± 0.8 0.65

Water vapor
H2O 4(3,2)–4(2,3) 2462.93 – <0.27 <]3.7 0.45
H2O 4(0,4)–3(1,3) 2391.57 – <0.30 <3.9 0.47
H2O 3(3,1)–3(2,2) 2365.90 6.4376 ± 0.0003 0.29 ± 0.08 3.7 ± 1.0 0.48
H2O 3(3,1)–4(0,4) 1893.69 – <0.30 <3.1 0.63
H2O 3(0,3)–2(1,2) 1716.77 6.4380 ± 0.0004 0.32+0.04

−0.08 3.0 ± 0.7 0.69

Notes. Quoted limits are at 3-σ significance. Last column lists the opacity corrections computed for the best fit of the dust continuum, as described
in Sect. 3.2.

Table 3. Continuum flux density measurements.

Obs.freq. λ S ν

GHz [mm] [mJy]
(1) (2) (3)

97.435 3.077 0.244 ± 0.028
109.342 2.742 0.334 ± 0.051
231.946 1.293 3.81 ± 0.38
239.520 1.252 3.75 ± 0.38
246.646 1.215 4.33 ± 0.44
255.459 1.174 4.42 ± 0.45
280.875 1.067 5.82 ± 0.58
292.989 1.023 6.12 ± 0.61
319.788 0.937 8.15 ± 0.82
331.688 0.904 8.63 ± 0.86
457.035 0.656 12.52 ± 1.26
469.093 0.639 12.51 ± 1.26

frequency ν = ν0/(1 + z) results from the black body emissivity,
B(ν0,Tdust) observed against the cosmic microwave background
(CMB) at the quasar’s redshift, integrated over the source appar-
ent area, Ωs, and corrected for the effects of radiative transfer:

S ν =
Ωs

(1 + z)3 [B(ν0,Tdust) − B(ν0,TCMB)] [1 − exp(−τν0 )], (3)

where:

B(ν0,T ) =
2 h ν3

0

c2

1

exp
(

hν0
kbT

)
− 1

, (4)

is the black body emissivity law, h is the Planck constant, c is
the speed of light, and kb is the Boltzmann constant. The tem-
perature of the CMB is TCMB = 2.725 (1+z) K = 20.27 K at the

quasar’s redshift. The radiative transfer correction consists of a
transmissive term and an absorbed term, where τν0 is the optical
depth:

τν0 =
κ(ν0) Mdust

ΩsD2
A

. (5)

Here Mdust is the dust mass seen within a solid angle Ωs; DA =
DL (1+z)−2 is the angular diameter distance; and κ(ν0) is the dust
emissivity law, for which we adopt an interpolation of the values
reported in Table 5 of Draine (2003) at ν0 > 1500 GHz, and a
power-law extrapolation κ(ν0) = 6.37 (ν0/1500 GHz)β cm2 g−1 at
lower frequencies. In this framework, the overall dust continuum
is uniquely determined by a combination of four parameters:
Tdust, Ωs, Mdust, and β, which we determined via a MCMC fit. As
priors, we adopt a log-normal distribution in T̃dust = Tdust−TCMB
with scale parameter T̃ref =100 K −TCMB for the dust temper-
ature (for reference, typical dust temperatures in quasar host
galaxies at high redshifts are in the range Tdust = 40−100 K; see,
e.g., Walter et al. 2022). For the angular size, Ωs, we adopted
a Gaussian distribution around the spatial extent reported in
Venemans et al. (2020; deconvolved dust sizes: 0.45′′ × 0.35′′ ≈
2.4 × 1.9 kpc2). The width of the prior distribution is set to
30% of the central value. We also adopt a log-normal distri-
bution for the prior on the dust mass, centered around Mdust =
108 M� (based on the values typically found in z > 6 quasars,
see, e.g., Venemans et al. 2018) and with a 1-σ width of 1 dex;
and a log-normal distribution centered on β = 1.5 with a 1-σ
width of 0.1 dex (see, e.g., Beelen et al. 2006). We found Tdust =
47.0+1.5

−2.0 K, Ωs = 0.155+0.029
−0.022 arcsec2 (≈ 4.67+0.87

−0.66 kpc2), log
Mdust/M� = 8.94+0.06

−0.05, and β = 1.840.15
−0.16. Figure 2 shows the best-

fit model. Figure 3 shows the posterior distributions of the fit-
ted parameters. The most identifiable correlation relates the dust
mass and temperature, as expected in the optically thin regime
(from Eqs. (3) and (5), for τ � 1).
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Fig. 2. Observed dust spectral energy distribution in PJ183+05. We plot
the observed spectra and best-fit continuum flux density estimates from
the spectral analysis as black lines and red points with error bars, respec-
tively. The best-fit model is shown in blue, while a random subset of the
models within the 1-σ confidence level are shown in gray for reference.
The broad range of frequencies sampled in our study allows us to pre-
cisely pin down the dust temperature in this source.

We also inferred posterior distributions for derived parame-
ters, namely, the optical depth at the [C ii] frequency, τ1900 GHz,
and the IR luminosity, LIR. Equation (5) gives us τ1900 GHz.
The IR luminosity is computed by integrating the dust emis-
sion model in the range IR luminosity in the 8–1000 µm wave-
length range. We find an optical depth at the frequency of
[C ii] of τ1900 GHz = 0.48 ± 0.04 and an IR luminosity of
log LIR [L�]=12.98+0.04

−0.03. The posterior distributions for LIR and
τ1900 GHz are also shown in Fig. 3.

We defined the colors of the best-fit template of the dust
emission as the ratios between the rest-frame monochromatic
luminosities of the dust at different wavelengths. Namely, for
PJ183+05, we measured C(60/100) = 0.84 and C(88/122) =
1.4 for the colors between λ0 = 60 and 100 µm and 88 and
122 µm, respectively.

3.3. Emission line modeling

In order to put our observations in the context of the physical
properties of the interstellar medium in PJ183+05, we derived
analytical predictions based on first principles, and comple-
mented them with grids of predicted line ratios using the pho-
toionization code Cloudy (Ferland et al. 1998, 2013, 2017). We
treated all the emission lines as arising from three distinct com-
ponents (ionized, neutral, molecular), each described with a
simple parametrization (e.g., constant density throughout each
cloud). This is clearly a crude approximation that does not cap-
ture the complex structure of the ISM in galaxies. For instance,
both spatial and velocity shifts have been reported among
[O iii] and [C ii] emission in high-z galaxies (e.g., Carniani et al.
2018). However, these approximations suffice in order to infer
luminosity–weighted properties of the galaxy as a whole.

Fig. 3. Corner-plot posterior distributions for the parameters used in
the dust SED modeling: the dust temperature, Tdust; the observed solid
angle of the emitting region, Ωs; the mass of dust, Mdust; and the dust
emissivity index, β. In the corner plots, darker points show values corre-
sponding to higher posterior probabilities. We also show the marginal-
ized posterior distributions for the dust optical depth at the frequency of
[C ii], τ1900 GHz; and of the infrared luminosity, LIR. In all the marginal-
ized distributions, the median values are marked with a dashed line, and
the values corresponding to the 1-σ confidence intervals are marked
with dotted vertical lines.

3.3.1. Analytical prescriptions from first principles

Analytical prescriptions and empirical scaling relations can pro-
vide us with a back-of-the-envelope approach to the radia-
tive transfer problem. They rely on a number of simplifica-
tions and assumptions (e.g., photoionization equilibrium, local
thermal equilibrium) that are not likely to prove universally
valid for studies the ISM of a galaxy in detail. However,
this method allows for a straightforward interpretation of the
observed line ratios in terms of physical quantities. Analytical
implementations of the radiative transfer in ionized bubbles can
work remarkably well, when compared with more sophisticated
Cloudy models (see, e.g., Yang & Lidz 2020; Lamarche et al.
2017, 2022).

In order to predict the luminosity of the ionized gas tran-
sitions in our study, we assumed that a fully ionized gas (i.e.,
volume density n = ne) is in local thermodynamical and pho-
toionization equilibrium, with Tgas setting the energy distribu-
tion of the electrons following a Maxwell distribution. Free
electrons are the main collision partners in a fully ionized gas
cloud. Bound electrons are excited to energy levels beyond
ground state via collisions and are de-excited via collisions and
radiation. The population of level2 i is thus set by solving a sys-
tem of linear equations of the form:

dni

dt
=

∑
j,i

R jin j − ni

∑
j,i

Ri j = 0. (6)

2 Following the literature (e.g., Draine 2011), we use the indexes i, j
for pairs of energy levels in no particular energy order, and the indexes
l, u whenever it will be convenient to distinguish “lower” and “upper”
energy levels.
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Table 4. Critical densities for the main far–IR fine-structure lines from
the ionized gas considered in our work, computed for different gas tem-
peratures Tgas.

Ion Line Tgas [K]
5000 10 000 20 000

(1) (2) (3) (4) (5)

[N ii] 1–0 127 169 222
[N ii] 2–1 199 260 333
[O iii] 1–0 1307 1798 2496
[O iii] 2–1 2227 3048 4163
[C ii]ion 3/2–1/2 41 54 71

Notes. For [C ii], we consider the ionized component only.

Here, Rul are the rates at which electrons are de-excited from a
higher-energy level u to a lower-energy level l:

Rul = nkul(Tgas) + (1 + nγ,ul) Aul, (7)

where nγ is the photon occupation fraction, nγ = c3 (8π hν3)−1 uν,
and uν is the energy volume density of the radiation field. On the
other hand, Rlu represents the rates at which electrons are excited
from l to u:

Rlu =
gu

gl

[
nkul exp

(
−

Eul

kbTgas

)
+ nγ,lu Aul

]
. (8)

Here, Aul are the Einstein coefficients, gi are the statistical
weights of the levels, kul(Tgas) are the collision rates:

kul(Tgas) ≈
8.629 × 10−6

[cm−3 s−1 K1/2]
Ω(l, u)
gu

√
Tgas

, (9)

while Ω(l, u) represents the collision strengths, which we take
from Appendix F of Draine (2011). The energy difference
between two energy levels is Eul = hνul. We assume that nγ is
negligible. For six-electron ions (C, N+, O++), we considered a
five-level structure where electrons populate the 3P0 (ground),
3P1, 3P2, 1D2, or 1S 0 levels, corresponding to gi = (2 J + 1) = 1,
3, 5, 5, and 1, respectively. For five-electron ions (specifically,
C+), we only considered the two lower energy levels, 2P1/2
(ground) and 2P3/2, as the next levels (4P1/2, 4P3/2, 4P5/2) are
only significantly collisionally populated at Tgas & 50 000 K.

From our analysis, we inferred the critical densities of the
various levels, namely, the densities at which collisional de-
excitation equals radiative de-excitation:

ncrit,i =

∑
j<i Ai j∑

j,i ki j(Tgas)
. (10)

Table 4 lists the critical densities thus computed for the relevant
transitions.

Solving the system of Eq. (6) as a function of n and Tgas
allows us to determine the fraction of the electron population in
each level. This is shown in Fig. 4. The line luminosity associ-
ated with an optically thin transition is then:

Lul = nu Aul hνulV, (11)

where V is the total volume in Hii regions. Compared to the
analysis of, for instance, Yang & Lidz (2020), we assumed that
all the ionizing photons contribute to the photoionization equi-
librium, and that the sizes of the bubbles where O++, N+, and H+

Fig. 4. Results from the analytical model of the fine-structure line emis-
sion associated with O++, N+ and, C+ ions in the ionized medium, as
described in Sect. 3.3.2. Energy levels are populated by collisions with
electrons and depopulated by collisions and by radiative de-excitation.
We assume local thermal equilibrium, thus the number of collisions
depends only on the gas temperature, Tgas, and density, n. The vast
majority of electrons reside in the 3PJ levels.

reside are comparable. In Sect. 4, we discuss the impact of these
assumptions.

We assumed that photoionization sets the abundance of ions.
For a given template of the ionizing source, we can derive the
number of photons emitted by the photoionizing source per unit
time that are energetic enough to ionize different elements and
ions. Namely, for a species XN with N marking the ionization
state (0=neutral, 1=first ionization, 2=second ionization, etc),
we have:

Q(XN) =

∫ ∞

νion

Lν
hν

dν, (12)

and we define its net equivalent as the difference between the
number of photons emitted per unit time that can photoionize
XN into XN+1, minus the photons that can photoionize XN+1 into
XN+2:

Qnet(XN) = Q(XN) − Q(XN+1). (13)

Figure 5 offers a comparison of the templates used in our
radiative transfer analysis and their yield in terms of flux of
photons energetic enough to singly and doubly ionize nitrogen,
as well as doubly and triply ionize oxygen. As the source of
photoionization, we considered either a black body with vary-
ing temperature, T∗ (mimicking the impact of individual mas-
sive stars), an AGN, or a single stellar population. For the
AGN case, we adopt the default template in Cloudy (based on
Zamorani et al. 1981; Francis et al. 1993; Elvis et al. 1994):

Fν0 = ν−0.5
0 exp

(
−

hν0

kbTBB

)
exp

(
−

kbTIR

hν0

)
+ a ν−1

0 , (14)

with theIRcutoffdeterminedbykbTIR = 0.136eVorTIR = 1580K,
the Blue Bump temperature set to TBB = 1.5× 105 K, and
a = 2.4× 106 is a coefficient set to define the relative strength
of the Blue Bump and the X-ray corona, which, in our case, is
constrained by the requirement that αox =−1.4. For the single
stellar population model, we refer to Bruzual & Charlot (2003)
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Fig. 5. Template comparison for the photoionizing source. Top panels:
Rest-frame flux density of the AGN template (solid black lines), of
black bodies with different temperatures T∗ (dotted lines in the left-hand
panel) and single stellar populations with different ages (dotted lines in
the right-hand panel). The frequency threshold of photons responsible
for the ionization of hydrogen, nitrogen, oxygen relevant to this study
are marked for reference. Bottom panels: Ratio of O+ to N-ionizing pho-
tons produced by different templates, as a function of T∗ (black bodies;
left-hand panel) and burst age (right-hand panel). Empty circles refer to
values integrated at any ν0 > νion, while filled circles refer to the “net”
values (see Eq. (13)).

models with solar metallicity and for a Salpeter initial stellar
mass function, computed at various time steps after the initial
burst. The hardness of the radiation field from these templates,
gauged by Q(O+)/Q(N), increases with T∗ for the black body
templates, reaching the AGN value for T∗ ≈ 50 000 K. The sin-
gle stellar population shows a non-monotonic behavior, due to
the rapid evolution of the most massive stars from the main
sequence to the asymptotic giant branch phase; but we find an
overall trend, with the Q(O+)/Q(N) ratio slowly decreasing in
the first ∼10 Myr since the burst, followed by a rapid decline as
all massive (O, B-type) stars evolve out of the main sequence.

The analytical model used for the ionized medium cannot be
trivially expanded to the PDR/XDR regime. In this regime, colli-
sion excitation/de-excitation terms need to account for multiple
collision partners (electrons, neutral H atoms, para-H2, ortho-H2,
He, etc), the abundance of which depends on the ionization and
dissociation conditions in different layers of the clouds. Further-
more, the chemistry itself of the neutral and molecular phases is
more complicated (e.g., photo-dissociation of carbon monoxide
molecules alters the abundance of neutral carbon atoms in the
clouds). Opacity is often non-negligible (both for lines and con-
tinuum). Finally, many parameters are interconnected (e.g., the
kinetic temperature of the gas, Tgas, might be partially coupled
with the dust temperature, Td). For instance, Harrington et al.
(2021) built upon the formalism outlined in Weiß et al. (2007)
to solve the radiative transfer problem simultaneously for the
dust and the molecular gas. Their modeling involves seven free
parameters (gas density, n; gas kinetic temperature, Tgas; dust

temperature, Tdust; turbulence velocity; virial velocity gradient;
carbon abundance, [C/H2]; scale size of the emitting region) for
each gas component. Other parameters, such as the [CO/H2]
abundance of the gas-to-dust mass ratio, are set independently.
Their approach allows them to characterize various physical
properties of the dust and molecular gas in a sample of Planck–
selected sub-mm galaxies. While the method by Harrington et al.
(2021) can in principle be applied here, our observational con-
straints (in particular concerning the CO spectral line energy dis-
tribution) are too sparse to lead to informative results. For the
analysis of the neutral and molecular regimes, we thus opted to
stick to the Cloudy models presented in Pensabene et al. (2021)
and summarized in the next section.

3.3.2. Cloudy modeling

We based our Cloudy analysis on the models presented in
Pensabene et al. (2021) and Meyer et al. (2022). Namely, we
modeled the ISM as a homogeneous plane-parallel slab of gas
exposed to a radiation field. We independently model the ion-
ized versus neutral and molecular phases.

For all the input templates of photoionization sources, we
fix the ionization parameter, U, which represents the density of
ionizing photons per hydrogen atom:

U =
Q(H)

4π r2 n c
, (15)

where Q(H) is the number of hydrogen-ionizing photons emit-
ted per unit time by the photoionizing source and r is the
distance between the photoionizing source and the cloud.
Rigopoulou et al. (2018) used the dust color C(88/122) as a
proxy for the ionization parameter. Following their approach, the
measured C(88/122) ≈ 1.4 corresponds to log U = [−1.9,−2.5]
for a gas density of n = [10, 1000] cm−3, respectively (see their
Fig. 4). As we aim to compare the emission of lines with differ-
ent ionization energies close to or above the ionization energy of
hydrogen, for this part of the analysis, it is more critical to study
the hardness of the radiation field at energies higher than the ion-
ization energy of hydrogen. We thus use a fixed log U = −2 in
our analysis.

We assumed that the gas volume density is constant within
the cloud and we sampled the line emissivity over a range
of log n [cm−3] = [0,+3] in steps of 0.25 dex. We assumed
both ISM and PAH grains. The metallicity3 in our grids ranges
between log Z [Z�] = [−1,+0.4] in steps of 0.2 dex. Our mea-
surements are sensitive to the relative abundance of elements
rather than to metallicity per se. Various works have addressed
how to infer metal abundances and metallicities based on far-IR
FSL transitions, occasionally aided by observations of nebular
rest-frame optical lines (e.g., Peng et al. 2021; Lamarche et al.
2022). Here, following Nicholls et al. (2017), for the abundances
of carbon, nitrogen, and helium, we adopted:

log [C/O] = log
(
10−0.8 + 10log [O/H]+2.72

)
, (16)

log [N/O] = log
(
10−1.732 + 10log [O/H]+2.19

)
, (17)

log [He/H] = −1.0783 + log
(
1 + 0.1703

Z
[Z�]

)
, (18)

3 Throughout the paper, we implicitly refer to the metallicity and abun-
dances of the gas phase only, defined as Z = log [O/H] + 12. We refer
the interested reader to Nicholls et al. (2017) for prescriptions on how
to map these quantities to the equivalent stellar ones.
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and we use the default ISM abundances in Cloudy and a linear
scaling with [O/H] for all the other elements.

We also included a CMB background computed at the
source’s redshift, and a turbulence with an RMS of 100 km s−1.
We stopped the integration when we reach a ionized fraction of
xHI = 0.05.

For the ionized medium, we ran Cloudy for all the tem-
plates shown in Fig. 5. For the neutral and molecular phases,
we adopted the models of photon-dominated regions (PDRs) and
X-ray dominated regions (XDRs) presented in Pensabene et al.
(2021). In brief, we computed the radiative transfer using Cloudy
for a grid of 15 × 18 × 3 combinations of gas volume density,
intensity of the radiation field, and column density. For the for-
mer, we adopted log n [cm−3] = [2, 6] (0.29 dex spacing). For
the latter, we adopted a range of log G0 = [1, 6] (0.29 dex spac-
ing) for PDRs, and log FX [erg s−1 cm−2] = [−2.0, 2.0] (0.24 dex
spacing) for XDRs. Contrary to what we have done for the ion-
ized medium, here we fix the shape of the stellar template using
a black body with T∗ = 50 000 K, as the intensity of the radia-
tion field is more critical in setting the PDR conditions. For the
AGN, we adopt the same template as in Eq. (14). We adopted the
default Cloudy recipes for the cosmic ray ionization rate back-
ground.

The total cloud column density lies in the range
log NH [cm−2] = [22, 24] (1 dex spacing). A higher column
density NH > 5 × 1023 cm−2 is required to properly model
H2O and OH emission (e.g., Goicoechea et al. 2005, 2006;
González-Alfonso et al. 2014; Pensabene et al. 2022). However,
because of the sparsity of the water and hydroxyl transitions
studied here, an extensive analysis of the radiative properties of
these molecules is beyond the scope of this work.

4. Results

In this section, we use the observed line luminosities to infer
physical properties of the ISM.

4.1. Opacity

If the line-emitting clouds are interspersed within the dusty
medium, the line emission should be corrected for opacity. In
Sect. 3.2, we inferred a non-negligible opacity, τν ≈ 0.47 at the
frequency of [C ii]. For this opacity, the flux density emerging at
ν0 ∼ 1900 GHz is two-thirds of the intrinsic value. The higher
the frequency, the larger the correction (see Eq. (5)), with the
largest value amounting to 4.6 for [O iii]. The extinction values
computed at the frequencies of the lines studied in this work are
listed in Table 2.

If we correct for opacity by scaling all the line luminosities
by a factor eτν , we find that the intrinsic [N ii]122 µm/[N ii]205 µm
ratio would be 1.77× higher than the observed value, while
the intrinsic [O iii]88 µm/[N ii]122 µm would be 2.05× higher than
the observed value. Our measurements for the molecular phase
would be virtually unaltered, given that they mostly rely on
lower-frequency lines. As we show in the following subsec-
tions, applying these corrections would result in a higher esti-
mate of the electron density (n > 200 cm−3) and a slightly harder
radiation field. However, the actual values of such corrections
strongly depend on how the line-emitting gas clouds and the
dust are distributed along the line of sight, which is unknown.
Because of this uncertainty and due to the modest impact that
this correction would have on our final results, we opted not to
apply the opacity correction to our fiducial measurements.

4.2. Inferred [N ii]205 µm and the origin of [C ii]

We estimate the luminosity of the [N ii]205 µm line following the
empirical trend presented in Lu et al. (2015) for a sample of local
luminous IR galaxies:

log [NII]/[CII] = (−0.65±0.08) C(60/100)− (0.66±0.06), (19)

where the [N ii]205 µm to [C ii]158 µm line ratio is tied to the color
of the dust emission, C(60/100), computed as the ratio between
the rest-frame flux density at 60 and 100 µm. In the case of
PJ183+05, C(60/100) = 0.84, yielding log L[NII] [L�]≈ 8.51 ±
0.23, where the uncertainty is dominated by the scatter in the
relation from Lu et al. (2015). The [C ii]158 µm and [N ii]205 µm
lines both have relatively low critical density (see Table 4,
assuming electrons as collision partners) and have similar ion-
ization energies (14.5 eV for nitrogen, 11.2 eV for carbon). In the
ionized medium, their luminosity ratio is thus determined almost
exclusively by the abundance ratio, [C+/N+]. This is confirmed
by both our Cloudy modeling and our analytical prescription, as
shown in Fig. A.1. We find that for the ionized component alone,
the expected [C ii]ion

158 µm/[N ii]205 µm luminosity ratio is 6–12 at
low densities, and 10–20 at high densities, with the spread com-
pletely dominated by the relative abundance. Romano (2022) has
recently reviewed the evolution of carbon, nitrogen and oxygen
in galaxies. Here, we refer to the Nicholls et al. (2017) calibra-
tion, which yields [C+/H] = 2.6 × 10−4 and [N+/H] = 6.2 × 10−5

at solar metallicities, or [C+/N+]=4.28. On the other hand, in
the literature, it is common to follow Oberst et al. (2006), who
rely on the abundance estimates in Savage & Sembach (1996),
[C+/H]=1.4× 10−4 and [N+/H]=7.9× 10−5. These slightly lower
(higher) carbon (nitrogen) abundances result in a ∼2.4 lower rel-
ative abundance, [C+/N+]=1.77.

Because [N ii] only arises from the ionized medium, while
[C ii] can trace both the ionized and the neutral/molecular
medium in PDR/XDR regimes, we can use the expected
[C ii]ion

158 µm/[N ii]205 µm luminosity ratio based on our modeling
(see Fig. A.1) to estimate the fraction of the [C ii] emission
which arises from the PDR/XDR environment:

f ([CII]PDR) =
[CII]PDR

[CII]
≈ 1 − 9

[NII]
[CII]

≈ 0.44, (20)

for a gas density of n ∼ 180 cm−3 and solar metallicities. We
point out that this value is highly sensitive to the assumed
relative abundances. If we adopt the traditional values from
Savage & Sembach (1996), we find a much higher f ([CII]PDR) =
0.81.

4.3. Electron density and size of the Hii regions

The ratio between the two far-IR fine-structure lines of [N ii]
at 122 µm and 205 µm is independent of metallicity (as they
are two transitions associated with the same ion). It is also
insensitive to the hardness of the radiation field and to the gas
temperature, due to the low energy of the 3P1 and 3P2 levels
(E/kb = 70 and 188 K, respectively) compared to the typical
electron temperatures in the ionized medium (Tgas = 5000–
20 000 K). On the other hand, the two transitions have different
critical densities (see Table 4). Thus, their luminosity ratio is
sensitive to the electron density in the range 3–3000 cm−3. This
is shown in Fig. 6, where again we show both the results from
our Cloudy models and from our analytical prescriptions. The
two approaches lead to consistent results throughout the range of
interest. Using the measured [N ii]122 µm luminosity from Table 2,
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Fig. 6. Predicted [N ii]122 µm/[N ii]205 µm luminosity ratio, as a function
of the gas density. The results from our Cloudy models are shown as
colored symbols, with small offsets introduced for the sake of clarity.
These models are color-coded by the hardness of the impinging radi-
ation field, parameterized as the effective temperature of black bodies,
T∗. We also show the predicted ratios for our analytical prescriptions
as solid lines, color-coded by gas temperature, Tgas. The observed ratio
is marked with green shading. The predicted ratio is practically inde-
pendent of T∗ or Tgas, and is solely determined by the gas density, n.

and the inferred [N ii]205 µm from the previous section, we find a
ratio of log[N ii]122 µm/[N ii]205 µm = 0.56+0.23

−0.16, corresponding to
a gas density of log n [cm−3] = 2.26 ± 0.35.

Our density estimate allows us to compute a fiducial vol-
ume occupied by the ionized gas, by comparing the observed
line luminosity with the population fraction and gas density
estimated via models. For Tgas = 10, 000 K, n=180 cm−3, and
Z = Z�, using Eq. (11) in the case of the [N ii]122 µm transi-
tion, we obtain an effective volume of the ionized gas, Veff

HII ∼

0.2 kpc3. Assuming this volume is organized in a collection
of NHII spherical Hii regions, the Stromgren radius would be
∼ 360 (NHII)−1/3 pc.

4.4. Hardness of the radiation field and metallicity

The first ionization energies of carbon, nitrogen and oxygen
are 11.26, 14.53, and 13.61 eV, respectively. Their second ion-
ization happens at 24.38 eV, 29.60 eV, and 35.11 eV, respec-
tively. Finally, the third ionization energy of oxygen is 54.93 eV.
Thus, the ratios [O iii]/[C ii]ion and [O iii]/[N ii] are sensitive to
the hardness of the photoionizing radiation, namely, the relative
number of photons produced per unit time in the band 35–55 eV
vs. the band 14–25 eV (see Fig. 5). In addition, these line ratios
also depend on the relative abundance of the elements and on the
gas density (see Table 4). Assuming the best-fit value for n from
Sect. 4.3, we can use the Cloudy models and analytical prescrip-
tions described in Sect. 3.3.2 to predict the [O iii]88 µm/[N ii]122 µm
ratio as a function of the hardness of the radiation field, param-
eterized as the effective temperature of a black body, T∗, and of
metallicity, Z. We opt to focus on the [O iii]/[N ii] ratio rather

Fig. 7. [O iii]88 µm/[N ii]122 µm luminosity ratio as a function of metallic-
ity Z and hardness of the photoionizing radiation, parameterized as the
temperature of an equivalent black body, T∗, computed from Cloudy
models assuming a gas density of n = 180 cm−3. The shaded area marks
the observed line ratio and its 1-σ confidence interval. The line ratio is
nearly independent of metallicity at Z . 0.5 Z� (see Eq. (17)), while it
is strongly sensitive to the hardness of the ionizing radiation. Our obser-
vations point to a value of T∗ = 21 000–32 000 K.

than on the [O iii]/[C ii]ion ratio because of the uncertainties on
f ([C ii]PDR), discussed in Sect. 4.2.

Our predictions are shown in Figs. 7 and 8. We find that the
[O iii]88 µm/[N ii]122 µm ratio shows only a mild dependence on
the gas metallicity. The evolution of the [N/O] relative abun-
dance set by Eq. (17) suggests that the ratio is constant at
low metallicities (Z < 0.1 Z�, in the regime of primary abun-
dances, where the enrichment is dominated by core-collapse
supernovae) and becomes nearly linear with Z only at Z > Z�
(where the secondary abundances arise due to delayed nucle-
osynthesis in intermediate-mass stars; see Nicholls et al. 2017).
On the other hand, the [O iii]88 µm/[N ii]122 µm luminosity ratio
is strongly sensitive to the hardness of the photoionizing radi-
ation. In the case the input source is a black body, we find that
that the expected line ratio changes by 2–3 dex for T∗ ranging
between 20 000 and 40 000 K. The AGN template yields a very
high [O iii]88 µm/[N ii]122 µm luminosity ratio, ∼50 times higher
than observed. Finally, the single stellar population templates
predict very high [O iii]88 µm/[N ii]122 µm luminosity ratios in the
first ∼5 Myr, followed by a rapid decrease, with virtually no
significant [O iii]88 µm expected ∼ 10 Myr after the burst. The
observed line ratio points to a T∗ ≈ 25 000 K for Z = Z�, or a
burst age of ≈9 Myr.

We notice that our Cloudy models and analytical pre-
scriptions agree on qualitative but not quantitative terms (see
Appendix A). Because the two approaches are consistent in the
other diagnostics discussed so far (involving n, Tgas, and Z), we
argue that the discrepancies arise due to the simplistic assump-
tions made in the analytical prescriptions concerning the bud-
get of ionizing photons Q(N) and Q(O+). That is to say, our
prescription assumes that all of the photons contribute to the
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Fig. 8. [O iii]88 µm/[N ii]122 µm luminosity ratio, computed with Cloudy,
assuming n = 180 cm−3 and Z = Z�, for the various templates adopted
in our study: A black body radiation of various temperatures, T∗; an
AGN as described in Eq. (14); and a single stellar population with dif-
ferent burst ages, based on Bruzual & Charlot (2003). The observed line
ratio is marked with a light green shading. The observed line ratio is
consistent with the expectations for a black body of T∗ ≈ 25 000 K or
with a single stellar population with age ≈9 Myr. The AGN template,
as well as templates involving either hotter black body temperatures,
or lower stellar population ages, appear to over-predict the [O iii]/[N ii]
luminosity ratio.

photoionization of nitrogen and oxygen. A more realistic
description would consider the competing role of hydrogen pho-
toionization within different layers of the cloud, and the fre-
quency dependence of the cross-section of the process (∝ ν−3).
A more refined analytical description of the internal ionization
structure of Hii regions is possible (see, e.g., Yang & Lidz 2020).
However, due to the steep dependence of the observed line ratio
on T∗, our simple model for the Hii regions results in a T∗ con-
straint that is only ∼1.7 times higher than the one derived from
the much more refined Cloudy simulations – a discrepancy that
has very little impact on the conclusions of our work. Thus, we
argue that a more sophisticated model is unnecessary for the
present work.

The observed [O iii]/[N ii] luminosity ratio points to B-type
stars as the main driver of the photoionization budget. These
stars have a stellar mass of ∼15 M�, a luminosity of ∼10 000 L�,
and a main-sequence lifetime of ∼10 Myr. A quasar contribu-
tion to the photoionization budget, while likely present, is not
required to explain the observed gas properties.

4.5. Choosing between PDR and XDR

Our program encompasses four CO transitions, with Jup = 7,
15, 16, 19. Of these, only the CO(7–6) line is detected. This
places loose constraints on the CO spectral line energy distribu-
tion (SLED; see Fig. 9). We compared our observational results
with the predictions for PDR and XDR models, as described in
Sect. 3.3.2. We also computed the expected line luminosity for
the CO(1–0) transition, based on the dust mass estimate (pre-
sented in Sect. 3.2): L′CO(1−0) = α−1

CO δg/d Mdust = 1.1 × 1011 M�.

Fig. 9. Observed constraints on the CO spectral line energy distribution
in PJ183+05. Our measurements are shown as black filled circles. Top
and bottom panels show the models for PDRs and XDRs, respectively.
We mark models, taken from Pensabene et al. (2021), with increasingly
darker colors at increasing intensity of the radiation field. Dotted, short-
dashed, and long-dashed lines refer to models with gas density log n
[cm−3] = 2, 4, 6 respectively. All models are normalized to the observed
CO(7–6) line flux. We plot the observed line fluxes or upper limits
as black circles. In addition, we show the predicted CO(1–0) flux, as
derived from the dust continuum, as described in Sect. 4.5. Our con-
straints exclude a strong XDR environment, but leave room for a com-
bination of PDR and XDR environments in the excitation conditions of
the molecular ISM in PJ183+05.

For the conversion, we assumed a gas-to-dust ratio of δg/d =

100 (Berta et al. 2016) and an αCO = 0.8 M� (K km s−1 pc2)−1

(Bolatto et al. 2013). Compared to the observed CO(7–6) lumi-
nosity, L′CO(7−6) = (2.16± 0.24)× 1011 K km s−1 pc2, this implies
a line ratio r71 = L′CO(7−6)/L

′
CO(1−0) = 0.20. This is in line with,

for example, the CO SLED template for z > 2 galaxies in the
ASPECS survey (r71 = 0.17; Boogaard et al. 2020). The non-
detections of the very high-J CO transitions in our sample only
allow us to exclude the most extreme scenarios of pure XDR
with strong incident radiation field, FX & 100 erg s−1 cm−2 and
n > 106 cm−3.

The combination of [C i]370 µm and [C ii]158 µm provides a
powerful diagnostic of the neutral and molecular medium. Mod-
els of XDRs predict that the harder X-ray radiation should be
able to penetrate deeper into the cloud and enhance the heat-
ing and the photo-dissociation of carbon monoxide compared
to the predictions for models where the source of radiation is
young stars. This should be manifested as a low [C ii]/[C i] ratio:
<10 for a column density NH = 1023 cm−2, over a wide range
of cloud density (see, e.g., Pensabene et al. 2021). Decarli et al.
(2022) examined the ratio in a sample of z ∼ 6 quasars and
found [C ii]/[C i] ratios in the range 20–100, strongly pointing
toward PDR rather than XDR regimes being the norm in the
host galaxies of high–z quasars. Here, we measure a ratio of
log [C ii]/[C i] = 1.55+0.17

−0.13. Even if we consider only the com-
ponent of [C ii] that is not associated with the ionized medium,
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Fig. 10. Water and hydroxyl emission in PJ183+05. Left: Scheme of the J ≤ 4 energy levels of the H2O molecule, and for the Ω = 1/2 and
3/2 levels of the OH molecule. Solid lines mark the transitions detected in our study, dashed lines show the transitions that we observed but not
detected. The channels of IR pumping relevant for this study are also marked with dotted arrows. Right: Comparison between the luminosity of
H2O and OH transitions, normalized to the dust IR luminosity, in PJ183+05 and in other z > 6 quasars from Pensabene et al. (2021, 2022). All of
the water and hydroxyl transitions detected in our work show line-to-IR luminosities that are ∼3× higher than the values observed in other quasars
at the same redshift.

[C ii]PDR, the ratio drops to ∼15, still significantly higher than
the predictions for XDRs.

In summary, all these lines of evidence disfavor a scenario in
which the neutral and molecular medium in PJ183+05 is domi-
nated by XDR conditions, but leave room for a combination of
PDR and XDR, or a PDR–dominated regime. A more extensive
census of both lower- and higher-J CO transitions is required to
further address the relative importance of PDR and XDR condi-
tions in the host of PJ183+05.

4.6. Water and hydroxyl emission

Water vapor (H2O) has been detected in high redshift galax-
ies up to z ∼ 6.5 (van der Werf et al. 2011; Riechers et al.
2013, 2022; Omont et al. 2013; Yang et al. 2013, 2016, 2019,
2020; Jarugula et al. 2019; Apostolovski et al. 2019; Li et al.
2020; Stacey et al. 2020; Stanley et al. 2021; Pensabene et al.
2021, 2022; Dye et al. 2022). In our study, we detected two
water transitions, 3(3,1)–3(2,2) from para-H2O and 3(0,3)–
2(1,2) from ortho-H2O; while we do not detect the 4(3,2)–
4(2,3), 4(0,4)–3(1,3) or 3(3,1)–4(0,4) transitions (see Fig. 10).
To the best of our knowledge, this is the first time that the
3(3,1)–3(2,2) and 3(0,3)–2(1,2) lines have been detected beyond
the local Universe. The para-H2O 3(3,1) level is populated by
collisions or via IR pumping at 67 µm. The energy level is
then de-excited into 4(0,4) or 3(2,2) via collisions or radia-
tive de-excitation. The ortho-H2O 4(3,2) level is populated by
the 58 µm pumping or via collisions. The non-detection of
this transition sets a loose constraint on any mechanism pop-
ulating the high-energy levels (J>3) of the water molecule
(see Fig. 10).

Hydroxyl (OH) has also been detected in various low (e.g.,
González-Alfonso et al. 2014, 2017; Herrera-Camus et al. 2020;
Runco et al. 2020) and high redshift (e.g., Riechers et al. 2013,

2014; Spilker et al. 2018, 2020; Pensabene et al. 2021) galax-
ies. In this work, we observe the OH 2Π1/2 J = 3/2 → 1/2
transition at 163 µm. The upper level can be populated via IR
pumping from the ground level of the 2Π3/2 ladder (53 µm)
or via radiative de-excitation from the 2Π1/2 J = 5/2 level,
which is populated via IR pumping at 35 µm (from ground
level, 2Π3/2 J = 3/2), and at 48 µm (from 2Π3/2 J = 5/2;
see Goicoechea et al. 2006, and Fig. 10). The non–zero elec-
tronic angular momentum of OH in its ground level intro-
duces “Λ”–doubling splitting of each energy level. In addition,
“hyperfine” splitting occurs due to nuclear and electron spin
coupling. The 163 µm transition thus actually splits into a
total of six transitions, at 1834.7350 GHz (N=2+–1−, F=1–1),
1834.7469 GHz (N=2+–1−, F=2–1), 1834.7499 GHz (N=2+–1−,
F=1–0), 1837.7461 GHz (N=2−–1+, F=1–1), 1837.8163 GHz
(N=2−–1+, F=2–1), and 1837.8365 GHz (N=2−–1+, F=1–0).
The hyper-fine structure splitting is negligible for typical extra-
galactic observations (.0.1 GHz at rest frame, or .15 km s−1,
i.e., much smaller than the width of the lines). Thus, the Λ–
doubling implies that the 163 µm transition appears as a doublet,
spaced by ≈500 km s−1.

Figure 10 (right panel) compares the line luminosities of the
H2O and OH transitions in PJ183+05, normalized to the total IR
luminosity to the values measured in other z > 6 quasars (data
from Pensabene et al. 2021, 2022) as a function of the upper
energy level of the transitions. Strikingly, all of the detected line
transitions point to a high H2O- or OH-to-IR luminosity ratio,
about three times higher than what is observed in other quasars
at similar redshifts. The modest number of transitions observed
in our study makes it impossible to draw any robust conclusions
on the origin of this discrepancy. We speculate on two scenarios:
(1) the IR luminosity estimate is correct, in which case the excess
may be associated with a low contribution of radiative excita-
tion (as reflected by the non-detection of high-J H2O lines) in
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PJ183+05 compared to other quasars. Because of the high ener-
gies of the involved levels, this scenario would favor the pres-
ence of shocks (e.g., van Dishoeck et al. 2021). Alternatively,
(2) the IR luminosity estimate in PJ183+05 is underestimated.
The excellent sampling of the dust continuum shown in Fig. 2
pins down the rest-frame far-IR side of the dust emission pretty
accurately, but leaves room for an additional hot dust component
at mid-IR frequencies (such as an AGN torus), where various
H2O and OH transitions relevant for the IR pumping mechanism
reside.

4.7. Line profiles and relative velocities

Because of their relatively high energies, water levels at Jup > 2
and hydroxyl levels above the ground state are expected to be
significantly populated via collisions only in the presence of
shocks. Furthermore, P-Cygni profiles have been observed in
various water and hydroxyl transitions in lower–redshift, IR–
luminous galaxies, thus demonstrating that these species trace
dense molecular outflows (e.g., Goicoechea et al. 2005, 2006).
Similarly, high-ionization lines such as optical [O iii] commonly
show blue-shifted wings and broadened spectral profiles that
reveal the presence of outflows of the ionized medium (e.g.,
Nesvadba et al. 2008; Carniani et al. 2015; Bischetti et al. 2017).

In Fig. 11, we compare the spectral profiles of all the tran-
sitions studied in our work. We include in the comparison the
three Jup ≤ 4 water transitions that remain undetected in our
study. We compare each transition to the [C ii] line, which has
the highest S/N. The velocity profiles of all the detected transi-
tions appear in good agreement at the S/N levels of our obser-
vations. All the detected lines show negligible velocity shifts
along the line of sight compared to the rest frame of the galaxy
as defined by the [C ii] line, with all the velocity shifts, ∆v =
c δz/(1 + z), significantly smaller than the adopted channel width
(90 km s−1). The line width is to first order identical in all the
transitions. We do not find any clear evidence of P-Cygni pro-
files. We note the presence of a tentative absorption feature
shifted by about −750 km s−1 in the H2O 3(3,1)–3(2,2), 3(0,3)–
2(1,2), and possibly 4(3,2)–4(2,3) lines. Noticeably, Butler et al.
(2023) found a similar absorption feature in the OH 119 µm
transition for PJ183+05, suggesting that the H2O absorption
found here is real. We note that this absorbing component does
not match the velocity of the proximate damped-Lyα absorber
reported in Bañados et al. (2019; which shows a velocity offset
of ≈1400 km s−1).

4.8. Masses

Having constrained the excitation conditions of the ionized
species examined in our work (Fig. 7), we can use the infor-
mation on the relative population of the energy levels to infer
the total mass in each ion and, thus, the total gas mass via
our abundance assumptions. We show these gas estimates in
Fig. 12, where we compare them with the mass estimates
inferred from the dust (in Sect. 3.2), scaled assuming δg/d = 100
(Berta et al. 2016); from CO(7–6), assuming r71 = 0.38 and
αCO = 0.8 M� (K km s−1 pc2)−1 (Carilli & Walter 2013); and
from [C i] and [C ii]PDR, following Weiß et al. (2003, 2005) and
Venemans et al. (2017b), where we assume Tex = Tgas. We find
that carbon fine-structure lines suggest the presence of ∼107 M�
in both neutral and singly ionized carbon. On the other hand,
from the observed luminosities of [N ii] and [O iii], we infer
∼2 × 106 M� in each ion. Unsurprisingly, the mass estimates
based on [C i] and [C ii]PDR are sensitive to the adopted kinetic

Fig. 11. Comparison between the line profiles of the main transitions
in our study (shaded histograms) and the [C ii] line profile (black his-
tograms). The grey shading masks regions that are not covered within
our observations or are contaminated by other emission lines. To first
order, all the lines appear to have a consistent bulk velocity and width. A
tentative H2O absorption is detected at −750 km s−1 in the 3(3,1)–3(2,2)
and 3(0,3)–2(1,2) transitions, suggesting the presence of an outflow.

energy of the collision partners at Tgas . 100 K, that is, compa-
rable to the 3P1,2 and 3P3/2 energy levels, respectively.

We scaled these mass estimates by the abundances computed
following Eqs. (16)–(17) for Z = Z� (Nicholls et al. 2017). We
find that the low-ionization species ([C ii], [N ii]) yield very con-
sistent ionized gas mass estimates, MHII = (2−3)×1010 M�. The
mass estimate based on [O iii] is &5× lower, likely due to the fact
that only a small fraction of oxygen atoms are highly ionized. As
for the molecular medium, the mass estimates based on singly
ionized and neutral carbon are comparable. We sum them to infer
the total mass associated with carbon atoms and ions. We find a
corresponding molecular gas mass MH2,[CI]+[CII] ≈ 5×1010 M� at
Tgas & 100 K. This is in excellent agreement with the CO-based
mass estimate, MH2,CO = 4.5×1010 M�, and a factor of ∼2 lower
than the dust-based estimate, MH2,dust = 8.7 × 1010 M�.

While all the mass estimates rely on uncertain conver-
sion factors (see discussions in, e.g., Dunne et al. 2021, 2022;
Decarli et al. 2022), all the methods independently converge
towards a massive gaseous reservoir in both molecular [(0.5−1)×
1011 M�] and ionized [(2−3) × 1010 M�] phase.

4.9. Star formation rate (SFR) estimates

Assuming that star formation is the main driver of the gas exci-
tation and photoionization, as well as of the dust heating, we
can convert some of the observed line and continuum lumi-
nosities into SFR estimates, using empirical scaling relations.
In particular, following the scaling values reported in Table 2
by De Looze et al. (2014), we find SFR[OIII] = 110 M� yr−1

and SFR[CII] = 750 M� yr−1. On the other hand, following
Kennicutt & Evans (2012), we estimate a dust-based SFRIR =
1330 M� yr−1.
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Fig. 12. Mass budget in the ISM of the quasar PJ183+05. Solid lines
refer to the masses in dust (black), neutral carbon (brown), singly ion-
ized carbon (red), singly ionized nitrogen (green), and doubly ionized
oxygen (blue). The dashed lines show the corresponding molecular and
ionized hydrogen mass estimates, after correcting for abundances fol-
lowing Nicholls et al. (2017) in the case of Z = Z�, for a gas-to-dust
mass ratio of 100, and for r71 = 0.38 and αCO = 0.8 M� (K km s−1 pc2)−1

following Carilli & Walter (2013). For the ionized medium, we assume
a gas density n = 180 cm−3. We find that the molecular component
amounts to MH2 = (0.5−1) × 1011 M�. The mass of ionized gas traced
by low-ionization lines is (2−3)×1010 M�, while the highly-ionized gas
phase accounts for (1−5) × 109 M�.

The discrepancies in the SFR estimates are much larger than
formal measurement uncertainties. The scatter in the adopted
SFR–luminosity relations is .0.3 dex, insufficient to account for
a ∼1 dex discrepancy between the [O iii]- and IR-based SFR
estimates. Hence, the differences must have a more fundamen-
tal origin. One way to do so is by correcting for opacity as
in Sect. 4.1. Doing so, we find SFR[OIII] = 500 M� yr−1 and
SFR[CII] = 1190 M� yr−1. Another way to reconcile the differ-
ent SFR estimates is to account for the different star formation
timescales probed by [C ii] and dust (∼100 Myr) and doubly ion-
ized oxygen (∼10 Myr; see Kennicutt & Evans 2012). Finally,
other mechanisms might be at play. For example, if star for-
mation is heavily dust-enshrouded, dust grains may absorb and
reprocess the far-UV photons required to doubly ionize oxygen
atoms, thus suppressing [O iii] emission. In addition to these
caveats, the uncertainties in the relative abundances, metallicity,
and excitation properties discussed in the previous subsections
should serve as a warning on the applicability of SFR prescrip-
tions, especially when only one or two independent tracers are
available.

5. Conclusions

We present a multi-line study at FIR wavelengths of the lumi-
nous quasar PJ183+05 at z = 6.4386. We report the detec-
tion of [C ii]158 µm, [O iii] µm, [N ii]122 µm, [C i]370 µm, CO(7–6),
OH163 µm, and two H2O transitions. We also place limits on the
line emission of various high-J CO lines and other water transi-

tions. At the same time, we sampled the dust continuum over a
large fraction of the FIR band. We compared our measurements
with Cloudy models and analytical prescriptions, with the goal
to infer an insight of the physics of the interstellar medium in the
host galaxy of a luminous quasar at cosmic dawn. We find that:

i The dust emission is well described by a modified black body
with Tdust = 47.0+1.5

−2.0 K, an emissivity index β = 1.84+0.15
−0.16,

a dust mass of log Mdust/M� = 8.94+0.06
−0.05, and a size of the

emitting region of Ωs = 0.155+0.029
−0.022 arcsec2. This implies

a non-negligible dust opacity at the frequency of [C ii] of
τ1900 GHz = 0.48 ± 0.04, and a total infrared luminosity of
log LIR/L�=12.98+0.04

−0.03.
ii The [N ii]205 µm emission, inferred via empirical relations,

is log L[NII]/L� = 8.51 ± 0.23. When compared with the
observed [C ii] luminosity, we find that about half of the
[C ii] emission arises from the ionized medium.

iii The luminosity ratio between the two [N ii] far-infrared fine-
structure lines suggests that the ionized gas has a density of
log n [cm−3]=2.26±0.35. Using our model of the energy level
population, we use this estimate to infer a fiducial estimate of
the volume in Hii regions, ∼0.2 kpc3. Assuming that this vol-
ume is organized in a collection of NHII spherical Hii regions,
this implies a Stromgren radius of ∼360 (NHII)−1/3 pc.

iv The [O iii]88 µm/[N ii]122 µm luminosity ratio places loose con-
straints on the gas metallicity, Z, but tight constraints on
the hardness of the photoionization. Cloudy models sug-
gests that the photoionization source has a spectrum com-
parable to a black body with T∗ ≈ 25 000 K or a single stel-
lar population observed ≈9 Myr after the burst (assuming for
Z = Z�). This implies that B-type stars with a luminosity of
∼10 000 L� and a main-sequence lifetime of ∼10 Myr are the
main drivers of the photoionization.

v The observed [C ii]/[C i] line ratio, and the non-detection
of high-J CO transitions, suggest that the neutral/molecular
medium is not dominated by X-ray excitation, although we
cannot exclude the presence of an X-ray dominated region.

vi Water and hydroxyl line emission appears brighter than what
would otherwise be expected based on the IR luminosity.
This is indicative of the presence of shocks that cause the
collisional excitement among the higher energy levels of the
H2O and OH molecules or of a warm dust component that
is not apparent from the dust continuum sampling in the far-
infrared range presented here.

vii The line profiles of all the line transitions studied in this
work are consistent at the level of S/N of our observa-
tions, irrespective of the gas phase they arise from (ion-
ized, neutral, or molecular). A tentative absorption feature at
∆v ∼ −750 km s−1 is seen in the spectra of two water transi-
tions. Further support to the robustness of this feature comes
from a similar absorption reported in the OH119 µm line from
Butler et al. (2023).

viii The mass estimates in ionized and molecular gas, computed
based on different tracers, point to a massive gaseous reser-
voir in both phases, with (2−3)× 1010 M� in ionized gas and
(0.5−1.0) × 1011 M� in the molecular phase.

ix The host galaxy of PJ183+05 is forming stars at high rates,
SFRIR = 1330 M� yr−1. Estimates based on either [C ii] and
[O iii] point to lower values, namely, SFR[CII] = 750 M� yr−1

and SFR[OIII] = 110 M� yr−1. The discrepancy is partially
mitigated if we account for the dust opacity suppressing the
observed line luminosities. In addition, different time scales
probed by [O iii], [C ii] and dust, as well as other processes
(e.g., the “[C ii] deficit”) might be responsible for the SFR
discrepancies.
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This study demonstrates the power of multi-line observations
in understanding the dominant radiative processes and astro-
physical mechanisms at play in galaxies at cosmic dawn. These
studies are possible in particular thanks to ALMA’s excep-
tional sensitivity. For instance, other observations of molecules
and atoms in PJ183+05 could further expand our understand-
ing of the physical conditions in the star-forming ISM in this
quasar. Expanding multi-line investigations to other sources will
enable to test whether other quasars show the properties found
in PJ183+05. The James Webb Space Telescope is poised to fur-
ther expand this field of research, by complementing the study
of the rest-frame FIR wavelengths with key diagnostics based
on rest-frame optical tracers of the interstellar medium.
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Appendix A: Analytical versus Cloudy modeling

Fig. A.1. Luminosity ratio between the [C ii] luminosity arising from
the ionized medium only, [C ii]ion

158 µm, and the [N ii]205 µm line luminos-
ity, as a function of the ionized gas density, n. Colored squares mark
the results of our Cloudy models, color-coded by the gas metallicity.
The models were performed on a grid of 0.25 dex spaced in log n, and
slightly horizontally displaced in the plot for the sake of clarity. We
also show our analytical predictions for the same line ratio, color-coded
by the gas temperature, Tgas. Dotted, short-dashed, long-dashed, and
dot-dashed lines mark models at increasing gas metallicity. The pre-
dicted line ratio is unaltered by Tgas, and is only slightly dependent on
n, whereas it is linearly dependent on the relative abundance of carbon
and nitrogen ions, [C+/N+].

Figure A.1 compares the predicted [C ii]158 µm/[N ii]205 µm lumi-
nosity ratio for the ionized medium based on the analytical
model described in Sect. 3.3.1 and on the Cloudy models
described in Sect. 3.3.2, for various assumptions on the gas
metallicity, Z, and temperature, Tgas. We show that the ratio does
not depend on Tgas. It depends on the relative abundance of the

Fig. A.2. The [O iii]88 µm/[N ii]122 µm luminosity ratio as a function of
Z and T∗, as in Fig. 7, but here computed via the analytical model-
ing described in Sect. 3.3.1, assuming a gas density of n = 180 cm−3

and a gas temperature of Tgas = 10, 000 K. The two predictions agree
on qualitative terms but not quantitatively, with our simplistic analyti-
cal prescriptions underestimating the [O iii]88 µm/[N ii]122 µm luminosity
ratio compared to the superior Cloudy models.

ions, but the effect is small (a factor ∼2 for a ∼30× variation in
metallicity). The predictions from the analytical and the Cloudy
models are in excellent agreement.

Fig. A.2 shows the [O iii]88 µm/[N ii]122 µm luminosity ratio
predicted by our analytical model as a function of metallicity
Z and of the hardness of the photoionizing radiation field, in
the case of a black body with varying effective temperature, T∗.
The prediction is in qualitative agreement with what obtained
via Cloudy (see Fig. 7), although the analytical model tends to
underestimate the predicted line ratio for a given T∗. As a con-
sequence, our observations would point to a higher T∗ than the
one inferred based on the Cloudy models. The effect is however
small (a factor of ∼ 1.7 in T∗).
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