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A B S T R A C T

Multi-domain model catalogs serve as empirical sources of knowledge and insights about specific
domains, about the use of a modeling language’s constructs, as well as about the patterns
and anti-patterns recurrent in the models of that language crosscutting different domains.
They may support domain and language learning, model reuse, knowledge discovery for
humans, and reliable automated processing and analysis if built following generally accepted
quality requirements for scientific data management. More specifically, not unlike scientific
(meta)data, models should be shared according to the FAIR principles (Findability, Accessibility,
Interoperability, and Reusability). In this paper, we report on the construction of a FAIR
model catalog for Ontology-Driven Conceptual Modeling research, a trending paradigm lying
at the intersection of conceptual modeling and ontology engineering in which the Unified
Foundational Ontology (UFO) and OntoUML emerged among the most adopted technologies.
The catalog, publicly available at https://w3id.org/ontouml-models, currently includes over one
hundred and forty models, developed in a variety of contexts and domains.

. Introduction

Ontology-driven conceptual modeling (ODCM) is a trending paradigm that lies at the intersection of conceptual modeling and
ntology engineering. ODCM often involves the use of foundational ontologies to guide the definition of conceptual models, modeling
anguages, and tools [1]. Within this paradigm, the Unified Foundational Ontology (UFO) [2] and the UFO-based conceptual
odeling language OntoUML [3,4] have emerged among the most used approaches [1].

Over the years, UFO and OntoUML have been adopted by research, industrial, and governmental institutions worldwide to create
ntology-driven conceptual models in a variety of domains [1,2]. These models are created either by directly extending UFO’s categories
r, more frequently, by using OntoUML (with its stereotypes that reflect the ontological distinctions of UFO). The UFO-grounded
odels could serve as important resources for reuse and scientific investigation if made openly available and properly curated.

Multi-domain model catalogs serve as sources of empirical knowledge and insights about (i) how specific domains are modeled,
ii) how a modeling language’s constructs are used in practice, and (iii) how domain-independent patterns might emerge from
anguage usage. To support domain and language learning, model reuse, and reliable automated processing and analysis by
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machines, these repositories must be built following generally accepted quality requirements for scientific data management. In
particular, all scientific (meta)data—including models—should follow the FAIR principles, improving their Findability, Accessibility,
Interoperability, and Reusability [5].

In this paper, we report on the construction of the FAIR Model Catalog for Ontology-Driven Conceptual Modeling Research,
enceforth termed OntoUML/UFO Catalog. It is a structured, collaborative, and open-source catalog that contains UFO-grounded
odels, with the vast majority of them represented in OntoUML. We mainly seek to satisfy two goals with this catalog. First, we
ant to provide curated structured data to support empirical research in OntoUML and UFO, specifically, and on ontology-driven

onceptual modeling, in general. For example, the catalog can provide high-quality data on why, where, and how these approaches
are used, which can enable researchers to understand the evolution of the language and its foundations. It can also serve as a
repository for the detection of patterns and anti-patterns [6], as well as a benchmark against which language transformation [7,8],
complexity management algorithms [9,10], and other modeling techniques can be assessed. Second, it can support novice modelers
who want to learn ODCM in OntoUML/UFO, as well as advanced users who want to reuse existing models in their entirety or as
seed models [11].

The current release of the catalog, 20230414, contains a diverse collection of 141 models obtained from academic and industrial
sources, created by modelers with varying modeling skills, for a range of domains, and for different purposes. These models are
available in the two machine-readable formats, JavaScript Object Notation (JSON) and Turtle, and are accessible via persistent
Uniform Resource Identifiers (URIs).

This paper is an extension of [12], which is evolved in four ways. First, we follow the GO-Plan method [13] to conduct a more
systematic and in-depth FAIRness evaluation of the catalog, its models, and the vocabularies used to describe them. Second, we
introduce our conceptual data schema—the OntoUML metamodel—and how it is implemented in JSON Schema [14] and in the
Web Ontology Language (OWL) [15] to support the serialization of models in JSON and Turtle, respectively. Third, we extend our
metadata schema with additional properties to improve the findability and reusability of the catalog and its models. Fourth, we
introduce our FAIR Data Point deployment for the catalog, a new data service to facilitate model search and discovery.

This paper is further organized as follows. Section 2 presents the plan we followed to publish the catalog, including the
identification of relevant stakeholders, their goals, and information needs. Section 3 discusses the process we have followed and the
tools used to collect the models and their metadata. Section 4 reports on our data schema, i.e., the OntoUML metamodel and its
implementations in JSON Schema and OWL. Section 5 reports on the metadata schema used for all the resources described in the
catalog and exemplifies it with real data. Section 6 presents the two data services through which we store and publish the catalog
and its models, namely a Git repository for data storage and a FAIR Data Point for data discovery. Section 7 evaluates the catalog
with relation to the FAIR principles. Section 8 discusses some statistics on the current state of the catalog. Section 9 positions our
work in relation to other catalogs and datasets available to the modeling community. Finally, Section 10 makes final considerations
and discusses future work.

2. FAIRification planning

The FAIR principles emphasize optimizing datasets and other resources for machine discovery, access, interoperability, and reuse
with minimal human intervention. The four main principles are further refined in a set of 15 subprinciples [5]. To improve findability,
the principles prescribe the usage of globally unique and persistent identifiers (principle F1) for resources and their metadata. These
resources should be described with rich metadata (F2), which should explicitly include the resource’s identifier (F3) and be indexed
in searchable platforms (F4). The accessibility principle stipulates the use of standardized communication protocols (A1, A1.1) and
lear access conditions to resources (A1.2), while recommending high metadata longevity (A2). Interoperability is enhanced by

publishing resources and their metadata in common knowledge representation formats (I1), using vocabularies that also follow the
FAIR principles (I2), and including qualified references to other resources (I3). Finally, FAIR addresses reusability by recommending
that resources are described with relevant attributes (R1), such as clear licensing (R1.1) and provenance information (R1.2), while
following domain-relevant community standards (R1.3).

The process of making a resource FAIR is called FAIRification. This process can vary significantly across projects, organizations,
and communities, given that the FAIR principles can be realized in various manners and achieved at different levels. To help us
decide the ideal FAIRness level for the resources in our catalog and choose adequate FAIR enabling solutions, we adopted the
GO-Plan method proposed by Bernabé et al. [13].

GO-Plan is a goal-based FAIRification planning method that provides a systematic approach to identify, refine, and prioritize
FAIRification goals. The method is based on the distinction of two categories of stakeholders, namely project stakeholders and reuse
stakeholders. The former refers to those who are involved in the FAIRification project and have their own goals and requirements
for it (e.g., data custodians, ethics board members, and funders). The latter refers to those that would reuse the resource to be
FAIRified. GO-Plan comprises six phases:

1. FAIRification preparation
2. Assessment of current FAIR supporting infrastructure and target resources
3. Preparation of project collaborators
4. Identification of domain scope and reuse stakeholders
5. Refinement of FAIRification goals and alignment to FAIR principles
6. Decision making
2
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Phase 1: FAIRification preparation. The initial phase of GO-Plan is the onset of a FAIRification project. It consists in identifying key
project stakeholders, as well as the resources to be FAIRified, the available FAIR-enabling infrastructure, and additional requirements
that needed to be considered (e.g., budget, deadlines, regulatory requirements).

In our FAIRification project, the resources to be FAIRified were OntoUML and UFO-based models, some of which we had access
to, but the majority of which we still needed to procure (see more on Section 3). The available infrastructure consisted of scalable
virtual servers on which we had the right to install any application or database management system we needed. We did not have
external project stakeholders. The only project stakeholder group whose goals we considered was that of the catalog managers—
those responsible for maintaining the catalog and curating its contents. Their main drivers are maximizing the number of models
submitted to the catalog, maximizing the number of cataloged models reused, and minimizing the effort to maintain the catalog.

Phase 2: Assessment of current FAIR supporting infrastructure and target resources. This phase involves verifying if the organization
already has a FAIR enabling infrastructure to be reused and its current status, and assessing the resources that will undergo
FAIRification. It aims to ensure that both the resources to be made FAIR and the current infrastructure intended to accommodate
the FAIR resource do not pose any obstacles to FAIRification. Some FAIRification projects can face legal constraints regarding,
for instance, access to privacy-sensitive data or requirements that mandate working with certain proprietary file formats. These
obstacles have to be addressed in this phase before FAIRification continues. In our project, no noteworthy obstacles regarding the
FAIR-enabling infrastructure or the models were identified.

Phase 3: Preparation of project collaborators. The goal of phase three is to fill eventual knowledge gaps between collaborators of a
FAIRification project, such as FAIR and domain experts. GO-Plan recommends that FAIR experts become more knowledgeable about
the domain of interest of the project and that domain experts learn a bit about FAIR. This is meant to facilitate communication
throughout the project and to align expectations about the project’s deliverables.

In our case, the domain of interest was ontology-driven conceptual modeling, with a focus on UFO and OntoUML. All the FAIR
experts in our project already had hands-on experience with modeling in OntoUML, so no special activities were performed. This
was also the case for the domain experts (i.e. the modeling experts) concerning FAIR.

Phase 4: Identification of domain scope and reuse stakeholders. The fourth phase involves delimiting the domain of the resources that
will undergo FAIRification and identifying groups of stakeholders that could potentially reuse them. In our project, the domain was
clearly delimited from the beginning—ontology-driven conceptual modeling with UFO and OntoUML.

We identified four groups of reuse stakeholders:

• Newcomers: Those who have a basic knowledge of UFO and OntoUML and are seeking to further increase their proficiency.
This group includes students, researchers, and practitioners who are undergoing training, studying the language on their own,
or working on their first models.

• Modelers: Those who want to have a domain of interest formalized via a UFO-based ontology-driven conceptual model.
Modelers may be either researchers or practitioners and they may have varying knowledge of OntoUML or UFO. We assume
that modelers are competent enough to build and assess models on their own.

• Tool Developers: Those who develop any kind of algorithm or supporting tool for UFO and OntoUML, such as:

– Modeling tools, e.g., the OntoUML Plugin for Visual Paradigm [16] and the OpenPonk Modeling platform [17];
– Automated transformations of OntoUML models into implementation artefacts, e.g., to relational databases [8], to

object-oriented code [7];
– Complexity management techniques, e.g., model clustering [9] and model abstraction [10];
– Verification and validation techniques, such as visual model simulation [18] and story-based model assessment [19]; and
– Modeling assistance techniques [20].

• Researcher: Those who are interested in studying how OntoUML is used in practice so that they can improve the language
and its application method.

Phase 5.1: Refinement of FAIRification goals. Phase five starts by refining the goals of our stakeholders by asking ‘‘how’’ and ‘‘why’’
questions. For this purpose, GO-Plan recommends the use of goal modeling techniques. Here, we refine the goals of our stakeholders
using iStar 2 [21].1

The goal refinement diagram for our first group of reuse stakeholders, the newcomers, is depicted in Fig. 1. Although there are
many strategies they could follow to increase their proficiency in OntoUML, one in which they could leverage the models in our
catalog is to examine how others have used OntoUML, both correctly and incorrectly. Observing ‘‘good models’’ is a fruitful way to
learn a modeling language. First, they provide examples of how the constructs of the language are meant to be used. For instance,
in OntoUML, kinds can be specialized by subkinds and generalized by categories. Second, one will see how common concepts have
been formalized by others, such as classifying the type Person as a kind or the type Agent as a category. Third, good models will
probably contain correct applications of the modeling patterns embedded in OntoUML, such as the relator pattern [22] being used

1 iStar 2.0 defines goals (oval-shaped elements) as states of affairs to be achieved by executing tasks (hexagons). It defines qualities (cloud-like shapes) as
esired attributes to which stakeholders want some level of achievement (e.g., performance, easiness), and resources (rectangles) as physical or informational
3
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Fig. 1. iStar diagram depicting the motivation of newcomers.

to model employment relationships and the role mixing pattern to model Costumer as a role that is playable by both people and
organizations. Observing ‘‘bad models’’ may be just as educational. In this case, newcomers learn how not to model using OntoUML.
If syntactical errors are made explicit, newcomers may improve their understanding of syntactical rules of the language (e.g., that a
sortal type cannot specialize multiple kinds). Additionally, by visualizing occurrences of ontological anti-patterns [6], they can learn
modeling structures that are likely to misrepresent their domain of interest, either because they lack constraints or because there
are too many of them. We highlight that, for this learning strategy to be viable, it is paramount that newcomers can distinguish
good from bad models. To do that, they may rely on some quality measures or reviews given by other modelers. Alternatively, they
may search for models built by people they consider good modelers.

Our second group of reuse stakeholders, the modelers, formalize domains by creating new models, or by reusing and adapting
existing ones (as shown in Fig. 2). By reusing a model, we mean taking an existing model as-is or reusing fragments of it by analogy.
A model built in such a way is the Digital Platform Ontology [23], which reuses domain-specific patterns from a service ontology
entitled UFO-S [24]. By adapting a model, we mean refining an existing model by adding or removing elements until it becomes
suitable for the modeler’s intent. In this case, an example is the Reference Ontology for Security Engineering [25], which was created
by extending the Common Ontology of Value and Risk [26]. By creating a new model, we mean building a model reusing no other
model as a basis. Before reusing or extending a model, the modeler first needs to assess whether it is viable. This involves evaluating
the license and use conditions set by the authors of the model to be reused. Then, the quality of the model needs to be assessed,
which may be done via quality measurements, reviews, or by checking for syntactical errors and anti-patterns.

Additionally, we consider that modelers have a secondary goal of having their models reused and, ultimately, establishing them
as references within their communities of interest. To do that, modelers need a platform via which they can share their models, as
well as guidance on how to accomplish them effectively. A good example of a resource that became a reference within its community
is the GoodRelations ontology [27], a vocabulary for e-commerce that started as an independent project and became very popular
when major internet companies adopted it.

A fragment of the iStar diagram for our third reuse stakeholder group, the tool developers, is shown on the right side of
Fig. 2. It focuses on the evaluation task required to develop algorithms. The purpose and subject of tests vary significantly, but it

Fig. 2. iStar diagram depicting the motivation of modelers and developers.
4
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Fig. 3. iStar diagram depicting the motivation of OntoUML researchers.

often involves assessing the effectiveness of the algorithm, as well as its performance. To do so, developers need suitable test sets of
machine-readable distributions of real models. If no such test set exists, they may rely instead on artificial toy examples or manually
build their own test sets by reconstructing models published on the web. However, relying on artificial toy examples may lead to a
biased test set that cannot be used to make claims about the algorithm based on empirical evidence. If they do the latter, they will
waste a prohibitive amount of time just to prepare the test set. We also consider that developers may want to make the evaluations
of their algorithms reproducible, particularly those who want to report their evaluations in scientific publications. For that, the test
data must be (i) available for others to retrieve, and (ii) structured in a machine-readable format for others to repeat the evaluation
automatically.

The iStar diagram for our fourth and last group of reuse stakeholders, the researchers, is shown in Fig. 3. Researchers can derive
valuable empirical insights about OntoUML by observing how it has been used over the years across domains and by different people.
Previous works have identified ways in which people systematically bent the syntax of the language, triggering its designers to evolve
it [4,28]. We call these recurrent grammatically incorrect model fragments systematic subversions. OntoUML researchers also want
to analyze how often the constructs and patterns of the language are used, so that they can help instructors to improve pedagogical
strategies. The results of such analyzes could drive future research efforts that focus on the most used language constructs. Examples
of these include [29], which proposes ontology-based rules for designing the concrete syntax of visual modeling languages, and [30],
which proposed a canvas for ontology modeling. Both approaches aimed to address subsets of OntoUML/UFO categories. With this
catalog, such design choices can be evidence-based. Additionally, researchers may leverage a model catalog as a source of empirical
evidence for the discovery of patterns or anti-patterns [6]. Such patterns, which may be domain-independent or domain-specific,
may be exploited in the language’s evolution and disseminated to contribute to the modeling practice in OntoUML.

Lastly, the goals of our only project stakeholder group, the catalog managers, are refined in Fig. 4. Managers seek to maximize
submissions to the catalog because, the more models it contains, the more the reuse stakeholders will benefit. Newcomers have more
examples to learn from. Modelers have more options to reuse. Developers have larger and more diversified test sets. Researchers have
more evidence to support OntoUML research. Additionally, managers seek to maximize model reuse, as this is the most direct metric
to measure if it is fulfilling its central purpose—to support the OntoUML community. As this is a voluntary initiative, managers have
limited resources to maintain the catalog. Thus, it is of utmost importance that maintenance efforts are minimized. One important
strategy toward this aim having a simple submission process that is as automated as possible.

Fig. 4. iStar diagram depicting the motivation of catalog managers.
5
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Fig. 5. IStar diagram illustrating (a) the decomposition pattern and (b) exemplifying its use.

Phase 5.2: Alignment to FAIR principles. Phase five continues with the refinement of goals to actionable tasks and identifying the
FAIR principles that are related to these tasks. Here, leaf-level tasks (i.e., those not further refined) are targeted. GO-Plan suggests
the use of a decomposition pattern for the identification of related principles. The pattern attaches a set of FAIR-related tasks to the
ones previously identified by adding a (i) ‘‘finding the resource’’ task, an (ii) ‘‘accessing the resource’’ task, and an (iii) ‘‘assessing
the resource’s reuse feasibility’’ task. Then, the principles that would support the realization of these tasks are defined within each
one’s context. For example, for a goal of improving the awareness of a dataset, a concrete task of providing descriptors for the
dataset has been defined to facilitate, for instance, that a newcomer wishing to learn OntoUML via the catalog must find the catalog
in a search engine (F2, F4), access the catalog (A1), and finally assess the utility of models for reuse for self-learning.

After identifying and refining the goals related to each stakeholder, we started mapping them to FAIR principles. For this step,
we employed the decomposition pattern suggested by the method (depicted in Fig. 5(a)) and applied it to all leaf-level tasks of the
previously identified goals. As an example, consider the Modeler’s task to ‘‘Extend a model’’. The attached decomposition pattern
would include the following tasks, as illustrated in Fig. 5(b):

• ‘‘Find models by domain of interest’’, aligned with principles F2 and F4, which emphasize the importance of rich metadata
and indexed search engines to facilitate model discovery.

• ‘‘Access models of interest’’, aligned to principle A1 to allow for metadata to be easily retrieved.
• ‘‘Assess the utility of models for reuse for modeling extension’’, aligned to I3 (extra information to support assessment), R1.2

(clear use conditions for extension), and R1.3 (provenance to support assessing the quality of models).

The complete decomposition of all tasks and the aligned FAIR principles is available in the catalog’s documentation on GitHub.2

Phase 6: Decision making. Finally, in the sixth phase, implementation decisions are made to realize the principles within the context
of the goals and tasks previously identified. For instance, ‘‘use W3ID identifiers to achieve F1 in the context of a task to identify the
metadata records of the target models’’.

Having identified the principles related to the goals and tasks of each stakeholder, the next step involved mapping each principle
to solution candidates that would support its realization within its designated task context. For instance, to achieve F2 in the example
presented in Fig. 5(b), we determined that collecting metadata about the model’s title, description, language, violated syntactical
rules, and pattern and anti-pattern occurrences would support a newcomer in searching for appropriate models. Additionally, for
F4, we specified that this metadata should be indexed by the FAIR Data Point search engine.

Having followed the identification of the FAIRification objectives method, we elaborated a FAIRification plan that is aligned
with the catalog’s goals. The plan is summarized in Table 1 and further detailed in the remainder of this paper: the development
of metadata and data models (F2, F3, I1, I3, R1.1, R1.2, R1.3) is described in Section 4 and Section 5, the publication of the FAIR
catalog (F1, F4, A1.1) is detailed in Section 6. The implementation of the FAIRification plan is evaluated in Section 7.

3. Data collection

Given the goals we elicited for our stakeholders, we concluded that two metrics will impact the success of the catalog. The
first one is the number of models available in the catalog. The more models it has, the better it supports our reuse stakeholders in
achieving their goals. The second metric is the diversity of the models in the catalog, concerning the domain they formalized, the
context in which they were developed, and the expertise of those who developed them.

To bootstrap the catalog so that it meets a minimum level of size and diversity, we coordinated a model collection and
documentation effort that involved the authors of this paper and members of the OntoUML/UFO community. In this effort, we
specified a set of requirements for all model submissions and a review system to evaluate them. These submission requirements
establish, for instance, which files must be included (or compiled) on a submission, namely:

2 https://w3id.org/ontouml-models/git
6
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Table 1
Summary of FAIRification implementation decisions per principle for the catalog and for the models. Principles not listed here were not prioritized.

FAIR principle Catalog Models

F1 Unique ID Catalog to be referenced via a W3ID Models and their metadata to be referenced via
W3IDs

F2 Rich Metadata Metadata: catalog title, description, landing page,
theme, bibliographic citation, license, access rights,
and contact point

Metadata: model title, context, domain,
description, language, model quality, user rating,
(anti)pattern occurrences, syntactical issues,
modeling language, modeling purpose, model size,
modeler expertise, license, use conditions, known
reuses, applications, editorial notes

F3 Linking Data and Metadata Use W3ID URL’s scope Use W3ID URL’s scope

F4 Metadata is searchable Metadata to be indexed: title, contact points,
alternative title, bibliographic citation

Metadata to be indexed: title, domain, language,
description

A1.1 Open communication protocol Metadata to be stored on GitHub and exposed
using a FAIR Data Point (FDP)

Data to be stored on GitHub and exposed using an
FDP

I1 Knowledge representation language Data to be made available as RDF. Models in PNG and Visual Paradigm Project (VPP)
(human readable), RDF and JSON
(machine-readable). Metadata in RDF.

I3 Qualified references Metadata to include pointers to other metadata:
ORCID (creators, contributors), CC (license), EU
vocabularies (access rights)

Metadata to include pointers to other metadata:
DBLP and ORCID (authors, contributors), IANA
(mediatypes), DOI (original publication).

R1.1 License License: CC-BY-SA 4.0 License to be described in each model’s metadata
(defined by the author)

R1.2 Provenance Metadata: publishers, creators, contributors Metadata: model provenance (authors,
contributors, source)

R1.3 Adherence to community standards Metadata described using DCAT, DCT, SKOS,
MOD, FOAF, VANN, and VCARD

Metadata described using DCAT, DCT, SKOS,
MOD, and FOAF. A vocabulary will be created for
missing metadata properties.

(i) An image file for each diagram in the model.
(ii) A file containing the model built in a tool that supports OntoUML (e.g., as a Visual Paradigm file using the OntoUML Plugin

for Visual Paradigm).
(iii) A serialization of the model in OntoUML’s JSON format.
(iv) A serialization of the model in OntoUML’s linked data format.
(v) A metadata file in linked data format.

As a visual language, OntoUML represents models through diagrams, which we catalog as image files (i). Unlike diagrams,
hich are human-readable resources, the serializations of models into standardized (iii) JSON and (iv) linked data files (detailed in
ection 4) are machine-readable resources intended to support the needs of tool developers and researchers. Considering existing
imitations of the serialization of models into JSON and linked data (e.g., regarding the serialization of formatting and other visual
eatures), the (ii) project file used to develop the model is also required in the submission, enabling the recovery of all original
nformation and promoting full access to modelers intending to reuse a model, and precise documentation to modelers interested in
romoting the models they created. Finally, a (v) metadata file (detailed in Section 5) aggregates the provenance and description
nformation elicited as necessary for achieving the relevant FAIR principles targeted in Section 2.

The models included in the catalog’s current release were collected from three main sources: from published ontologies referring
o UFO/OntoUML publications; from academic and industry projects developed by the involved collaborators; and from classroom
ssignments submitted by students. The different sources used to build the catalog contributed to the diverse nature of the produced
atalog. To highlight how different sources affect submissions, we summarize three general submission paths in Fig. 6.

The first path is the most straightforward one, as it consists of submitting models that have been constructed within an OntoUML-
upporting CASE tool. In this scenario, all submission files could be automatically generated, except for the metadata file, which
eeded to be created manually. The second path consists of submitting models that were built in a CASE tool that does not support
ntoUML. In this scenario, models needed to be exported to an interchange format (e.g. XML Metadata Interchange (XMI)) and then

mported in an OntoUML-supporting tool. This migration often introduced errors that required fixing before collecting metadata
nd compiling files. The third path consists of submitting models that were only available as diagram images in the publications we
ollected. For these models, a manual step of redrawing the diagrams into an adequate tool was necessary. This step was particularly
hallenging because we wanted to recreate diagrams as close as possible to the sources, including even the layout of elements in the
iagram. In these cases, the guidelines provided to the participants of the data collection phase included instructions for handling
7
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Fig. 6. Model submission and review process.

in the catalog alongside their reproductions, as an additional measure to clarify possible differences from the source material. All
models from the data collection phase are included with the acknowledgment of their authors who selected individual licenses.

With all model-related files compiled, including the manually collected metadata, the collaborator would submit the model to
the catalog. At this step, additional scripts would generate new complementing metadata files and, if approved by the designated
reviewer, integrate the model into the catalog giving it a proper W3ID permanent URL according to the decisions of the FAIRification
plan. We further explain the metadata collected, and the scripts/infrastructure we mention here in Section 5 and Section 6,
respectively.

4. Data schemas

In Section 3, we describe three different representation formats of OntoUML models we are concerned with in data collection: the
model’s diagrams as image files, and the model serialization in standardized JSON and linked data OntoUML formats, also referred
to as data schemas here. Each of these representations answers different needs of the reuse stakeholders, ranging from the needs of
human readers such as modelers to applications tools developers and researchers are likely to use when interacting with models.
We present on Section 4.1 the metamodel behind the OntoUML language, going into the details and design aspects of the JSON and
linked data serializations in Section 4.2 and in Section 4.3, respectively.

4.1. OntoUML metamodel

Originally proposed as an extension of the Unified Modeling Language (UML) [31], OntoUML takes advantage of UML’s abstract
and concrete syntaxes, which are familiar to a large user base, and the well-established ecosystem of UML CASE tools that allow
users to build their models with high-quality diagrammatic support. However, this approach presents some challenges as UML is
in fact a family of languages for software engineering with a focus on implementation aspects of object-oriented programming.
For instance, the complex metamodel of UML is heavily influenced by the need to support a large variety of diagrams (e.g., use
case diagrams, message sequence diagrams), by constructs that are relevant in object-oriented programs (operations, visibility of
attributes), and its scope goes far beyond those of a structural ODCM language. As such, we now define the OntoUML Metamodel
as an artefact independent of UML and tailored to this ODCM language needs.

Several of the features present in the OntoUML Metamodel are imported from UML’s class diagram language but in a much
simpler way due to OntoUML’s narrower focus. In Fig. 7, we exemplify the OntoUML Metamodel. OntoUML model elements
(e.g., classes, relations, generalizations) are organized into modules called packages. For every project, a root package, referred
to as model, contains all model elements in a tree structure. Alongside the model package, the project also contains all diagrams and
visual elements, which we omit in this excerpt.

In Fig. 8, we present an example OntoUML model describing it in terms of the metamodel. In this example, we have three
classes, Agent, Person, and Organization, which are contents of the package Examples Package. Two generalization arrows connect
specific classes Person and Organization to the general class Agent, both of them part of the disjoint and complete generalization
set agent_types, represented as a label next to the generalization arrows. The italicized name of the Agent class indicates that it is
an abstract class. Agent also contains the attribute (i.e., class property) name, whose optional cardinality is indicated by the ‘‘[*]’’
8
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Fig. 7. An excerpt of the OntoUML Metamodel.

Fig. 8. An example of an OntoUML model.

symbol. The ontological nature of the three classes, all set to ‘‘functional-complex’’, is represented by a UML feature often omitted in
diagrams called tagged value, which is here represented through the color red (both dark and light shades). The binary relation works
at is represented as a line connecting Person to Organization, and it contains two relation end properties, one for the source of the
relation (left side) with mandatory cardinality (‘‘1..*’’), and the other on the target (right side) with optional cardinality (‘‘0..1’’).
The works at relation is a derived one as indicated by the symbol ‘‘/’’ preceding its name. Finally, all classifiers (i.e., classes and
relations) in the example have one stereotype shown as a label between guillemets next to their names. We revisit this example
later in Listing 1 and Listing 2 describing its serialization JSON and linked data schemas, respectively.

The metamodel presented here is the reference against which different implementations and syntaxes are developed. In other
words, the OntoUML profile for UML (lightweight extension mechanism of UML) is now a compatibility layer designed to allow the
development of OntoUML models in UML CASE tools. Note that OntoUML models represented in UML do have more leeway than
what is intended in this metamodel, but this is exploited when we catalog certain unintended modeling patterns. For instance,
certain models contain stereotypes that were never incorporated into the language but that express representation needs from
modelers. Others, rather than using stereotypes replicate UFO’s categories into their models and specialize them directly. Unintended
reuse patterns like this configure some of the goals we foresee being explored by researchers when investigating the use of UFO
to identify and differentiate genuine representation needs (also referred to as elephant paths) from anti-patterns and recurrent
constraint violations.
9
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1 {
2 "id" : "project_1",
3 "name" : "Example Project",
4 "type" : "Project",
5 "model" : {
6 "id" : "package_1",
7 "name" : "Examples Package",
8 "type" : "Package",
9 "contents" : [ {

10 "id" : "class_agent",
11 "name" : "Agent",
12 "stereotype" : "category",
13 "isAbstract" : false,
14 "restrictedTo" : [ "functional-complex" ],
15 "properties" : [ {
16 "id" : "att_name",
17 "name" : "name",
18 "type" : "Property",
19 "cardinality" : "*",
20 ...
21 } ],
22 ...
23 }, {
24 "id" : "gen_person_agent",
25 "type" : "Generalization",
26 "general" : {
27 "id" : "class_agent",
28 "type" : "Class"
29 },
30 "specific" : {
31 "id" : "class_person",
32 "type" : "Class"
33 },
34 ...
35 }, {
36 "id" : "gs_agent_types",
37 "name" : "agent_types",
38 "type" : "GeneralizationSet",
39 "isDisjoint" : true,
40 "isComplete" : true,
41 "generalizations" : [ {
42 "id" : "gen_person_agent",
43 "type" : "Generalization"
44 }, {
45 "id" : "gen_organization_agent",
46 "type" : "Generalization"
47 } ],
48 ...
49 }, ... ],
50 ...
51 }
52 ...
53 }

Listing 1: Fragment of the JSON serialization of the
model depicted in Fig. 8.

1 @prefix: <https://example.com/model#>.
2 @prefix ontouml: <https://w3id.org/ontouml#>.
3 @prefix xsd: <http://www.w3.org/2001/XMLSchema#>.
4 @prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.
5
6 :project_1 rdf:type ontouml:Project;
7 ontouml:name "Example Project";
8 ontouml:model :package_1.
9

10
11 :package_1 rdf:type ontouml:Package;
12 ontouml:name "Examples Package";
13 ontouml:project :project_1;
14 ontouml:containsModelElement
15 :class_agent,
16 :att_name,
17 :gen_person_agent,
18 :gs_agent_types .
19
20
21 :class_agent rdf:type ontouml:Class;
22 ontouml:name "Agent";
23 ontouml:project :project_1;
24 ontouml:stereotype ontouml:category;
25 ontouml:isAbstract "false"^^xsd:boolean;
26 ontouml:restrictedTo ontouml:functionalComplex;
27 ontouml:attribute :property_name.
28
29 :att_name rdf:type ontouml:Property;
30 ontouml:name "name";
31 ontouml:project :project_1;
32 ontouml:cardinality :cardinality_1.
33
34 :cardinality_1 rdf:type ontouml:Cardinality;
35 ontouml:cardinalityValue "*".
36
37 :gen_person_agent rdf:type ontouml:Generalization;
38 ontouml:general :class_agent;
39 ontouml:project :project_1;
40 ontouml:specific :class_person.
41
42 :gs_agent_types rdf:type ontouml:GeneralizationSet;
43 ontouml:name "agent_types";
44 ontouml:project :project_1;
45 ontouml:isComplete "true"^^xsd:boolean;
46 ontouml:isDisjoint "true"^^xsd:boolean;
47 ontouml:generalization
48 :gen_person_agent,
49 :gen_organization_agent.
50
51
52 # ...

Listing 2: Fragment of the linked data serialization of
the model depicted in Fig. 8 in Turtle.

.2. Models in JSON

Designed to support the development of model intelligence services in OntoUML [16], the ontouml-schema project specifies
ow to serialize OntoUML in JSON. In this format, OntoUML models can be easily exchanged between clients and servers
ommunicating over HTTP. In addition, JSON has extensive support from all major tech stacks, including easy processing within
rowser applications. These characteristics favor most uses we foresee from tool developers, being this format the most friendly to
he goals in our earlier analysis.

Listing 1 summarizes how the example of Fig. 8 would be serialized according to ontouml-schema. As of now, this schema is
designed exclusively for the exchange of complete models, where the outermost container is always an object with "type":"Project".
In the example, the object representing the project contains an object with "type":"Package", the "Examples Package", as the root
or objects corresponding to all other model elements, which are considered "contents" of the package (represented with a JSON
10
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the generalization object "gen_person_agent" has references to the general and specific classes ("class_agent" and "class_person"
respectively).

In the serialization of the class object "class_agent", "stereotype" is represented as a unique string. The "restrictedTo"
reference, represented as tagged values in the UML, is a dedicated array of enumerated ontological nature strings (having the
nature "functional-complex" in this example). Not unlike UML, properties are commonly used in the representation of both ends in
relations and attributes in classes, as these two uses have the same features as a whole (see "attribute_name"), like "cardinality".
Finally, a third example of the serialization of model elements is described in "gs_agent_types", the generalization set object named
"agent_types" that is also represented in the concrete syntax of OntoUML as simple sets of labels next to the generalizations it
comprises. Bear in mind that we omit here many of the more specific properties of each OntoUML element, especially those requiring
a greater understanding of UFO.

The specification of ontouml-schema uses a standard called JSON Schema, which allows the validation of JSON objects against
specifications guaranteeing they follow the expected structure. This is crucial for this context, as it enables the development of
software to process such models by standardizing their representation. Listing 3 demonstrates this through a JavaScript code snippet
that validates the shape of a project object against ontouml-schema using a JSON Schema library called Ajv.
1 const schemas = require( 'ontouml-schema ');
2 const Ajv = require( 'ajv ');
3
4 let validator = new Ajv().compile(schemas.getSchema("https://w3id.org/ontouml-schema/2021-02-26/Project"));
5 let project = {
6 id : "project_1",
7 name : "Example Project",
8 type : "Project",
9 model : null,
0 diagrams : null
1 };
2 let isValid = validator(project);
3
4 if (isValid) {
5 console.log(`The project ${project.name} is valid!`);
6 } else {
7 console.log(`The project ${project.name} is NOT valid!`);
8 console.log(validator.errors);
9 }

isting 3: Example of ontouml-schema being used in a JavaScript script.

.3. Models in linked data

While JSON offers a suitable solution for the needs of tool developers, the uses we foresee from researchers require the ability
o query and analyze datasets of models. This is even more pronounced in the context of a catalog of models, where the significant
umber of models enables, for example, the generation of statistical reports and the detection of recurrent patterns. The serialization
f OntoUML models in a linked data format allows us to feed them to a knowledge graph and perform complex analysis using the
PARQL querying language, all with no need for additional software. Listing 4 demonstrates this capability in a SPARQL query to
etrieve the number of OntoUML classes in each project of the knowledge graph.

Similar to how ontouml-schema is used in the description of the JSON serialization, the OntoUML Vocabulary defines all necessary
lasses and properties involved in the linked data serialization of models. In the excerpt of Listing 2 we can see how this linked data
erialization compares to its JSON counterpart (lst:json-example) for representing the model of Fig. 8. An important difference is
hat, unlike JSON, there is no notion of object containment/nesting in OWL, so all relations between objects are captured regularly
ith object properties and URIs. Further, some terms present in the linked data vocabulary may not have an equivalent feature

n JSON. This is the case of ontouml:project, a property that connects every model element to the project it is contained in. This
roperty facilitates the construction of common queries, especially within a knowledge graph containing several models. Despite
hese differences inherent to the context in which each serialization is employed, they are equivalent, with projects referring
o a model package which is the root of a tree structure containing all model elements (e.g., classes, relations, generalizations,
eneralization sets). Even if omitted here, the linked data serialization also comprises the concrete elements (diagrams and diagram
lements) of OntoUML projects and can also be used to fully reconstruct them.
1 PREFIX ontouml: <https://w3id.org/ontouml#>
2 PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
3
4 SELECT ?proj (COUNT (?c) AS ?classes)
5 WHERE {
6 ?c rdf:type ontouml:Class .
7 ?c ontouml:project ?proj .
8 }
9 GROUP BY ?proj

isting 4: Example of a SPARQL to a knowledge graphs of models serialized with the OntoUML Metamodel Vocabulary.
11

https://ajv.js.org/
https://ajv.js.org/
https://ajv.js.org/
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0
https://w3id.org/ontouml/vocabulary/v1.1.0


Data & Knowledge Engineering 147 (2023) 102210T.P. Sales et al.
5. Metadata schema

We designed the metadata schema for the catalog to satisfy the information needs of our stakeholders by reusing classes and
properties from the following RDF/OWL vocabularies:

• Data Catalog Vocabulary (DCAT) - Version 2: A vocabulary that supports the representation of metadata about catalogs,
datasets, and their distributions. DCAT is a W3C recommendation since 2014 and is frequently used in FAIRification initiatives.

• Dublin Core Terms (DCT): A vocabulary that defines properties to describe basic metadata about web resources. It is extensively
reused by DCAT and is also commonly adopted in FAIRification initiatives.

• Metadata for Ontology Description and Publication (MOD) - Version 2: A vocabulary that extends DCAT by defining classes
and properties specifically for the representation of metadata about ontologies and other semantic artefacts.

• Simple Knowledge Organization System (SKOS): A vocabulary for representing and linking knowledge organization systems.
SKOS is also a W3R recommendation and is widely used by the semantic web community.

• Friend of a Friend (FOAF): A vocabulary that offers terms to describe people, groups, companies, and other types of agents.
• vCard: A vocabulary to describe contact information (e.g., email, phone number).
• OntoUML/UFO Catalog Metadata Vocabulary (OCMV) [32]: Our custom metadata vocabulary that specifies properties and

property values we needed to declare the metadata of our catalog and of its models but that were not available in the other
vocabularies.

The backbone of our metadata schema, depicted in Fig. 9, consists of five classes, namely dcat:Resource, dcat:Dataset,
dcat:Distribution, dcat:Catalog, and mod:SemanticArtefact. We consider as a dcat:Resource any object that we keep track of in the
catalog (including the catalog itself). Every resource should be described with basic metadata properties to improve its findability
and discoverability, which include its names (via dct:title and dct:alternative) and descriptions. To support reusability, resources
should be described with provenance data, which includes when they were created and modified (dct:issued and dct:modified),
who created and modified it (dct:contributor, dct:creator, dct:publisher), and under which conditions it can be accessed and
reused (dct:accessRights, dct:license).

When referring to an external resource, such as the author of a model or the license attributed to one, we recommend the
use of a globally unique, persistent, and resolvable identifier. Whenever possible, we refer to the creators and contributors of a
model (instances of foaf:Agent) via a URI provided by DBLP (e.g., https://dblp.org/pid/96/8280) or ORCID (e.g., https://orcid.

Fig. 9. The metadata schema for the OntoUML/UFO Catalog (dcat:Catalog), the conceptual models (mod:SemanticArtefact), and their distributions
(dcat:Distribution) described as a UML class diagram.
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org/0000-0003-2528-3118). If there is no such a URI, we suggest the use of a URL that references the agent’s profile in a digital
platform (e.g., https://github.com/tgoprince) or a webpage about the agent (e.g., http://www.mattspace.net).

A particular type of dct:Resource of interest to us is the dcat:Dataset. A dataset comprises a collection of data items and is
available for access or download in one or more distributions (via dct:distribution). To foster findability and accessibility, datasets
are associated with URLs pointing to web pages where one can find more information about the dataset (dcat:landingPage) and

here one can access a data storage service to retrieve the dataset, its metadata, and its distributions (ocmv:storageUrl). We describe
hannels to reach out to the maintainers of a dataset with a vcard (via dcat:contactPoint). Lastly, to stimulate proper citation of
he datasets, we added the dct:bibliographicCitation property.

A dcat:Catalog is a curated dcat:Dataset consisting of metadata about resources. Here, we naturally focus on a single catalog
nstance, the OntoUML/UFO Catalog, which contains metadata about conceptual models and their distributions. A fragment of its
etadata record is shown in Listing 5. In addition to the properties defined for resources and datasets, a catalog lists the datasets

models in our case) it contains via the dcat:dataset property, as well as the knowledge organization system used to categorize
hem. To harmonize this categorization in our catalog, we opted to use the Library of Congress Classification (LCC) system, which
as been published as a skos:ConceptScheme.
1 <https://w3id.org/ontouml-models> a dcat:Catalog ;
2 dct:title "FAIR Model Catalog for Ontology-Driven Conceptual Modeling Research"@en ;
3 dct:alternative "OntoUML/UFO Catalog"@en ;
4 dcat:themeTaxonomy <http://id.loc.gov/authorities/classification> ;
5 dct:license <https://creativecommons.org/licenses/by-sa/4.0/> ;
6 dct:accessRights <http://publications.europa.eu/resource/authority/access-right/PUBLIC> ;
7 dct:issued "2019-06-18"^^xsd:date ;
8 dct:modified "2023-03-15"^^xsd:date ;
9 ocmv:storageUrl "https://github.com/OntoUML/ontouml-models"^^xsd:anyURI ;
0 dct:publisher <https://orcid.org/0000-0003-2528-3118> ;
1 dct:creator <https://orcid.org/0000-0002-5385-5761> ,
2 <https://orcid.org/0000-0002-1164-1351> ;
3 dct:contributor <https://orcid.org/0000-0002-2384-3081> ,
4 <https://orcid.org/0000-0001-5010-3081> ;
5 dcat:dataset <https://w3id.org/ontouml-models/model/5f85d9aa-67ac-4315-b60d-0212ea910320> ,
6 <https://w3id.org/ontouml-models/model/c6d2e61a-4904-47ec-8935-2e2e56669220> .

Listing 5: A fragment of the metadata describing the OntoUML/UFO Catalog.

The models in our catalog are categorized as instances of mod:SemanticArtefact, a type of dcat:Dataset whose data items are
the formalization of concepts, properties, relations, and constraints about a domain of interest. The metadata record of a semantic
artefact is exemplified in Listing 6 using the Reference Ontology of Trust [33]. To support our stakeholders in selecting and assessing
models for reuse, we describe a model with the following properties: the domain it formalizes (dcat:theme and dcat:keyword),
the purpose for which it was created (mod:designedForTask), the context in which it was created (ocmv:context), whether it is
represented in OntoUML or extends UFO (ocmv:representationStyle), whether it is a core, domain, or application ontology model
(ocmv:ontologyType). We also provide additional provenance to our models by connecting them with the publications in which they
are described (dct:source). Here, we once more recommend the use of globally unique, resolvable, and persistent identifiers. For
this type of resource, we use DOIs (e.g., https://doi.org/10.1007/978-3-030-33246-4_1).
1 <https://w3id.org/ontouml-models/model/d88fe48c-d574-43b4-85d6-a6e1aeaa6726> a dcat:Dataset, mod:SemanticArtefact ;
2 dct:title "Reference Ontology of Trust" ;
3 mod:acronym "ROT" ;
4 dcat:keyword "trust"@en ;
5 dcat:landingPage <https://github.com/unibz-core/trust-ontology> ;
6 ocmv:ontologyType ocmv:Domain .
7 ocmv:representationStyle ocmv:OntoumlStyle ;
8 mod:designedForTask ocmv:ConceptualClarification ;
9 ocmv:context ocmv:Research ;
0 dct:issued "2019"^^xsd:gYear ;
1 dct:modified "2022"^^xsd:gYear ;
2 dcat:theme lcc:H ;
3 dct:language "en" ;
4 dct:license <https://creativecommons.org/licenses/by/4.0/> ;
5 skos:editorialNote "Files retrieved from ROT ' ss GitHub repository on 23 March 2022." ;
6 dct:contributor <https://dblp.org/pid/81/4277>,
7 <https://dblp.org/pid/11/78>,
8 <https://dblp.org/pid/33/8219>,
9 <https://dblp.org/pid/75/5043> ;
0 dct:source <https://doi.org/10.1007/978-3-030-33246-4_1> ,
1 <https://doi.org/10.1007/978-3-030-62522-1_25> ;
2 dcat:distribution
3 <https://w3id.org/ontouml-models/distribution/78713112-cf7e-45f1-8c74-c7b5906f5b7c/>,
4 <https://w3id.org/ontouml-models/distribution/7c83f03b-c170-49d2-9dd9-0a600be6cc96/>,
5 <https://w3id.org/ontouml-models/distribution/669a3a1a-fd31-436e-8f31-932b4119de47> .

isting 6: A fragment of the metadata describing the Reference Ontology of Trust [33].
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A dcat:Distribution is a dcat:Resource that materializes a dcat:Dataset. The metadata of a distribution is exemplified in
Listing 7. Noteworthy properties are dcat:mediaType, which identifies the format of the distribution (e.g. https://www.iana.org/
assignments/media-types/application/json); dcat:downloadURL, which provides the address where to obtain the distribution; and
ocmv:isComplete, a boolean property that identifies whether or not a distribution completely materializes a dataset. In our catalog,
we use the latter property to state that the VPP, JSON, and Turtle distributions of a model are complete materializations, while the
diagrams in PNG are not.

1 <https://w3id.org/ontouml-models/distribution/7c83f03b-c170-49d2-9dd9-0a600be6cc96/> a dcat:Distribution;
2 dct:title "JSON distribution of the Reference Ontology of Trust"@en ;
3 dct:license <https://creativecommons.org/licenses/by/4.0/> ;
4 dcat:mediaType <https://www.iana.org/assignments/media-types/application/json> ;
5 ocmv:isComplete "true"^^xsd:boolean ;
6 ocmv:conformsToSchema <https://w3id.org/ontouml/schema> ;
7 dcat:downloadURL <https://raw.githubusercontent.com/OntoUML/ontouml-models/master/models/amaral2019rot/ontology.json> .

Listing 7: A fragment of the metadata describing the JSON distribution of the Reference Ontology of Trust [33].

A detailed specification of the properties in our metadata schema and the guidelines on how to use them are provided in
ppendix A.

. Data services

In order to fulfill the goals of our reuse stakeholders, an adequate FAIR-supporting infrastructure is necessary to enable the
rinciples of findability, accessibility, and reusability. Modelers, in particular, require features beyond reuse that enable the addition,
pdate, and deletion of cataloged models and their distributions. We enable these capabilities on the OntoUML/UFO Catalog by
mploying tailored software platforms for the storage and the discovery of models which we refer to as data services. In this

section, we discuss how FAIR Data Points [34] and online Git repositories are used as data discovery (Section 6.1) and data storage
(Section 6.2) services, respectively, and how the features they provide help us fulfill our reuse stakeholders’ goals.

6.1. Data discovery service

The OntoUML FAIR Data Point is a deployment of the FAIR Data Point (FDP) reference implementation [34], which is a
FAIR-compliant platform designed to expose semantically rich metadata of FAIR digital objects. For the end-user (i.e., the reuse
stakeholder), the OntoUML FAIR Data Point presents a website that turns every model and distribution (and even the catalog itself)
into a dynamically generated website that shows all collected metadata in human-readable form. Moreover, all information contained
in their metadata can be used for information discovery. In the example of Fig. 10, we present the filtered search for models with the
context ‘‘industry’’ and designed for ‘‘conceptual clarification’’. This filtered search is also complemented with support for text-based
search and SPARQL queries. For software agents, the endpoint of every resource is capable of proving the displayed information in
linked data format (i.e., Turtle, RDF/XML, and JSON-LD). Finally, this server provides the URIs of all resources in our catalog.

However, the reference FAIR Data Point we employ has an important limitation as it is designed to manage only metadata.
In addition, it is also limited when it comes to versioning the information it displays. To complement the capabilities of this data
discovery service we employ a data storage service which we describe in Section 6.2.

6.2. Data storage service

To make the data (and metadata) available through our data discovery service accessible, we employ an online Git repository
which serves as our data storage service. Git is a distributed version control system designed to support developers to collaborate
and maintain large projects. With the help of online platforms, such as GitHub, these repositories become a way to share projects
and enable collaboration between internal and external members, being highly adopted by users beyond the software engineering
community.

The ontouml-models repository, presented in Fig. 11, was originally conceived as an online Git repository before the FAIRification
process. The pull request mechanism of the used platform allowed for the collaboration required for modelers to submit and update
models and distributions, with the review of each submission by a catalog manager. As every change in the repository is a commit
in Git, the demand for the catalog’s versioning is trivially resolved, with its whole history tracked. Individual commits can also be
easily published and version releases of the catalog.

However, platforms such as GitHub cannot take advantage of the metadata collected in the FAIRification process, being this
an unfit solution for many reuse stakeholders. Thus, the setup using two complementing services is still required. To solve the
synchronization needs between the two services, a synchronization script is used, and improvements in the submission mechanism
are among our future works. The document structure used in the current release of the OntoUML/UFO Catalog is presented in detail
in Appendix B.
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Fig. 10. OntoUML FAIR Data Point filtered search example.

Fig. 11. The repository page of the OntoUML/UFO Catalog on GitHub.
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7. FAIRness evaluation

As a result of the designed architecture and (meta)data models, and the reuse of standards, both the catalog and the data it
rovides meet a number of FAIR principles. Tables 2 and 3 summarize the evaluation of the catalog and the models’ FAIRness,
espectively.

.1. Catalog

indability The catalog can be reached through a global, unique, persistent, and resolvable identifier provided by the W3ID, thus
fully achieving FAIR principle F1. Since the definition of what is ‘‘rich metadata’’ is not trivial, we aimed to fulfill the FAIR principle
F2 by providing as much metadata as possible to facilitate the goals and tasks for the groups of stakeholders identified during
FAIRification planning. For principle F3, it is possible to decompose the metadata URI and get back to the resource (i.e., the catalog)
it describes. The provided metadata, which is exposed by using an FDP, is indexed using the FDP index service, thus fulfilling
principle F4.
Accessibility The FDP provides an API that supports data exchange via HTTP, as well as a SPARQL endpoint, both of which are
open communication protocols and fulfill A1.1. Given the goals of the catalog, no authentication protocol is necessary (i.e., A1.2
is not applicable). While the host of the FDP instance currently does not have a persistence plan in place, the metadata is also
published on the catalog’s GitHub repository, partially fulfilling A2.
Interoperability The catalog’s metadata is published in RDF, a formal, accessible, shared, and broadly applied format, consequently
realizing I1. Furthermore, the catalog’s use of other FAIR vocabularies fulfills principle I2. These vocabularies provide additional
metadata that enrich the description of the terms defined by them, thereby realizing I3: ORCID provides extra information about
the author or collaborator, the EU vocabularies service offers detailed description about access rights, while CC provides additional
metadata about the catalog’s license.
Reusability The catalog is made available under the CC-BY-SA 4.0 license, as stated in its metadata (R1.1). Provenance information
is also included in the metadata, with the related terms defined based on the goals of the various stakeholders (R1.2). Moreover,
the catalog’s metadata has been designed with a focus on reusing the most relevant and widely adopted standards, thus fulfilling
the third aspect of the Reusability principle (R1.3).

Table 2
FAIRness evaluation of the catalog.

FAIR principle achieved Reasoning

F1 Unique ID W3ID service offer global, unique, persistent, resolvable identifiers

F2 Rich Metadata Metadata concepts defined to fulfill stakeholder’s goals (our interpretation
of rich metadata)

F3 Linking Data and Metadata W3ID scope creates a path from metadata to data

F4 Metadata is searchable The metadata in FDP is indexed by other search engines (i.e., Bing)

A1.1 Open Communication Protocol FDP will allow communication using HTTP and SPARQL protocols, which
are open, free, and universally implementable

A1.2 Authentication Protocol Not applicable

A2 Metadata persistence Metadata made persistent on the GitHub repo

I1 Knowledge representation language Catalog metadata is exposed using RDF, which is formal, accessible,
shared, and broadly applied

I2 Controlled vocabularies Catalog metadata uses other vocabularies (e.g., ORCID, EU access right)
that achieve some FAIRness

I3 Qualified references Catalog metadata references services (ORCID, EU vocabularies, CC) that
offer extra metadata for the referenced terms

R1.1 License Catalog’s license is defined in a machine-readable manner (RDF, CC terms)

R1.2 Provenance Provenance information provided (in machine-readable formats) to fulfill
stakeholder’s goals

R1.3 Adherence to community standards The catalog’s metadata was designed using terms from, e.g., DCAT, DCT,
SKOS, and FOAF, which are domain-relevant community standard
standards for defining catalogs and datasets [34]

7.2. Models

The catalog’s data includes the models themselves (in RDF, JSON, VPP, and PNG formats), as well as their specific metadata.
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Findability The models and their specific metadata are referred to using W3ID URIs that fall under the catalog’s URI scope, thus
rimarily achieving F1 and consequently partially achieving F3, since the path to data can be decomposed to find its metadata. The
etadata about the models includes relevant terms identified to achieve the stakeholders’ goals, thereby fulfilling F2. Lastly, the

atalog’s metadata is made searchable through the FDP’s search engine, which realizes F4.
ccessibility The metadata for the models is exposed through the FDP, which offers both HTTP and SPARQL endpoints for accessing

them, fulfilling A1.1. Similarly, the models themselves are available on GitHub, which provides HTTP-based access to them. Since
the data is open, A1.2 was not prioritized in this work. The data and metadata are under the persistency capabilities of GitHub,
which partially achieves A2.
Interoperability The metadata for the models, as well as the models themselves, are made available in RDF, JSON, PNG, and VPP,
hus achieving I1. The metadata about the models is described using other controlled vocabularies (I3) that are themselves FAIR
I2), including ORCID and DPL for model authorship, IANA for the distribution formats, EU vocabularies for access rights, and
C for licensing. Other specific terms are defined in the catalog’s own controlled vocabulary to achieve greater consistency and

nteroperability, thus reinforcing I3.
eusability Models submitted to the catalog are required to have their license specified (R1.1), and their provenance terms are

collected to meet the stakeholders’ goals defined during planning (R1.2). Finally, the metadata of the models was defined by reusing
relevant standards: DCAT, DCT, SKOS, FOAF, VANN, and VCARD, while data is structured following the OntoUML metadata model
(R1.3).

Table 3
FAIRness evaluation of the models.

FAIR principle achieved Reasoning

F1 Unique ID W3ID service offers global, unique, persistent, resolvable identifiers
F2 Rich Metadata Metadata concepts defined to fulfill stakeholder’s goals (our interpretation of rich metadata)
F3 Linking Data and Metadata W3ID scope creates a path from metadata to the model instances
F4 Metadata is searchable Models metadata indexed by the FDP search engine
A1.1 Open Communication Protocol The implemented FDP allows communication using HTTP and SPARQL protocols, which are open,

free, and universally implementable
A1.2 Authentication Protocol Not applicable
A2 Metadata persistence Persistence provided by GitHub
I1 Knowledge representation language Models published in RDF, and JSON (formal, accessible, shared, and broadly applied

machine-readable formats)
I2 Controlled vocabularies Metadata uses other vocabularies (e.g., ORCID, EU access rights) that achieve some FAIRness.

Controlled vocabularies are defined in machine-readable formats for terms not mapped to external
ones.

I3 Qualified references Metadata references services (ORCID, IANA, EU vocabularies, CC) that offer extra metadata for the
referenced terms

R1.1 License License is defined by the authors of the models, CC enforced.
R1.2 Provenance Provenance information provided (in machine-readable formats) to fulfill stakeholder’s goals
R1.3 Adherence to community standards Metadata designed using terms from DCAT, DCT, SKOS, and FOAF, which are domain-relevant

community standards for defining catalogs and datasets. The OntoUML (domain) metadata model
reuses concepts from the OWL’s metamodel.

8. Catalog statistics

The current release of the catalog contains 141 models. In this section, we briefly describe their composition and metadata. As
e shall see, the results evidence that the catalog captures a diverse and heterogeneous sample of models, making it a valuable

esource for supporting various analytical investigations.

.1. Statistics on the data

Altogether, the 141 models in the catalog contain 733 diagrams, 7864 classes, 5987 relations, and 5839 generalizations. Among
hem, three outliers stand out for being significantly larger than the others, namely the National Agency of Terrestrial Transportation
ANTT) Ontology [35], the Ontology of Technology-Independent Multi-layer Transport Networks [36], and the Digital Platform
ntology [23]. By themselves, these three models contain 40% of all diagrams, 25% of all classes, 22% of all relations, and 34%
f all generalizations. In the remainder of this subsection, we seek to characterize, from a structural perspective, the type of model
ne may expect to find in our catalog. Thus, we remove these three outliers and focus on the remainder 138 models.

We start with some basic statistics on the number of diagrams, classes, relations, and generalizations listed in Table 4. Given the
ide range between the variable’s minimum and maximum values, the catalog has quite a variety of models. However, it is limited
ith respect to models with higher numbers of diagrams, classes, relations, and/or generalizations, since the variables’ mean values
re much lower than their maximum values. Moreover, the fact that the median values of the variables are close to their mean
alues shows that the sample has a concentration of models with data close to the mean value and far from the maximum and
17
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Table 4
Statistics on concepts from the catalog ontologies.

Diagrams Classes Relations Generalizations

Minimum 1 7 0 0
Maximum 20 190 165 155
Median 2.0 33.5 26.0 18.0
Mean 3.2 42.7 33.9 28.0
Mode 1 18 22 14

minimum values. Finally, it is possible to find in the catalog only 1 taxonomy, which is a model with no relations, and 6 models
with no generalizations.

In the histogram depicted in Fig. 12(a), we group models by their number of classes. It shows that most (72) contain between
11 and 35 classes, a considerable number (45) contain between 36 and 70 classes and that very few (17) contain more than 70
classes. To better understand this distribution, we investigated which probability distribution best fitted it by applying goodness-
of-fit techniques [37]. Using the Minitab Goodness-of-fit Test, we tested 14 probability distributions and 2 transformations. The
results showed that the best fit was the lognormal distribution, with a p-value of 0.688.3 We complement this assessment with the
probability plot depicted in Fig. 12(b). In this type of plot, if the data distribution is a straight line (as in this case), it is reasonable
to assume that the observed statistical sample comes from the specified distribution [38]. Continuing our analysis, we used Minitab
to determine the parameters that specify the shape and location of the defined distribution. We identified that the data on the class
number followed a lognormal distribution with a location of 3.519 and a scale of 0.675. Finally, we plotted the Histogram shown in
Fig. 12(a) that compares the data grouped into intervals of the number of classes according to the frequency of observations (blue
bars) to the probability density function of a lognormal distribution with the parameters determined (red line). The figure confirms
a good fit between the analyzed data and the selected distribution.

A lognormal distribution is a continuous probability distribution in which the logarithm of a random variable is normally
distributed. If a data set fits a lognormal distribution, it means that when the logarithm of all the data points is taken, the newly
transformed points fit a normal distribution [39]. It is visually characterized by a long tail toward the right and a peak to the left.
By following the lognormal distribution, our sample inherits its properties. Therefore, in the sample analyzed, there are no models
with no classes or with a negative number of classes, and each model is an independent variable and independent regarding the
number of classes. This means that if you randomly choose a model from the sample, you cannot infer anything about the number
of classes in it. This could be attributed to the diversity of the models, which makes it unlikely for a common set of classes to exist
between them.

Fig. 12. (a) Histogram of classes and (b) probability plot for classes.

Deepening our analysis, we used Minitab to elaborate the matrix plots on Fig. 13 and calculate the Pearson’s Correlation
Coefficient (r) for the correlation between the number of (a) diagrams, (b) relations, and (c) generalizations of the models and
their number of classes. The results show that there are positive and strong correlations between the variables [40], with r = 0.764,
r = 0.806, and r = 0.935, respectively. Although the graphics give us some insightful information on the models’ data, they should
be carefully analyzed since the sample is limited.

By analyzing the graphics on Fig. 13, we observed that the ratios between the number of classes and the number of diagrams,
relations, and generalizations vary greatly among models. For instance, the Ontology of Board Games [41] has 179 classes but only
4 diagrams (roughly 45 classes per diagram), while the Online Education Ontology [42] contains 65 classes and 12 diagrams (a little
over 5 classes per diagram). The same phenomena can be observed when comparing the number of classes and relations. On one end
of the spectrum, there is OntoBio [43], which has 147 classes and 43 relations, hence, 3.4 classes per relation. On the other end, we
have models like the Turbidity Channel Migration Ontology [44], which has 69 classes and 99 relations, and hence, only 0.7 classes

3 The Minitab Goodness-of-fit Test also showed that the Box–Cox Transformation (p-value = 0.688) and the Johnson Transformation (p-value = 0.890) have
high p-values which indicate that we can successfully use these transformations if we need to transform our data to follow the normal distribution.
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Fig. 13. Correlation between the number of classes and the number of (a) diagrams, (b) relations, and (c) generalizations.

per relation. The Electrocardiogram (ECG) Ontology [45] stood out during the analysis of the data on the number of generalizations
for having 133 classes and 70 generalizations, which is considerably lower than the average number of generalizations (127.71) in
models with more than 100 classes.

Lastly, we analyzed the use of OntoUML class stereotypes. We used the data from the 5426 classes of the 125 models described
as having ocmv:OntoumlStyle as one of their representation styles (via the metadata property ocmv:representationStyle). The result
is presented in Fig. 14 and shows that the most frequently used stereotypes are Kind (18.67%), Subkind (18.45%), Role (12.15%),
Relator (8.29%), Category (6.89%), and Event (5.77%). These six classifications represent more than half of the stereotypes usage.
The other stereotypes all have less than 5.00% of representativeness each. The graph in Fig. 14 is an excellent example of how
the catalog can allow researchers to understand the evolution of OntoUML and its foundations. For example, the Event stereotype,
introduced in OntoUML in 2019 [46], despite being relatively new, was well accepted by modelers being used in 32% (44) of the
models included in the catalog, making it the sixth most used one.

Fig. 14. Percentage frequency of OntoUML class stereotypes.
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8.2. Statistics on the metadata

According to the data encoded in the dct:issued metadata field, the 141 models currently included in the catalog have been
created between 2005 and 2023 (Fig. 15). The first model developed in OntoUML is the Example of Integrated Ontology [3],
published in 2005 by Guizzardi in his Ph.D. thesis in which he first proposed the language. Therefore, it took some time for the
language to become known and accepted in the community. It also took time for professionals and researchers to learn and start
using it in their practices. This could explain why there is not a significant number of models cataloged until 2013—this year has
a high number of models cataloged because of a set of models created by master and doctoral students for a course on Ontology
Engineering given by a postgraduate program in Informatics. In the course, the students delivered two projects, one in which they
had to take any ontology and remake it in OntoUML and another in which they had to make an ontology of a domain of their
choice. Moreover, the release of the OntoUML Plugin for Visual Paradigm in March 2020 may have contributed to the increment in
the number of models cataloged after 2020 since it can serialize models in JSON in compliance with the ontouml-schema. Finally,
this analysis was developed at the beginning of 2023, which explains why so few models were cataloged this year.

Fig. 15. Total of models per year.

The data encoded in the dcat:keywords field show that 187 different terms were used to express the domain represented by the
models included in the catalog. The most frequent ones are safety and software engineering, with 6 occurrences each, followed by
education, finance, and value, with 5 occurrences each. Keep in mind that these data come from an open metadata field where any
term and more than one term could be included. Therefore, caution must be used when making inferences from these data.

The distribution of data from the metadata field dct:language shows that most of the models (129) use lexical terms in English
(en), the others (9) use Brazilian Portuguese (pt-br), and there are still the multilingual models which simultaneously use English
and Portuguese (en, pt-br) (2) and English and Dutch (en, nl) (1). The multilingual models can use more the one language in the
same or in different diagrams.

The data encoded in the dcat:theme metadata field showed the catalog has models exemplifying 15 of the 21 LCC classes. As
depicted in Fig. 16, the large representation is in Class H - Social Science and Class 𝑇 - Technology, with 45 (32%) and 40 (28%)
occurrences, respectively. Class H - Social Science encompasses models about finance, business, and trust. Class 𝑇 - Technology, on
the other hand, covers models about software engineering, aviation, construction, and robotics. The other 13 LCC classes exemplified

Fig. 16. Distribution of models by theme.
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have less than 10 occurrences each. To facilitate the visualization of the data, we gathered 5 LCC classes (Class A - General Works,
Class M - Music, Class U - Military Science, Class V - Naval Science, and Class Z - Bibliography, Library Science, and General Information
Resources) that had one occurrence each in the category named Others in the chart.

The distribution of data from the metadata field ocmv:representationStyle shows that most of the models 126 (89.36%) are
represented using OntoUML stereotypes, 13 (9.22%) of them directly extending UFO and 2 (1.42%) used both OntoUML stereotypes
and UFO. When using both, authors usually used them mixed in the same diagram. This is because, initially, OntoUML only allowed
the representation of (first-order) endurant types. There were no explicit provisions for event types, situation types, and higher-order
types, for example. Hence, modelers appealed to workarounds, e.g., extending the set of OntoUML stereotypes with their own custom
stereotypes or using plain UML class diagrams specializing UFO classes.

Most models in the catalog (105) were developed in the context of research, as can be seen in Fig. 17(a). This reflects the data
collection described in Section 3 that had academic publications on UFO and OntoUML as the main source of models. There are only
few models from the industry because in this context models are considered assets and are not usually publicly disclosed. The fact
that most models were developed in a research context may explain their relatively small size (see Table 4). Academic publications
have a space limitation, and models must adjust to this limitation while maintaining their distinctiveness. This may also explain
why many models (61, 44% of the total) have one diagram. Since in industry, there is no such limitation, models can be larger.
The National Agency of Terrestrial Transportation (ANTT) Ontology [35], for example, is the largest model in the catalog with 138
diagrams, 1222 classes, 655 associations, and 1119 generalizations.

The data encoded by the metadata property mod:designForTask reveals that conceptual clarification, with 103 occurrences, was
by far the most frequent reason that triggered the construction of the models listed in our catalog (see Fig. 17(b)). The reason for
creating a model can be related to the context in which it was developed. This relationship shows that ontological analysis is often
developed in academia, where models are generally created to explain domains and develop conceptualizations. There are also more
practical models developed to solve specific problems, such as supporting interoperability (22) and software engineering (18). We
believe that these types of models would be more common among models developed in industry, but our analysis could not prove
this hypothesis because of the limited number of models developed in this context in the analyzed sample. In addition, the models
created for learning purposes (25) were developed in the classroom context.

Finally, as observed in Fig. 17(c), most of the models in the catalog (123) are categorized as domain ontologies according to
the data in the metadata field ocmv:ontologyType, which can also be context-related. In research, domain, and core ontologies are
typically used to represent how a community conceptualizes a phenomenon of interest. There are few cases in the sample where
researchers have used applied ontologies. Those are more common among classroom and industry models, which are contexts that
accept better ontological representations based on a more particular viewpoint of a user or a developer. This result, however, cannot
be generalized because the sample under study only contains a few models created in the setting of classroom and industry.

Fig. 17. Distribution of models by (a) context, (b) design for task, and (c) ontology type. As the model may have multiple values for these fields, the sum of
the values presented in each graphic is greater than the number of models (141).
21

https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217
https://w3id.org/ontouml-models/model/c24e2b86-6c7a-43ac-a604-5dd1d4ab9217


Data & Knowledge Engineering 147 (2023) 102210T.P. Sales et al.

r
i
t

m
a
D

w
c
f

3
c
l
a

p
e
l
E
a

g
B
5
v

c
d
o
m

L
t
f
n
e
W
t
c

o
f
w
w
o
a
l
t
d

h
o
t

b
o

9. Related work

Our contribution here builds primarily on recent efforts in the generation of repositories for maintaining and reusing knowledge
esources, such as ontologies, conceptual models, and vocabularies. Having analyzed the collected data and their organization, we
dentified certain initiatives related to ours that we will discuss in the sequel. Considering the different scopes, we excluded from
his section catalogs for artefacts distinct from models or ontologies (e.g., design patterns catalogs).

In the past, some of us have made a first attempt to gather and organize OntoUML models [6]. This effort gathered 54 models,
ost of which were (or will eventually be) included in the catalog presented here. This repository of models—which is no longer

vailable or maintained—-was created with the specific goal of supporting the empirical discovery of ontological anti-patterns.
ifferently from ours, it was not built intending to foster open and collaborative community participation.

Our initiative is also comparable to the Lindholmen Dataset [47], a comprehensive catalog of UML models. Their approach
as to gather UML models automatically from open-source projects on GitHub and put them into a reference hub. The output is a

atalog with over 93,000 UML diagrams from over 24,000 projects. This catalog includes a list of projects with UML files and their
ile format. In addition, they also provide a database that contains the metadata of the projects.

Another catalog of UML models was proposed by Shcherban et al. [48], but it contains only non-structured data. It comprises
231 images that were manually collected and labeled to indicate they represent class diagrams (700), activity diagrams (454), use
ase diagrams (651), and sequence diagrams (706). They intended to create a dataset with the specific purpose of using a deep
earning technique and, in particular, to evaluate neural network architectures for multi-class classification of UML diagrams. Their
pproach is used to determine whether an image is a UML diagram or not, and what type of UML diagram an image contains.

In a similar context, but with motivations that differ from those the mentioned datasets, which were created specifically for testing
urposes, we must also mention the Data Set of OCL Expressions on GitHub [49], with 9188 Object Constraint Language (OCL)
xpressions originating from 504 EMF meta-models, built to facilitate empirical studies, like the replication of earlier studies on a
arger and more diverse dataset, to replicate corpus-based studies conducted in traditional software engineering in a Model-driven
ngineering (MDE) context, to provide a complementary perspective on the earlier results obtained through controlled experiments;
nd to evaluate practical limitations of previously proposed techniques.

Finally, we identified related works that had as main intention to present their methods for building a catalog, having the
enerated catalogs only as a consequent contribution. Here we cite the BPMN Artifacts Dataset 2021 [50] with 79,713 distinct
PMN models from 18,534 open-source projects, created through mining software projects on GitHub, and the ModelSet [51] with
460 Ecore and 5120 UML models, built with a labeling method that includes features like automatic model grouping by similarity,
isualizations, and label review.

These aforementioned catalogs are much larger than ours. They used data mining, web crawlers, and other automated data
ollection tools, emphasizing quantity while striving only for a minimal quality threshold for the models and the homogeneity of
ata. Our goals greatly diverge from theirs. First, in scope, they include UML, BPMN, and OCL information, whereas our focus is
n ontology-driven conceptual models. All our models are available in the same formats and are described with rich and linked
etadata, making our catalog more well-suited for reuse and in-depth study.

The Linked Open Vocabularies (LOV) [52] is a platform that provides access to a catalog of OWL vocabularies. Starting in 2011,
OV is now hosted by the Open Knowledge Foundation, and it currently offers almost eight hundred vocabularies with over 76
housand terms. LOV is based on some quality requirements, including URI stability and availability on the web. It relies on standard
ormats and publication best practices, detailed metadata, and documentation. As a distinctive feature, LOV shows indicators that are
ot provided by other catalogs, such as the interconnections between vocabularies, the versioning history along with past and current
ditors (individual or organization). LOV is a catalog of vocabularies and/or lightweight (computational) ontologies, i.e., Semantic
eb artefacts focused on web-based information sharing. Ours, in contrast, focuses on ontology-driven conceptual models (also

ermed ‘reference ontologies’), which contrary to lightweight ontologies, focus on expressiveness and domain appropriateness, often
apturing the results of ontological analyzes [3].

An example of a repository of ontologies as logical specifications is OntoHub [53], which collects nearly 22,500 artefacts
rganized in more than 150 repositories—however, most of the ontologies there are also lightweight models. We can say the same
or the LOV-inspired Linked Open Vocabularies for the Internet of Things (LOV4IoT) [54], and for the smartcity.linkeddata.es [55],
hich are both domain-specific repositories (the latter containing Smart City datasets). In this sense, they are like the BioPortal [56],
hich includes over 1000 life sciences ontologies. Unlike these other approaches, the OWL models in BioPortal usually are based
n the Basic Formal Ontology (BFO) foundational ontology and, in principle, have a similar focus (e.g., with relation to domain
ppropriateness) to the ones in our catalog. However, despite their firm grounding, these models are subject to OWL’s expressivity
imitations and, hence, omit many important ontological nuances (e.g., related to modality and multi-level structures). Since
hese ontologies are rendered as textual (sentential) logical specifications, they do not provide data for supporting the study of
iagrammatic/visual aspects of domain representations (e.g., model layout, visual patterns and anti-patterns).

We see many other differences between our catalog and its related ones, the most important one being the fact that all catalogs
ere mentioned were not built to comply with the FAIR principles and they do not present this as a future development goal. Some
f the related catalogs are only weakly documented (e.g., the BPMN Artifacts Dataset 2021), while we have examples of catalogs
hat are documented only through their publication papers (e.g., Shcherban et al. OCL Dataset).

Additionally, we regularly update our catalog, while others have received few or no updates since their release, causing them to
ecome outdated over time (e.g., the Lindholmen Dataset, OCL Dataset, smartcity.linkeddata.es). Only a small set of them claim to be
22

r are indeed curated (e.g., LOV, LOV4IoT, smartcity.linkeddata.es). Even though many declare to provide metadata, the information
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is most of the time poor or not well-documented or they rely on data providers to do so (e.g., ModelSet and OntoHub). We can
see the difference when checking the licensing information: while some works provide licensing only to their catalogs and not the
contained datasets (e.g., BPMN Artifacts Dataset 2021, LOV4IoT), others do the opposite (e.g., smartcity.linkeddata.es, ModelSet),
and, finally, some do not have licensing data at all (e.g., OCL Dataset).

10. Final considerations

In this paper, we presented the first FAIR Model Catalog for Ontology-Driven Conceptual Modeling Research. We provide a
tructured, collaborative, and open-source catalog of ODCM models designed with the OntoUML language (or by extending the UFO
ntology). This resource supports the conceptual modeling and ontology engineering communities with many important empirical
asks. These include language design, understanding, and evolution; machine-learning research over model data; testing model
anipulation (e.g., code generation, mining, modularization, and abstraction); and model reuse.

The catalog currently contains 141 models, but we expect it to grow, especially considering the UFO and OntoUML relevance to
he ODCM field and considering that the catalog is open to contributions from the community. Instructions on how to collaborate
re available on the repository’s GitHub page. Over the years, a variety of experimental modeling tools and prototypes have been
eveloped for OntoUML. To be included in the catalog, the models originally built with these tools must be reconstructed in the
urrently supported OntoUML Visual Paradigm plugin. Considering the difficulty of this task, we intend to research potential methods
or partially automating it (e.g., by automating the normalization of data and by partially generating models from diagram images).
dditionally, we intend to create a service in the OntoUML plugin for modelers to submit their models directly to the catalog.

Inspired by the LOV initiative (which is intended as a high-quality catalog of reusable vocabularies), we envisage the creation of
Linked Open OntoUML Models (LOOM) initiative. Unlike LOV, LOOM would organize the space of ontologically well-founded

omain models, i.e., a space of conceptual models grounded on a foundational ontology and, thus, having deeper ontological
emantics by design.

Even though our catalog is restricted to UFO/OntoUML conceptual models, its metadata schema could be easily adapted to
ccommodate models built following other foundational ontologies. Nonetheless, to the best of our knowledge, UFO is the only
ainstream foundational ontology [1] that has an ODCM language that is explicitly associated with it, i.e., in a technical sense:

i) having the modeling primitives of the language directly reflecting the distinctions of the ontology; (ii) having the grammatical
onstraints of the language explicitly reflecting the axiomatization of the ontology.

Finally, as previously discussed, the models are included in this catalog in their original form, i.e., preserving the original
odeling choices made by their creators. This is important to study how the language is used in practice, what are the most common
odeling errors and anti-patterns, how different users subvert the grammatical rules of the language signaling possible evolution

rends, etc. However, as a direct consequence, the catalog shall contain models that are of a variety of quality levels, including
odels bearing syntactic, semantic, and pragmatic problems. This hinders the potential (re)use of some of these models (e.g., as

eed models or reusable modeling components). In future work, we intend to address this issue by investigating methodological
nd computational mechanisms for assessing some quality aspects of these models (e.g., with relation to syntactical correctness,
resence of anti-patterns, and visual pragmatics, among others).
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ppendix A. Metadata schema specification

The metadata schema of the OntoUML/UFO catalog consists of five main classes, namely dcat:Resource, dcat:Dataset,
cat:Distribution, dcat:Catalog, and mod:SemanticArtefact. In this appendix, we define these classes and their associated properties
nd provide guidelines on how to use them.

A dcat:Resource is an object that we keep track in the catalog (including the catalog itself). A resource can be described by the
23

ollowing properties:
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• dct:title: Determines a title for the resource. Accepts xsd:string and rdf:langString literals. E.g., "Common Ontology of Value
and Risk"@en, "FAIR Model Catalog for Ontology-Driven Conceptual Modeling Research"@en. There must be at most one title per
language.

• dct:alternative: Determines an alternative title for the resource. Accepts xsd:string and rdf:langString literals. E.g.,
"OntoUML/UFO Catalog"@en.

• dct:description: Determines a free-text account of the resource. Accepts xsd:string and rdf:langString literals.
• dct:issued: Determines when the resource was created. Accepts literals of the types xsd:dateTime, xsd:date, xsd:gYearMonth,

and xsd:gYear. e.g., "2018"^^xsd:gYear, "2018-01-15"^^xsd:date. When cataloging a model from documents, we recommend
using the publication date from the first one.

• dct:modified: Determines when the resource was last modified. Accepts literals of the types xsd:dateTime, xsd:date,
xsd:gYearMonth, and xsd:gYear. When cataloging a model based on documents, we recommend using the publication date
from the latest one.

• dct:license: Identifies a legal document under which the resource is made available. E.g., https://creativecommons.org/
licenses/by/4.0/.

• dct:accessRights: Identifies a dct:RightsStatement or a text concerning who and how the resource can be accessed. E.g., the
statement http://publications.europa.eu/resource/authority/access-right/PUBLIC informs that something is ‘‘publicly accessi-
ble by everyone’’.

• skos:editorialNote: Determines a general note relative to the resource documentation process. Accepts xsd:string and
rdf:langString literals. E.g., "The model was originally designed in Portuguese and translated by the publisher."@en.

• dct:contributor: Identifies a foaf:Agent who contributed to the development of the resource.
• dct:creator: Identifies a foaf:Agent who contributed to the creation of the resource.
• dct:publisher: Identifies the foaf:Agent who added the resource to the catalog. The publisher does not need to have created

or contributed to the resource.

A dcat:Dataset is a dct:Resource that comprises a collection of data items and is available for access or download in one or
ore distributions. Here, we describe datasets using the following properties:

• dcat:landingPage: Identifies a web page where one can access the dataset, its metadata, its distributions, and additional
information about it. E.g., https://www.model-a-platform.com is the landing page of the Digital Platform Ontology.

• dct:bibliographicCitation: Determines a bibliographic reference for the dataset in textual format. Accepts xsd:string and
rdf:langString literals. E.g., "Weigand, H., Johannesson, P., & Andersson, B. (2021). An artefact ontology for design science
research. Data & Knowledge Engineering, 133."@en

• ocmv:storageUrl: Determines a URL of a service in which the data and metadata of the dataset are stored. Accepts values in
xsd:anyURI.

• dcat:distribution: Identifies an available dcat:Distribution of the dataset.
• dcat:contactPoint: Identifies a vcard:vCard that contains information on how to contact an agent responsible for the dataset.

We required that at least an email is provided.

A dcat:Catalog is a curated dcat:Dataset consisting of metadata about resources. Here, we naturally focus on single catalog
nstance, the OntoUML/UFO Catalog, which contains metadata about conceptual models and their distributions. The additional
roperties we used are:

• dcat:themeTaxonomy: Identifies a knowledge organization system used to classify the semantic artefacts in the catalog. In our
catalog, we use the Library of Congress Classification (LCC) system, which exists as a skos:ConceptScheme.

• dcat:dataset: Identifies a mod:SemanticArtefact listed in the catalog.

The conceptual models in our catalog are categorized as instances of mod:SemanticArtefact, a type of dcat:Dataset whose data
tems are the formalization of concepts, properties, relations, and constraints about a domain of interest. The metadata record of a
emantic artefact extends that of a dcat:Dataset with the following properties:

• dcat:keyword: Determines a domain (partially) described by the semantic artefact. Accepts xsd:string and rdf:langString
literals. E.g., the User Feedback Ontology is described with the keywords "online user feedback", "software engineering", and
"requirements engineering".

• mod:acronym: Determines an acronym one can use to refer to the semantic artefact. Accepts only xsd:string literals. E.g.,
"RDBS-O", "COVER", "ROT".

• dct:source: Identifies resources that contain, present, or significantly influenced the development of the semantic artefact. We
recommend the use of persistent and resolvable identifiers to refer to these resources, such as the Digital Object Identifier
(DOI) or DBLP’s URI. E.g., https://doi.org/10.3233/AO-150150, https://dblp.org/rec/journals/ao/Morales-Ramirez15.

• dct:language: Determines a language in which the lexical labels of the semantic artefact are written. We require the use of
values listed in the IANA Language Sub Tag Registry. E.g., "en", "pt".

• dcat:theme: Identifies the central theme of the semantic artefact according to a theme taxonomy. In our catalog, the theme of
24

an artefact must be a skos:Concept from the LCC. E.g., "Class S - Agriculture", "Class 𝑇 - Technology".
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• mod:designedForTask: Identifies a goal that motivated the development of the semantic artefact. To standardize the use of this
property, we documented some recurrent modeling goals:

– ocmv:ConceptualClarification: The artefact was created as the result of an ontological analysis of a concept, language,
or domain of interest that sought to conceptually clarify and untangle complex notions and relations.

– ocmv:DataPublication: The artefact was created to support the publication of some datasets. For instance, a conceptual
model used to generate an OWL vocabulary to publish tabular data as linked open data on the web.

– ocmv:DecisionSupportSystem: The artefact was created during the development of a decision support system.
– ocmv:Example: The artefact was created to demonstrate how OntoUML can be used to solve a certain modeling challenge,

to support an experiment involving OntoUML, or to exemplify how a generic model can be reused in more concrete
scenarios.

– ocmv:InformationRetrieval: The artefact was created to support the design of an information retrieval system.
– ocmv:Interoperability: The artefact was created to support data integration, vocabulary alignment, or the interoperabil-

ity of software systems.
– ocmv:LanguageEngineering: The artefact was created for the design of a domain-specific modeling language.
– ocmv:Learning: The artefact was created so that its authors could learn UFO and OntoUML. This usually applies to models

developed by students as part of their course assignments.
– ocmv:SoftwareEngineering: The artefact was created during the development of an information system. For instance, a

conceptual model used to generate a relational database.

• ocmv:context: Identifies an ocmv:Context in which the artefact was developed, namely:

– ocmv:Research: The artefact was developed as part of a research project. This usually implies that the artefact was featured
in a scientific publication.

– ocmv:Industry: The artefact was developed for a public or private organization.
– ocmv:Classroom: The artefact was developed within the context of a course on conceptual modeling, most likely as a

course assignment.

• ocmv:representationStyle: Identifies an ocmv:OntologyRepresentationStyle representation styles adopted in the artefact. We
account for the existence of two values:

– ocmv:OntoumlStyle: Characterizes a model that contains at least one class, relation, or property using a valid OntoUML
stereotype.

– ocmv:UfoStyle: Characterizes a model that contains at least one class or relation from UFO without an OntoUML
stereotype.

• ocmv:ontologyType: Identifies the categorization of the ontology according to its scope. For this catalog, we adopt the following
three categories proposed by Roussey et al. [57]:

– ocmv:Core: An ontology that grasps the central concepts and relations of a given domain, possibly integrating several
domain ontologies and being applicable in multiple scenarios. E.g., UFO-S, a commitment-based ontology of services,
can be considered a core ontology because it applies to services in multiple domains, such as medical, financial, and
legal services.

– ocmv:Domain: An ontology that describes how a community conceptualizes a phenomenon of interest. In general, a domain
ontology formally characterizes a much narrower domain than a core ontology does. E.g., OntoBio is a domain ontology
of biodiversity.

– ocmv:Application: An ontology that specializes a domain ontology where there could be no consensus or knowledge
sharing. It represents the particular model of a domain according to a single viewpoint of a user or a developer.

Finally, a dcat:Distribution is a dcat:Resource that materializes a dcat:Dataset. The characterization of a distribution accounts
the following additional properties:

• dcat:downloadURL: Identifies a URL that can be used to download the distribution.
• dcat:mediaType: Identifies the media type of the distribution. Valid media types are only those defined by IANA, such as https:

//www.iana.org/assignments/media-types/application/json. If there is no media type for the format of the distribution, the
type application/octet-stream must be used for binary files and the type text/plain must be used for text files.

• dct:format: Identifies the format of the distribution. This property should be used to complement dcat:mediaType when the
distribution format is not listed by IANA. We limit the use of this property with URIs so that more context about how to
manipulate a distribution can be provided. E.g., https://www.file-extension.info/format/vpp.

• ocmv:isComplete: Determines if a distribution contains all the data from the dcat:Dataset it materializes. In the catalog, the
distributions of models in VPP, JSON, and Turtle are complete, while those in image format are not.

• ocmv:conformsToSchema: Identifies a schema upon which the distribution can be validated against. E.g., a JSON Schema
document, a SHACL shape, and an XML Schema document. The identified schema should be compatible with the media type
of the distribution. That is, if a distribution is in JSON, the schema cannot be an XML Schema.
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Appendix B. Catalog files

The Git repository of the OntoUML/UFO Catalog functions as its data storage service, hosting the datasets and resources that
users rely on to conduct their research activities. Fig. B.18 provides a visual representation of the files’ organization employed within
the catalog’s repository.

Fig. B.18. Catalog files’ structure.
The description of each of the files contained in the catalog, including the ones sent by users and those automatically generated,

is provided as follows.

• catalog.ttl: the turtle file that contains all metadata about the catalog in linked data format.
• /models: the directory containing all cataloged models.
• /"model-directory-1": a directory containing a single model and distributions that materialize it. Most model directories’ names

are composed of information about the model itself, such as the name of the first author, the year of publication, or the name
of the model.

• ontology.*: the file generated by the modeling tool used to create or reproduce the model. The modeling tool in question must
be able to serialize the model in JSON format in conformance with the ontouml-schema (e.g., the Visual Paradigm UML CASE,
.vpp extension, with the OntoUML Plugin for Visual Paradigm).

• ontology.json: the JSON serialization of the model in conformance with the ontouml-schema.
• ontology.ttl: the turtle serialization of the model in linked data format described with the OntoUML Metamodel Vocabulary.

This file is automatically generated from the JSON serialization.
• /original-diagrams: the directory containing all diagrams of the model in PNG format. These diagrams are either (i) created

from the original file generated by the modeling used, or (ii) extracted from the source where the model was published
(e.g., screenshots from the original publication).

• /new-diagrams: the directory containing all diagrams of the model in PNG format. This directory must only be used when the
original model was previously built in a non-supported modeling editor and the original diagrams have been extracted from
the model’s source.

• metadata.ttl: the turtle file that contains all metadata about the model in linked data format.
• metadata-vpp.ttl: the turtle file that contains all metadata about the model file, the ontology.vpp distribution, in linked data

format. This file is automatically generated.
• metadata-json.ttl: the turtle file that contains all metadata about the model’s JSON serialization file, the ontology.json

distribution, in linked data format. This file is automatically generated.
• metadata-turtle.ttl: the turtle file that contains all metadata about the model’s turtle serialization file, the ontology.ttl

distribution, in linked data format. This file is automatically generated.
• metadata-png-o-"diagram-1".ttl: a turtle file that contains all metadata about one of the model’s original diagrams, a
/original-diagrams/"diagram-1".png distribution, in linked data format. A file is automatically generated for each original
diagram.

• metadata-png-n-"diagram-1".ttl: a turtle file that contains all metadata about one of the model’s new diagrams, a /new-
diagrams/"diagram-1".png distribution, in linked data format. A file is automatically generated for each new diagram.
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• /shapes: the directory containing the SHACL shapes used in the validation of metadata schemas.
• Resource-shape.ttl: the turtle file that contains the SHACL shape used to validate metadata about resources of type
dcat:Resource.

• Dataset-shape.ttl: the turtle file that contains the SHACL shape used to validate metadata about resources of type
dcat:Dataset.

• Catalog-shape.ttl: the turtle file that contains the SHACL shape used to validate metadata about resources of type
dcat:Catalog.

• SemanticArtefact-shape.ttl: the turtle file that contains the SHACL shape used to validate metadata about resources of type
mod:SemanticArtefact.

• Distribution-shape.ttl: the turtle file that contains the SHACL shape used to validate metadata about resources of type
dcat:Distribution.
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