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1 Introduction

In the quest to understand the world around us, scientists have proposed many models through-
out history to describe nature. The predictions of each model are studied thoroughly until it
fails to predict some observations, which often leads to improved models to describe the observed
universe. Currently, the Standard Model (SM) of particle physics is the best model in hand to
describe the fundamental building blocks of the universe and their interactions.

In numerous, stringent measurements of observables of nature, the SM has been remarkably
successful in its predictions. For example, the anomalous magnetic moment of the electron (ae)
is a fundamental quantity that determines the strength of the interaction between a photon
and an electron. An experimental measurement of ae has a precision of 10 significant figures,
in agreement with the SM prediction, making it the most accurate prediction verified in the
history of physics.

Although the SM has been remarkably successful, there are both theoretical and experimental
reasons that it cannot be the ultimate fundamental theory of nature. This includes the failure
of the SM to predict the nonzero mass of neutrinos, and its failure to provide a candidate for
the dark matter in the universe. Recently, precise measurements of the anomalous magnetic
moment of the electron and the muon, a heavier copy of an electron, have shown evidence of
deviations from the SM prediction by up to 5.1σ standard deviations, depending on the chosen
theoretical calculation of the SM prediction. Should a deviation in the anomalous magnetic
moment be observed, it would mean that unknown interactions beyond the SM are modifying
the expected value. The tau lepton, the second and heaviest copy of the electron, is more
sensitive to modifications from the SM to its anomalous magnetic moment (aτ) due to its mass.
Given the short lifetime of tau particles, aτ cannot be measured directly, and the best current
measurement of aτ by the DELPHI collaboration is many orders of magnitude less precise than
that of the electron and muon. However, since most theories expect orders of magnitude larger
deviations of the anomalous magnetic moment for tau leptons than for electrons and muons,
this can compensate for the lower precision in the measurement of aτ. This motivates innovative
methods to measure aτ, as presented here.

In this dissertation, a summary of the SM theory is given in chapter 2. In chapter 3, the
theoretical contributions to the anomalous magnetic moment and the current best measurements
of this quantity for electrons, muons, and taus are discussed. In chapter 4, the Large Hadron
Collider (LHC) and the Compact Muon Solenoid (CMS) detector as experimental tools for
measuring aτ are presented. In chapter 5, I present my first measurement of aτ, the first
measurement at the LHC. Chapter 6 presents my ongoing studies towards a future measurement
of aτ at the LHC with improved precision. The prospects of these measurements in the future
are discussed in chapter 7, which motivates the need for an improved tracking detector for the
CMS experiment. This tracking detector and the upgrade plans are discussed in chapter 8.
Chapters 9, 10, and 11 summarize my contributions to the upgrade studies of this tracking
detector.
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2 Standard Model of particle physics

2.1 Timeline of modern particle physics

The search for the smallest elements constituting our world led to the discovery of atoms in
the early 1800s when John Dalton discovered that chemicals always contain ratios of elements
according to fixed ratios of whole numbers. In 1897, after years of research on cathode rays to
understand the source of electricity, J.J. Thomson found out that cathode rays consist of small
negatively charged subatomic particles which he named electrons. Therefore, it was realized
that atoms are not the most elementary particles, and instead have a structure consisting of
negatively charged electrons and a positive part to ensure the neutrality of the atoms. This
discovery was arguably the start of the modern search for the elementary particles constituting
our world and their interactions, under the name of particle physics. Figure 2.1 shows a timeline
of some of the major findings of modern particle physics.

The journey continued with the discovery of photons as the constituent particles of light in
1905 by Albert Einstein. Between 1908 and 1913, Hans Geiger and Ernest Marsden, under
the direction of Ernest Rutherford, performed a set of experiments in which they impinged
a thin metal foil with alpha particles, which are helium atoms after their two electrons have
been stripped. They observed that the alpha particles do not scatter most of the time, and
when they do, they scatter with large angles. From this observation, it was inferred that the
atoms have a small, heavy, and positively charged nucleus. This was a conceptually important
experiment, as it marked the first time that particle physicists used a scattered beam of particles
to understand sub-atomic structure. Given the insight from Louis de Broglie on the wave nature
of particles and their corresponding wavelength, which decreases with momentum, the use of
energetic scattering particles is needed to achieve a high resolving power in the observation of
small targets.

Following an experiment by Ernest Rutherford in 1899, it was observed that an atom could
gain a positive charge by emitting an electron. This phenomenon was known as β decay, and
following the discovery of the atomic nucleus and protons as the positively charged constituents
of the nucleus, it was thought that the nucleus contained A protons and (A−Z) electrons, with
A being the atomic mass and Z the atomic number, such that the nucleus had a mass of A
and charge of Z. However, this hypothesis could not explain one of the characteristics of the
nitrogen atom, called spin. In quantum mechanics, spin is the intrinsic angular momentum of
a particle. In contrast to angular momentum, which is an integer, spin can take both integer
and half-integer values. The spin of protons and electrons was measured to be 1

2 . For the
nitrogen nucleus with A = 14 and Z = 7, a half-integer total spin was expected from the above
hypothesis, while the spin was measured to be 1. This was resolved by the discovery of neutrons
by James Chadwick in 1932. He observed the emission of electrically neutral radiation from
a Beryllium layer hit by the alpha particles from a radioactive Polonium source. The neutral
particles were capable of traversing several centimeters of Pb and hit a paraffin layer. Although
the electrically neutral neutron was not directly visible, the protons from the recoil of the target

2



nucleus in paraffin was observed in an ionization chamber.
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Figure 2.1: A timeline of particle physics in the last 130 years. Adapted from reference [1].

The discovery of electrons, protons, neutrons, and photons provided a model for the con-
stituents of our everyday world. The electromagnetic force and gravitation were already known
to be the dominant forces involved in everyday life. The weak force was thought to be responsible
for the β decays and some strong nuclear force was responsible for holding the positively charged
protons and the neurons together in the nucleus. Following the postulation of the uncertainty
principle in quantum mechanics by Werner Heisenberg, Yukawa predicted in 1935 that a new
particle with mass around 200 MeV should be responsible for carrying the strong nuclear force.
Carl Anderson and Seth Neddermeyer observed a new particle from cosmic rays with a mass
much larger than the mass of the electron and much smaller than the mass of the proton. It
decayed into an electron, and some other missing invisible particle inferred from momentum
conservation, and it was initially thought to be Yukawa’s proposed particle. However, the muon
could either decay into an electron, or when passing through a heavy material, be captured by a
nucleus as in a reversed β decay, with a capturing rate consistent with the weak force. Therefore,
the newly found particle, named muon was not Yukawa’s predicted particle. The discovery of
the muon was unanticipated and could not be explained by the models in hand.

It was in 1947 when Cesar Lattes, Giuseppe Occhialini, and Cecil Powell found a new particle
from cosmic rays at high altitudes which decayed to a muon and then an electron. As opposed
to the muon, which had a long decay time consistent with weak interactions, the newly found
particle, called the pion (π±), had a fast decay consistent with the strong force and Yukawa’s
postulated particle.

In the same year, a strange particle was found originating from cosmic rays that decayed to
two pions. It was strange because of its anomalously long lifetime compared to pions, and was
later called the kaon (K±). A similar strange particle (Λ0) was found in 1950 that decayed to a
proton and a pion after a similarly long time.
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The 1950s marked a revolution in particle physics when powerful accelerators were built to
accelerate particles before colliding them with fixed targets. Compared to radioactive sources
and cosmic rays, accelerators could be tuned to specific high energies with a controlled and
relatively large number of interacting particles. A large number of K± and Λ0 particles were
produced using accelerators that hinted at their production through strong interactions and
their decay through weak interactions. Following the development of many accelerators, many
other particles were discovered in the 1950s and 1960s, as shown in figure 2.1. This included
neutrinos (ν) produced in accelerator collisions, which are the missing invisible particles observed
in β decays. For each charged particle, its oppositely charged antiparticle was also found.
Antiparticles were predicted by Paul Dirac in 1928 in his model for spin-half particles and were
first observed by the discovery of the positron (anti-electron) in 1932 by Carl Anderson.

The discovered particles that interacted through the strong interaction were referred to as
hadrons. The abundance and properties of the hadrons found until the 1960s hinted at the
presence of some underlying order. The situation was comparable to the time when abundant
number of atoms were being found, and the ordering offered by Dmitri Mendeleev based on
the characteristics of these elements led to the prediction for new elements, and eventually the
discovery of subatomic elements as new, more elementary particles.

The quest for order was started by defining a conserved variable called the baryonic number
(B) which was 1 for protons and neutrons, -1 for their antiparticles, and 0 for the rest of
the particles. Conservation of the baryonic number could justify why decay modes such as
p+ → π+ + ν could not be observed and the proton, as the lightest particle with a baryonic
number, was stable.

The next order concerned strange particles. They were abundantly produced in collisions of
accelerated protons and neutrons, hinting at production through strong interactions, but were
always produced in pairs. They also had a relatively long decay time, hinting at their decay
through the weak interaction. Murray Gell-Mann and Kazuhiko Nishijima proposed a conserved
quantity called strangeness (S) which was conventionally 1 for the K0 and -1 for the Λ0. The
protons and neutrons had 0 strangeness. Therefore, the strange particles had to be produced
in pairs, as strangeness is conserved in strong interactions. However, the strange particles could
decay to non-strange particles through weak interactions, which do not conserve strangeness.
Gell-Mann and Nishijima came up with the following formula, which related the charge Q,
baryonic number, strangeness, and isospin (I). The latter is a quantity that was conceptually
introduced in 1932 by Werner Heisenberg, assuming that protons and neutrons are different
isospin states of the same particle and hence can be grouped together similar to spin up and
down electrons, with I3 = +1

2 for protons and I3 = −1
2 for neutrons.

Q = I3 +
1

2
(B + S) (2.1)

Having the charge, strangeness, and isospin, Gell-Mann and Yuval Neeman proposed an or-
dering for the hadrons. The spin-12 ones were grouped into an octet based on charge, strangeness,
and isospin, while the spin-32 ones were grouped similarly into a decuplet. The same catego-
rization was applied to spin-0 hadrons. This categorization facilitated the discovery of the Ω−

missing from the spin-32 decuplet, similar to the discovery of new atoms using the Mendeleev
table. Moreover, this categorization allowed Gell-Mann and Zweig to independently come up
with the quark model, proposing three spin-12 quarks of up (u), down (d), and strange (s) as the
constituents of all discovered hadrons. The up, down, and strange were referred to as different
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flavors of quarks.
Following the observation of the suppressed decay of K0 → µ+µ−, Glashow, Iliopoulos, and

Maiani proposed a mechanism in 1970 [2] that could reduce the production probability of this
decay, given the presence of a fourth flavor of quarks, named charm (c). In 1974, Brookhaven,
SLAC, and Frascati laboratories discovered a new particle, later called J/ψwith a mass of 3.1GeV
and a lifetime of 7×10−21 s, three orders of magnitude longer than the expected lifetime in decays
with strong interaction. The J/ψ hadron was consistent with a bound state of a charm and anti-
charm quark. It made the quark model more compelling and predicted a few hadrons containing
the charm quark, which were discovered later.

In 1977, another particle decaying to two muons was observed at Fermilab and later confirmed
by DESY. It was consistent with a bound state of some new additional quark, perhaps of a third
generation, and was called the bottom or beauty quark. As a result of the observed symmetry in
quark flavors in which they could be grouped into generations of up-down and charm-strange, the
presence of another flavor from this new third generation was postulated. The predicted quark
flavor was referred to as top (t) and was discovered in 1995 by the CDF and D0 experiments.
With the full list of flavors, the equation relating particle types becomes

Q = I3 +
1

2
(B + S + C + B’ + T) (2.2)

with charm (C), bottomness (B’), and topness (T) defined in a similar way to strangeness.

2.2 The Standard Model

The Standard Model (SM) of particle physics is the only model that describes all currently
observed elementary particles in the universe and the known electromagnetic, weak, and strong
interactions between them. The elementary particles of the SM are shown in figure 2.2. Fermions
have a spin of 1

2 and are divided into quarks and leptons. The quarks and leptons are each
divided into three generations which are assumed to be copies of each other except for their
mass differences. The gauge bosons are responsible for the interactions. In particular, the
photon carries the electromagnetic force between charged particles, the W and Z bosons carry
the weak force, and the gluon carries the strong force. The interaction with the Higgs boson
is responsible for giving mass to all massive elementary particles, which will be discussed in
section 2.2.4.

The SM is a quantum field theory (QFT), which describes matter and the forces as quantum
fields and particles as excited states of these fields. It describes the kinetics of each of these fields,
the interactions between them through the gauge bosons, and a mechanism that gives mass to
the massive particle states. The QFT describing the electromagnetic interactions of charged
particles is known as quantum electrodynamics (QED), which will be discussed in section 2.2.1.
The weak interaction can be unified with QED to form the electroweak (EW) theory discussed
in section 2.2.2. The strong interactions between quarks and mediated by gluons is described
by quantum chromodynamics (QCD), which will be discussed in section 2.2.3.

According to a theorem by Emmy Noether [4], each conservation law is associated with a
symmetry of the underlying physics. For instance, if the physics of a system, as determined by its
Lagrangian, is symmetric with regards to transformations of time, then the system will conserve
energy. If the space is isotropic in classical physics, the Lagrangian of the system does not depend
on the rotation in space, and hence angular momentum is conserved. In quantum mechanics, a
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Standard Model of Elementary Particles
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Figure 2.2: A table of the particles in Standard Model of particle physics and their properties.
Figure is taken from Ref. [3].

spin 1
2 and a spin −1

2 electron are similar as far as the physics of the system is concerned, so the
Lagrangian is invariant under the SU(2) spin rotations. As mentioned earlier, similar attempts
were made before the SM was established to categorize the elementary particles by symmetries
such as spin, isospin, and charge. In the SM, all three sectors of QED, weak theory, and QCD
follow specific symmetries which arise from local gauge invariance, meaning that the Lagrangian
does not change as a result of applying the transformation operators with free and local gauge
parameters.

2.2.1 Quantum electrodynamics

The theory of quantum electrodynamics was developed [5] as a relativistic quantum descrip-
tion of electrodynamic interactions between charged particles, previously modeled by Maxwell’s
equations in classical electromagnetism. QED is a gauge theory with the symmetry group U(1).
Fermions are represented by spin-12 fields. Their electromagnetic interaction is mediated by the
photon field as the single gauge field of U(1). The Lagrangian of QED [6, p78] is

L = −1

4
FµνFµν + ψ̄(iγµDµ −m)ψ, (2.3)

where γµ are the Dirac matrices, ψ is a bispinor field of the spin-12 particle with ψ̄ its Dirac
adjoint, and m is the mass of the spin-12 particle. Dµ is the gauge covariant derivative defined
by ∂µ+ ieAµ+ ieBµ, where e is the coupling constant, equal to the electric charge of the bispinor
field, and Aµ is the covariant four-potential of the electromagnetic field generated by the spin-12
particle itself. It is also known as a gauge field or a U(1) connection. Bµ is the external field
imposed by an external source. Finally, Fµν = ∂µAν − ∂νAµ is the tensor of the electromagnetic
field or the curvature of the gauge field.

Using the Euler-Lagrange equation for ψ̄ and setting Bµ = 0, or equivalently absorbing it
into a new Aµ, it is found that the equation of motion for the spin-12 particle is

(iγµ∂µ −m)ψ = eγµAµψ. (2.4)
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The equation of motion for Aµ is similarly derived to be

∂µF
µν = eψ̄γνψ. (2.5)

Taking

jν = ψ̄γνψ (2.6)

as the conserved U(1) current arising from Noether’s theorem, one find the equation of motion
for the Aµ mediator to be

∂µF
µν = ejν . (2.7)

After imposing the arbitrary Lorenz gauge condition of ∂µAµ = 0, equation 2.7 reduces to

□Aµ = ejµ, (2.8)

which is a wave equation for the four-potential, the QED version of the classical Maxwell equa-
tions in the Lorenz gauge.

Richard Feynman proposed an intuitive method to calculate the interaction probabilities in
QED. His method is based on what became known as Feynman diagrams as graphical represen-
tations of specific interactions, as well as a mathematical method to calculate the probability of
interactions. Feynman diagrams in QED are built by combining three elements:

• A fermion propagating in space, shown by a straight line

• A photon propagating in space, shown by a wavy line

• A junction of two fermions and a photon representing the interaction.

These elements are shown in figure 2.3. By connecting copies of this basic vertex element, one
can visualize any arbitrary QED interaction like the one in figure 2.4.

Figure 2.3: The three constructing elements of a Feynman diagram in QED. Propagating
fermions are shown with solid lines, with an arrow for their propagating direction. A photon
propagating in space is shown with a wavy line. The interaction point is shown by the junction
of these three lines, representing the interaction of ψ, ψ̄, and Aµ according to the Lagrangian in
equation 2.3.

Mathematically, Feynman proposed a set of probability amplitudes for each propagation or
interaction. The probability amplitude of an interaction with multiple vertices as in figure 2.4 is a
multiplication of the probability amplitudes of individual vertices. Any chosen kinematics for the
photon in this figure does not affect the initial and final physical observables, making it a virtual
photon. Therefore, the probability amplitudes of all possible kinematics for the propagator of
the virtual photon have to be integrated to find the probability amplitude of the interaction.
The interaction rate or decay rate of the particles and the cross section of the interaction can be
calculated using the probability amplitude, integrating over possible initial and final kinematics.
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Figure 2.4: A Feynman diagram representing the electromagnetic interaction of two fermions
in the so-called s-channel. The chronological order of Feynman diagrams is conventionally from
left to right. Fermions propagating towards the left represent antiparticles. This diagram could
represent the electromagnetic interaction of an electron and a positron through a virtual photon.

The cross section is an intrinsic measure of the probability of interaction independent of the
environmental conditions, like beam intensity in scattering collisions. Experimentally, it is
defined by the number of interactions per unit of time per unit of flux of incoming particles.

2.2.2 The electroweak theory

As mentioned in section 2.1, weak interactions were first discovered in the β decay of a neutron
to a proton, an electron, and the antineutrino of an electron, and later on in the decay of
hadrons. The weak force was found to be short-ranged, similar to the strong force but orders
of magnitude weaker, so that the decay times of weakly decaying hadrons were longer than the
decays mediated by the strong or electromagnetic forces. This weak and short-range nature can
be explained if the mediator of the weak force was massive.

In 1959, Sheldon Glashow [7], Abdus Salam [8], and Steven Weinberg [9] proposed the elec-
troweak (EW) theory which unified the interactions mediated by the weak and electromagnetic
forces. In this theory, the weak interactions were mediated by three spin-1 massive W bosons,
W 1, W 2, and W 3, with their respective 3rd component of isospin (I3) to be +1, −1, and 0.
They are responsible for transformations in the SU(2) isospin phase space. Fermions have an
isospin of 1

2 . The up, charm, and top quarks as well as the neutrinos have an isospin of +1
2

while their partners in each generation have an isospin of −1
2 . In all cases, the antiparticles have

isospin of opposite sign. W 1 and W 2 only interact with left-handed particles and right-handed
antiparticles, where left- and right-handedness is based on chirality, an intrinsic quantum me-
chanical property like spin. They are responsible for the conversion of isospin states within each
generation. For instance, a W 2 with I3 = −1 is emitted through the transition of a left-handed
down quark with I3 = −1

2 to a left-handed up quark with I3 = +1
2 . It can then similarly decay

to an electron and antineutrino of the electron. This is in fact the underlying interaction of the
β decay of a neutron, described by n(udd)→p(udu)+W− →p(udu)+e−+ν̄e and depicted in the
Feynman diagram in figure 2.5

u

d

d

n

u

d

u

p

ν̄e

e−

W−

Figure 2.5: A Feynman diagram representing the weak interaction known as the beta decay of
the neutron.
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The SU(2) weak and U(1) QED interactions are unified in the EW Lagrangian:

LEW =
∑

f

∑
ψf

ψfiγ
µDµψf − 1

4W
µν
a W a

µν − 1
4B

µνBµν , (2.9)

where ψf is a doublet for left-handed fermions with flavor f, and a singlet for right-handed ones.

Dµ ≡ ∂µ − ig′ 12YWBµ − ig 1
2 τ⃗LW⃗µ, (2.10)

with Bµ being the U(1) gauge field, YW the weak hypercharge and the generator of the U(1)
group, Wµ the 3-component SU(2) gauge field explained above, and τL the the Pauli matrices as
infinitesimal generators of the SU(2) group acting only on the left-handed chiral fermions. The
variable g′ is the U(1) coupling constant and g is the SU(2) coupling constant. W aµν (a = 1, 2, 3)
and Bµν are the field strength tensors for the weak isospin and weak hypercharge fields.

The electromagnetic charge arises from a combination of EW isospin and EW hypercharge as
Q = T3+

1
2Y3. The EW Lagrangian in equation 2.9 does not have any ψ̄mψ mass term similar to

equation 2.3 as such a mass term will not respect the SU(2) symmetry. Section 2.2.4 will present
how the SU(2) symmetry will be spontaneously broken by the addition of the Higgs boson and
mechanism to give mass to the fermions and weak gauge bosons. The mass eigenstates of the
SU(2) weak gauge field after spontaneous symmetry breaking are two charged W bosons and a
neutral Z boson. The photon and Z boson after spontaneous symmetry breaking can be derived
as a linear combination of W 3 and the U(1) gauge field before spontaneous symmetry breaking
by (

γ

Z0

)
=

(
cos θW sin θW

− sin θW cos θW

)(
B

W3

)
, (2.11)

where θW is the weak mixing angle or the Weinberg angle [10]. The charged W bosons after the
symmetry breaking are found by

W± =
1√
2

(
W 1 ∓ iW 2

)
. (2.12)

Following this transformation, a mismatch arises between the masses of the Z and W± bosons,
which is found to be

mZ =
mW

cos θW
. (2.13)

Unlike strange interactions, weak interactions do not respect strangeness, as, for instance,
in the decay of K± → π±π0. Nicola Cabibbo proposed that the quark eigenstates in the weak
interactions are not identical to the mass eigenstates of the quarks, and instead can be a mixed
combination [11] as [

d′

s′

]
=

[
cos θc sin θc

− sin θc cos θc

][
d

s

]
, (2.14)

with d’ and s’ as the weak eigenstates, d and s as the mass eigenstates, and θc as the Cabibbo
angle. A generalized form of the mixing matrix with the addition of bottom and top quarks was
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given by Makoto Kobayashi and Toshihide Maskawa [12] in the form ofd′s′
b′

 =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb


ds
b

, (2.15)

with the best measured values [13] of|Vud| |Vus| |Vub|
|Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|

 =

0.97401± 0.00011 0.22650± 0.000488 0.00361± 0.00010

0.22636± 0.00048 0.97320± 0.00011 0.04053± 0.00072

0.00854± 0.00020 0.03978± 0.00071 0.999172± 0.000030

.
(2.16)

2.2.3 Quantum chromodynamics

Quantum chromodynamics (QCD) is the theory that describes the strong interaction between
the quarks and gluons. The strong force in QCD is mediated by massless and charge-neutral
gluons. Since the observation of the ∆++ hadron with three up quarks was in tension with
Pauli’s exclusion principle in quantum mechanics, given the up states had the same quantum
numbers, a new quantum number of color was defined for quarks which could take one of three
values named after the colors red, green, and blue. The number of colors was later confirmed in
electron-positron collisions by taking the ratio

R(s) =
σ(e+e− → hadrons)

σ(e+e− → µ+µ−)
(2.17)

where s is the square of the center-of-mass energy and σ denotes the cross section of the hadronic
and leptonic collisions shown in figure 2.6 at each collision energy. This ratio is dependent on the
number of independent states the muon and the quark can have, as well as the relative charges of
quarks over the charge of muon, as the charges determine the electromagnetic coupling constant.
This ratio can be written as

R = NC
∑
q

e2q , (2.18)

with NC being the number of color states each quark can take, and eq being the charge of each
quark flavor. It has been measured to be R = 2 for collision energies enough to create up, down,
and strange quarks, R = 10

3 when charm quarks can also be created, and R = 11
3 when bottom

quarks can also be created. These measurements confirm that the number of color states is 3.

e−

e+

µ−, q

µ+, q̄

γ

Figure 2.6: Feynman diagram of the annihilation of an electron and a positron to a photon,
decaying to a pair of muon-antimuon or quark-antiquark of the same flavor.

QCD respects an SU(3) symmetry of color, with eight multi-colored gluon mediators con-
necting to a quark and its antiparticle. As the gluons also have color, they can interact with
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themselves in vertices connecting three or four gluons. These self-interactions lead to the short-
range nature of the strong force. Hadrons in QCD are colorless, a phenomenon known as the
color confinement of QCD, which ensures that hadrons with one quark and one antiquark with an
integer total charge, mesons, and hadrons with either three quarks or three antiquarks, baryons,
have no aggregate color.

The Lagrangian of QCD is given by

LQCD =
∑
f

ψf iγ
µDµψf −

1

4
GaµνG

µν
a , (2.19)

where ψf is a 3-component vector of Dirac spinors for the three colors of quark with flavor
f , Dµ ≡ ∂µ − igs

1
2λ

aGaµ is the gauge covariant derivative of QCD with Gaµ as the 8-component
SU(3) gauge field, λa are the generators of the SU(3) color group, and gs is the coupling constant
of the strong interactions. Finally, Gaµν is the gluon field strength tensor.

2.2.4 The Higgs mechanism and the Yukawa interactions

The EW and QCD terms mentioned in equations 2.9 and 2.19 describe the kinetics and in-
teraction of fermions and gauge bosons in the SM. However, the short range of the weak in-
teractions implies that their mediators are massive. This is ensured in the SM by the Higgs
mechanism [14][15][16]. The Higgs Lagrangian is

LH =
1

2
(Dµφ)

† (Dµφ)− V (φ), (2.20)

with Dµ from equation 2.10, and φ is a doublet of complex scalar fields respecting the EW SU(2)
symmetry and written as

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
. (2.21)

The Higgs potential, V (φ), is

V (φ) = −µ2φ†φ+ λ
(
φ†φ

)2
, (2.22)

with positive λ and µ2. While it is common in QM for the ground state of the potential to be
zero, the Higgs potential has a nonzero vacuum expectation value at φ†φ = µ2

2λ which leads to
infinite solutions for φ. By a gauge transformation to a basis where the other three components
are zero, one finds the third component to be φ3 =

µ√
λ
≡ v, which is an input parameter of SM

and is measured to be 246GeV. When the physical system goes to this minimum, the potential
is no longer symmetric in SU(2), a phenomena referred to as spontaneous symmetry breaking,
causing the weak mediators to gain mass values of mW = 1

2gv and mZ = 1
2

√
g2 + g′2v. These are

predictions of the theory and match well with the observed masses. The spin-0 Higgs boson is
the excited state of the Higgs field and is predicted to have a mass of mH =

√
2µ2 =

√
2λv. This

was measured in 2012 to be around 125 GeV, after the discovery of a boson with the expected
characteristics of the SM Higgs boson by CMS and ATLAS in 2012 [17][18][19][20]. This may
be the last piece of the SM, since a single Higgs boson is the simplest solution to spontaneous
symmetry breaking. However, it can also be achieved with more than one Higgs boson, although
this has so far not been observed.

As mentioned in section 2.2.2, the fermion mass term of mψ̄ψ does not respect the EW SU(2)
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symmetry. Instead, the fermions gain mass from their Yukawa coupling to the Higgs boson. The
Yukawa term of the SM Lagrangian before spontaneous symmetry breaking respects the EW
SU(2) symmetry and has a form of

LYukawa =
gY√
2

∑
ψ̄LφψR, (2.23)

with ψR and ψ̄L as the right-handed singlet and left-handed doublet of the EW theory, respec-
tively. The summation is over all flavors in addition to the Hermitian conjugates. φ is the Higgs
scalar field defined above, which after symmetry breaking, can be written as a perturbation of H
around its vacuum expectation value by φ = v+H. So the Yukawa term after the spontaneous
symmetry breaking will be

LYukawa =
gYv√
2

∑
ψ̄LψR +

gYH√
2

∑
ψ̄LψR. (2.24)

The first term is the required mψ̄ψ mass term of the fermions with m = gYv√
2
, and the second

term describes the coupling of fermions to the Higgs field. Therefore, the Yukawa coupling of the
fermions with the Higgs boson should be proportional to their mass, which has been confirmed
experimentally [21][22].
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3 The anomalous magnetic moment

This dissertation presents a measurement of the anomalous magnetic moment of tau leptons,
and steps towards an improved subsequent measurement. After a brief definition of this particle
property, and motivation for pursuing its measurement, its prediction arising from SM QED,
EW, and QCD contributions will be discussed in section 3.1. Section 3.2 discusses potential
contributions from beyond the standard model (BSM). Sections 3.3 and 3.4 discuss the current
best measurement of this property for electrons and muons and their respective agreement with
the SM predictions. Finally, section 3.5 discusses the best current measurement of this variable
for tau leptons, and the potential for measurements using the data collected at the Large Hadron
Collider (LHC), which will be introduced in chapter 4.

In classical electrodynamics, the magnetic strength of an object producing a magnetic field
is represented by its magnetic moment vector. These magnetic objects range from macroscopic
magnetic material and electrical currents to microscopic molecules and atoms, and even elemen-
tary particles like electrons. Charged particles with an angular momentum arising from their
orbital angular momentum or spin, a quantum mechanical property, can also show a magnetic
moment, which can be written as

µm = g
e

2m
S, (3.1)

where e is the electric charge and m is the mass of the particle. S and µm are the spin and
magnetic moment vectors, respectively. The value g is referred to as the g-factor and for a Dirac
spin-12 particle, g = 2. However, small deviations from the Dirac prediction have been observed
in the magnetic moment of electrons and later explained by QED corrections. In QED, the
magnetic moment of a fermion is given by its coupling to a photon. At the first order, this leads
to the Dirac prediction. However, higher order loops in the coupling of an initial-state and final-
state fermion to a photon contribute to the magnetic moment of the fermion. The deviation in
the g-factor from Dirac’s prediction of g = 2 is represented by the anomalous magnetic moment
(a) which is defined as

a =
g − 2

2
. (3.2)

3.1 Anomalous magnetic moment in Standard Model

In the SM, the anomalous magnetic moment gets contributions from all three sectors of QED,
EW, and QCD, providing infinite complexity for the generic interaction of a photon with an
initial-state and an final-state charged fermion. Each contributing process can be represented
by its corresponding Feynman diagram, while all diagrams have the same physical observables,
namely they represent the vertex of two charged fermions and a photon. Starting from the most
dominant contributions and going towards the least contributing processes, they are summed to
get a precise determination of the coupling of a photon with two charged fermions.

The QED contributions can be ordered in powers of the fine-structure constant (α), which
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τ

τ

γ

τ

τ

γ
γ

Figure 3.1: Tree-level (left) and one-loop (right) QED contributions to the coupling of the
tau lepton with photon. The tree-level diagram gives aτ = 0 and the one-loop diagram adds
aτ =

α
2π .

quantifies the QED coupling and is approximately equal to 1
137 . Figure 3.1 shows the tree-

level and one-loop Feynman diagrams of the τγτ vertex. At tree level, the coupling of the tau
lepton to the photon matches the predictions by Dirac for spin-12 charged particles and gives
g = 2. The dominant correction to the g-factor comes from the one-loop diagram and is equal
to α

2π ≈ 0.00116.
Figure 3.2 shows the two-loop contributions from QED, which are on the order of α2. The

relative mass of the lepton (ℓ) in the top-left plot to the mass of the τ lepton varies the predicted
two-loop effect. Therefore, contributions of second order and above to the anomalous magnetic
moment are different for the three charged leptons and have to be calculated separately. While
the QED contribution has been calculated up to the tenth order for the anomalous magnetic
moment of the muon (aµ) [23], it has been calculated for the anomalous magnetic moment of
the tau lepton (aτ) up to the third order of α, which is aQED

τ = (117324± 2)× 10−8 [24].
Contributions from EW interactions can be estimated in the same manner. Due to the

relatively high mass of the EW gauge bosons compared to that of the leptons, the EW contri-
butions are suppressed. For instance, the EW contribution to aτ is of the same order as the
three-loop QED contribution. It is calculated for one- and two-loop EW effects and is found to
be aEW

τ = (47.4± 5)× 10−8 [24].
While the QED and EW contributions can be calculated from first principles of perturbation

theory to any arbitrary order, the QCD contributions cannot be estimated by perturbation,
as the QCD coupling constant runs to infinity at low energies. Therefore, the contribution of
QCD is mainly estimated using experimental measurements of the ratio defined in equation 2.17,
as well as theoretical evaluations based on specific models of low-energy hadronic interactions
with electromagnetic currents. The current best estimation of the QCD contributions to aτ is
aQCD
τ = (350.1± 4.8)× 10−8 [24] which leads to an overall SM estimation of

aτ = (117 721± 5)× 10−8. (3.3)

Table 3.1 shows a summary of the SM contributions to the anomalous magnetic moment
of the electron, muon, and tau lepton based on a few recent calculations. A tension between
the theoretical calculations of the QCD contributions to aµ is shown. Here, we quote the
calculations in references [25–40] for the QCD contributions to aµ. The QED contributions to
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Figure 3.2: Two-loop QED contributions to the coupling of the tau lepton with photon. ℓ
can be any of the charged leptons. The upside-down mirror of the bottom plots should also be
considered.
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aµ are taken from references [41, 42] and the EW contributions are taken from references [43, 44].
Contributions to ae are taken from reference [45].

QED EW QCD total SM
e 1 159 652 179.88± 0.23 0.03053± 0.00023 1.693± 0.012 1 159 652 181.61± 0.23

µ 1 165 847 189± 1 1536± 10 69 390± 430 1 165 918 100± 430

τ 1 173 240 000± 20 000 474 000± 50 000 3 501 000± 48 000 1 177 210 000± 50 000

Table 3.1: SM contributions to anomalous magnetic moment of leptons in units of 10−12.

3.2 Beyond standard model contributions

Similar to the SM contributions, BSM effects can also contribute to the coupling of a fermion to
photon, modifying its magnetic moment. Figure 3.3 shows one example of such a contribution
from a leptoquark particle. Leptoquarks are hypothetical particles that couple to a lepton and
a quark. They are good candidates for solving some of the theoretical problems in the SM, and
can serve as one of the dark matter candidates. Although different generations of leptons and
quarks are identical in SM interactions and are only differentiated by their mass, the coupling of
the leptoquarks to SM fermions could depend on their generation. Therefore, the contribution
of the leptoquark to aτ could be larger compared to that of aµ.

τ

τ

b

b

LQ
γ

Figure 3.3: First-order contribution to the τγτ vertex from a leptoquark coupling to the τ
lepton and the bottom quark.

A composite particle obtains a larger magnetic moment compared to a similar particle with
no substructure. For instance, the g-factor for a proton is 5.6, and the chargeless neutron, which
should have no magnetic moment at all, has a g-factor of −3.8. Therefore, if an excess of the
anomalous magnetic moment of a lepton is observed compared to the SM prediction, it can
serve as evidence for the compositeness of that lepton. The contribution of compositeness to
the anomalous magnetic moment of a lepton (aℓ) with mass mℓ made up of constituents of mass
mconstituent is on the order of O( mℓ

mconstituent
) and therefore is higher for tau leptons compared to

electrons and muons [46].
Supersymmetry (SUSY) is a generic characteristic of a theory which treats particles and force
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carriers in the same way. As a BSM theory of particle physics, it provides a natural solution
for the unification of different sectors of SM at high energy, as well as their unification with
general relativity. It can also provide many dark-matter candidates as it predicts a supersym-
metric counterpart for each SM particle. Similar to the leptoquarks, these supersymmetric BSM
particles can also contribute to the coupling of leptons to a photon and the anomalous magnetic
moment. The effect of SUSY on aℓ can be quantified by the difference with the prediction of
the SM δaℓ = aℓ − aSM

ℓ , which for a SUSY particle with mass MS increases by δaℓ ∼ m2
ℓ

M2
S

[47].

Therefore, the contribution of SUSY to δaℓ is m2
τ

m2
µ
≈ 280 times higher for tau leptons than muons.

The contributions of BSM to aℓ and to the coupling of leptons and photons modify both the
kinematics of the lepton and the total coupling strength, which results in a higher cross section
for this interaction. These effects can be modeled with two methods. In the first method, the
matrix element of the vertex, which is used to calculate the probability amplitude mentioned
in chapter 2, is generalized to accommodate BSM contributions. For instance, the generalized
form of the τγτ vertex between a tau lepton with an incoming momentum of p and an outgoing
momentum of p′, coupled with a photon with momentum of q and a polarization vector of ϵµ(q)
can be parameterized as [48]

−ieū(p′)× {F1(q
2)γµ + iF2(q

2)σµν
qν
2mτ

+ F3(q
2)γ5σµν

qν
2mτ

} × u(p)ϵµ(q) (3.4)

The three functions F1, F2, and F3 are the form factors corresponding to the charge, anomalous
magnetic moment, and electric dipole moment of the tau lepton, respectively. These observables
are related to the form factors as

eτ = eF1(0), (3.5)

aτ = eF2(0), (3.6)

dτ = − eτ
2mτ

F3(0). (3.7)

Another approach to accommodate BSM effects on the anomalous magnetic moment is the
use of effective field theories (EFT) [49]. In the EFT approach, the SM Lagrangian is generalized
by adding new terms which respect the SM symmetries, and are scaled down with normalization
factors corresponding to the new physics scale. For large enough energy scales of the new physics,
the added Lagrangian terms vanish and the theory converges to the SM.

3.3 Measurement of ae

The anomalous magnetic moment of the electron is the most precisely measured quantity in the
history of physics. Its current best measurement was performed recently [50] using the Penning
trap technique, in which a single electron is trapped with a homogeneous magnetic field and a
quadrupole electric field. Due to the presence of the magnetic field (B), the electron with mass
m and charge e circulates with a cyclotron frequency (ωC) of

ωC =
e

m
B. (3.8)
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It also exhibits a Larmor precession of its spin around the magnetic field with a frequency (ωS)
of

ωS = g
e

2m
B. (3.9)

Their difference, denoted by ωa, is a measure of the anomalous magnetic moment as

ωa = ωS − ωC =
g − 2

2

e

2m
B =

g − 2

2
ωC = aeωC. (3.10)

The electron is cooled to a temperature of 50 mK. Its quantum energy levels can be written
as

E = ℏωSmS + ℏωC(n+
1

2
), (3.11)

with mS = ±1
2 corresponding to the spin of the electron along the direction of magnetic field,

and n determining the energy level.

Figure 3.4: Quantum energy levels for an electron in a Penning trap with a cyclotron frequency
of νC = ωC

2π and a precession frequency of νS = ωS
2π . Figure taken from reference [50].

The electron is excited from n = 0 to n = 1 of the cyclotron energy levels by driving the
transitions using precisely tuned microwave radiation. The jump to the higher spin energy level
(change of the spin sign) is achieved by modifying the magnetic field. While the two input
energies are fixed, by varying the magnetic field, a resonance can be observed when the input
energies match ωC and ωa, resulting in a precise measurement of these two frequencies. The
anomalous magnetic moment of electron can be found using equation 3.10.

Figure 3.5 shows the current measurements of the anomalous magnetic moment of the elec-
tron, compared to the most updated SM predictions using two measurements of the fine-structure
constant with Rubidium [51] and Cesium [52] as input.

3.4 Measurement of aµ

There has been a great effort to measure the anomalous magnetic moment of the muon, aµ,
since 1959 [53]. This includes the measurement reported by Brookhaven National Laboratory
(BNL) in 2004 [54] based on data recorded in 2001, and recent measurements by Fermi Na-
tional Accelerator Laboratory (Fermilab), from the Run1 [55] and Run2 [56] data of a similar
experiment.

In these experiments, beams of 3.09 GeV longitudinally-polarized muons are injected into
a 7.112 m storage ring. The stored muon beam is transversely focused using electrostatic
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Figure 3.5: Measurements of the electron g
2 . The most recent measurement is shown in red,

and a similar measurement from 2008 is shown in blue. White and black hollow points show
the SM predictions for slightly different contribution of 10th-order QED. The QED contribution
depends on the measured value of the fine-structure constant, and a discrepancy is observed
between the measurements of α with Rubidium and Cesium. Figure taken from reference [50].

quadrupoles. The cyclotron and Larmor precession frequencies of the muons can be defined
in a similar manner to equations 3.8 and 3.9, and in this setup, they are around 6.7MHz and
6.93 MHz, respectively.

Similar to the case of electron, the difference between these two frequencies is a measure of
the anomalous magnetic moment as

ωa = ωS − ωC =
g − 2

2

e

2m
B =

g − 2

2
ωC = aµωC. (3.12)

For a non-zero ωa, the angle between the spin and momentum of the polarized muons slowly
oscillates with a frequency of about 230 kHz. In these three equations, we have overlooked the
relativistic corrections from the boost of electric fields present in the laboratory to the muon rest
frame. These corrections vanish for muons stored at the magic momentum of 3.09GeV, making
ωa proportional to, but not exactly equal to aµωC.

The longitudinally-polarized positive muons that circulate in the cyclotron have a lifetime of
2.2µs in their rest frame and will dominantly decay through the weak interaction to a positron,
the neutrino of the electron, and the antineutrino of the muon. Due to the characteristics of the
weak interaction, in the muon rest frame the positron is emitted parallel to the muon spin. This
means that the positron energy in the lab frame is relatively higher when the spin is aligned with
the muon momentum, and lower when they are antiparallel. The energy of the emitted positrons
is measured over time and the number of high-energy positrons oscillates with a frequency of
ωa, which is precisely measured.

Having ωa in hand, one could measure aµ if a precise measurement of the magnetic field and
therefore ωC was in hand. However, the precision in measuring the magnetic field of a cyclotron
is poor, and an alternative approach is taken in which aµ is found by

aµ =
ge
2

µp

µe

mµ

me

ωa

ωp
, (3.13)

where µp and µe are the magnetic moments of the proton and the electron defined in equa-
tion 3.1, mµ and me are the muon and electron masses, and ωp is the precession frequency of the
proton which can be precisely measured in the same magnetic field using pulsed nuclear mag-
netic resonance (NMR) probes. While the last fraction represents the two precisely measured
quantities from this experiment, the first three are known from other precise measurements of
ae, bound-state QED, and muonium hyperfine splitting, respectively.

Figure 3.6 shows the current measurements of the anomalous magnetic moment of the muon.
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Results are shown for the BNL experiment as well as the first three runs of the ongoing Fermilab
experiments. The current experimental world average is aµ = 116 592 059(22) × 10−11 with
0.19 ppm precision, which is statistically dominated.

As explained in section 3.1, the dominant source of uncertainty in the calculation of the
SM prediction for the anomalous magnetic moment comes from the QCD contributions which
cannot be perturbatively calculated. This contribution can be estimated either by using the
cross-section results of hadron pair production in electron-positron collisions, or by using lattice
QCD calculations. A comprehensive prediction for the SM value of the muon magnetic anomaly
was compiled by the Muon g-2 Theory Initiative in 2020 [57] using the former method, which
shows a 5.1σ tension with the current experimental average aµ. However, some other theoretical
calculations, including the QCD lattice methods, predict an aµ closer to the experimentally
measured value [58–61].

Figure 3.6: Measurements of the anomalous magnetic moment of muon. Figure taken from
reference [56].

3.5 Measurement of aτ

While the anomalous magnetic moment of the electron and the muon are two of the most
precisely measured observables of nature, the anomalous magnetic moment of the tau lepton has
not been measured with a similar precision. This is due to the short lifetime of the tau lepton
of the order of 10−13 s, which makes it impossible to measure its magnetic moment through
precession experiments. Instead, aτ can be measured by studying the kinematics and cross
section of tau production in collisions of charged objects that emit photons. Section 3.5.1 reviews
the current best limits on aτ obtained by the DELPHI experiment. Section 3.5.2 discusses
the potential for improving these limits in hadron colliders. As discussed in section 3.2, the
contributions of BSM interactions to aτ are larger than to aµ. The higher sensitivity to BSM
interactions and the lack of a precise current measurement strongly motivates the pursuit of
improved measurements of aτ.

3.5.1 DELPHI

The current best measurement of aτ has been done by the DELPHI collaboration using the data
collected by the DELPHI experiment at LEP2 during the years 1997-2000 and corresponding to
an integrated luminosity of 650 pb−1 [48]. As this measurement shares some general strategies
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with that of this thesis analysis, as explained in chapters 5 and 6, a summary will be given in
this section.

In order to measure aτ, DELPHI made use of photon-photon collisions that also occur in
electron-positron collisions. This process was first observed by the OPAL collaboration [62]
and subsequently studied by the L3 collaboration [63]. Figure 3.7 shows the dominant diagram
for this process, called the multiperipheral process. Each of the two photons emitted from the
electrons has a non-zero invariant mass, which makes them virtual or off-shell. While the initial-
state and final-state particles in a process must be real or on-shell, intermediate particles are
allowed to have an invariant mass different from their true mass. The virtuality of the photons
in this process is low, and hence they are called quasi-real photons.

Figure 3.7: The dominant diagram for the reaction e+e− → e+e−τ+τ−. Figure taken from
reference [48].

The study of multiperipheral tau production is interesting in multiple ways. First, it provides
a deep test of QED at the level of the fourth order in α. Moreover, the γττ vertex is sensitive
to both the anomalous magnetic moment and electric dipole moment, and the cross section of
multiperipheral tau production e+e− → e+e−τ+τ− depends on these moments. Therefore, mea-
surements of this cross section can be translated to limits on the anomalous magnetic moment
and the electric dipole moment.

To select such events, one has to detect the decay products of the tau leptons since the
scattered electrons are too forward to be within the detector acceptance. In the chosen decay
channel, to suppress the background, one tau lepton was selected to decay to an electron and
neutrinos and the other to a non-electron (hadron or muon). An event is selected if it satisfies
the following criteria:

• To suppress the background from fermion pair production, two oppositely charged tracks
are required with the (sub)leading track having a transverse momentum perpendicular to
the beam, pT, above 300(100) MeV, with the vector sum of the two tracks less than 30 GeV.

• To suppress backgrounds with no neutrinos, the acoplanarity of two tracks, defined by
1−∆ϕ/π is required to be greater than 0.0278 and the pT of the two-track system greater
than 0.5GeV.

• To select events with a high trigger efficiency, the transverse energy of the two-track system
defined by Et = E1 sinϕ1 + E2 sinϕ2 must be greater than 2 GeV.

• To ensure the balance of transverse momentum of the γγ system, no energy deposition in
the forward electromagnetic calorimeters above 60% of the beam energy is allowed.
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The object identification is done by a dE/dx measurement using a Time Projection Chamber
(TPC) with muon, electron, kaon, and proton hypotheses. While the efficiency of particle
identification with the TPC is about 83%, some residual background events from the e+e− →
e+e−qq̄, e+e− → e+e−e+e−, and e+e− → e+e−µ+µ− processes remain due to misidentification.
Other sources of background include the non-multiperipheral e+e− → e+e−τ+τ− events and the
e+e− → τ+τ− process.

The main source of systematic uncertainty in this analysis is from the dE/dx categorization,
followed by track selection criteria, event selection criteria, and the limited number of simulated
Monte Carlo (MC) events.

The cross section (σ) is calculated using σ =
Nobs−Nbg
ϵselϵtrigL where Nsig is the number of observed

events, Nbg is the number of background events assuming that the background and signal events
have the same trigger efficiency, ϵsel is the selection efficiency, ϵtrig is the trigger efficiency, and
L is the integrated luminosity.

To model the contribution of non-SM effects, the matrix element of the γγ → τ+τ− process
at leading order in QED [64] is translated to the cross section of the e+e− → e+e−τ+τ− process
using the Equivalent Photon Approximation (EPA) [65]. Figure 3.8 shows the calculated cross
section after subtracting the SM cross section for a range of aτ values. Fits to the measured
cross section were performed for different values of aτ. Figure 3.9 shows the profile of χ2 of
the fits as a function of aτ. As a result, a 95% range of allowed values of aτ were extracted,
and found to be −0.052 < aτ < 0.013. The result expressed in the form of a central value and
uncertainty is aτ = −0.018± 0.017.

Figure 3.8: Total cross section change as a function of the anomalous magnetic moment for
the three collision energies of the recorded data. Figure taken from reference [48] using the
calculation from reference [64].

3.5.2 Measurement at LHC using PbPb collisions

Due to the role of measurements of the anomalous magnetic moment as a precision test of
the predictions of QED, EW theory, and QCD, and given that the precision of the current
best measurement of aτ from DELPHI is an order of magnitude away from the theoretical SM
prediction, it is important to seek alternative approaches to measure aτ.

In 1991, it was suggested that pairs of tau leptons produced via photon fusion in ultraperiph-
eral collisions of heavy ions from the PbPb → Pb(γγ → τ+τ−)Pb (figure 3.10) process could
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Figure 3.9: χ2 as a function of anomalous magnetic moment. Figure taken from reference[48].

provide sensitivity to aτ [66]. Recent calculations using effective field theory (EFT) demonstrated
that lead-lead (PbPb) collisions at the LHC could provide enough sensitivity to supersede LEP
measurements [67, 68]. The electromagnetic field of the Pb ions is represented by quasi-real
photons with an invariant mass of 0.06 GeV. At the LHC, the two quasi-real photons from
the Pb ions are quite forward with maximum energy of 80GeV, but pT of only about 30 MeV.
Therefore, the two tau leptons are expected to be back-to-back in azimuthal angle, balanced in
pT, and soft.

The cross section of the γγ → τ+τ− process shown in figure 3.10 is enhanced by Z4. There-
fore, despite PbPb datasets having a factor of a million lower integrated luminosities than
proton-proton datasets, the cross section for γγ → τ+τ− is 4.5 million times higher, leading to
similar event yields. With the 1.8 nb−1 collected so far, the LHC has already produced more
than a million γγ → τ+τ− events.

Figure 3.10: Pair-production of tau leptons from ultraperipheral lead ion (Pb) collisions in
two of the most common decay modes: π±ντπ0 and ℓνℓντ. New physics can modify tau-photon
couplings that affect the magnetic moment by δaτ. Figure taken from reference [67].

In ultraperipheral PbPb collisions, only the electromagnetic fields of the Pb ions interact,
leaving the Pb ions themselves intact. These events do not contain QCD interactions that gen-
erate high particle multiplicities and so they are relatively clean and are identified experimentally
by having low forward activity. Given the softness of the generated tau leptons, the low back-
ground of UPCs in general, and the negligible number of additional simultaneous interactions,
PbPb collisions of the LHC provide a clean environment for the proposed analysis.

The measurement of aτ is based on the sensitivity of the γττ coupling in figure 3.10 to
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aτ, affecting both the cross section and the kinematics of the tau leptons and their decay
products. Figure 3.11 shows the sensitivity of the pT distributions of the tau decay products
to aτ, while figure 3.12 shows the sensitivity of the PbPb → Pb(γγ → τ+τ−)Pb process to
aτ. Experimentally, by fitting the observed kinematic distributions in the data with these
theoretically-calculated ones, in both shape and normalization, one can measure the value of aτ.

Figure 3.13 shows the expected measurement of aτ from LHC experiments compared to the
current best measurement from DELPHI, as well as theoretical predictions. Expected limits
are shown for various scenarios of integrated luminosity and systematic uncertainties. The
integrated luminosity of PbPb collisions during Run2 of the LHC is 2 nb−1, while 10 nb−1 is
expected in Run 3.

Figure 3.11: Left: Distribution of pT for the lepton from a leptonically decaying tau lepton
in PbPb collisions at √

sNN = 5.02TeV. Right: Distribution of vector sum pT of the three-
track system when the hadronic tau has exactly three charged pions among its decay products.
Distributions are shown for reference signals with various δaτ and δdτ couplings. These are
normalized to the unit integral to illustrate shape changes with variations of δaτ and δdτ .
Figure is taken from reference [68].

Figure 3.12: Generator-level cross section of γγ → τ+τ− with the photon flux implemented in
MadGraph5_amc@nlo [69] interfaced with SMEFTSIM [70] for BSM couplings. The cross
section is shown as a function of aτ with gray regions denoting the 95% C.L. exclusion by
DELPHI. The horizontal axis is on a linear scale for δaτ ∈ [−0.001, 0.001] and is logarithmic
elsewhere. Figure is taken from reference [68].
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Figure 3.13: Summary of lepton anomalous magnetic moments aℓ = (gℓ−2)/2. Existing single-
experiment measurements of ae [71], aµ[54], and aτ [48] are in blue. The benchmark projections
of reference [68] (green) assume 2 nb−1 and 20 nb−1 for 5% and 10% systematic uncertainties.
For visual clarity, we inflate 1σ error bars on ae (aµ) measurements by 109 (106), and 104 for the
SM prediction apredτ (orange). Collider constraints have thick (thin) lines denoting 68% C.L.,
1σ (95% C.L., ≈ 2σ). A SM effective field theory prediction with CτB = −1 and BSM scales
270 < Λ < 370 GeV is shown in thick orange. The figure is taken from reference [68].
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4 The Large Hadron Collider and The Compact
Muon Solenoid

4.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the largest and most powerful accelerator ever built. It
is a synchrotron located on the border of Switzerland and France near Geneva and with a
circumference of about 27 km that accelerates two oppositely circulating beams of hadrons and
collides them at four collision points. The collisions at these four points are studied by four
experiments: CMS, ATLAS, ALICE, and LHCb. As shown in figure 4.1, the LHC is part of
CERN’s accelerator complex. It accelerates and collides protons and lead ions, in addition to
short test runs with xenon ions and partially stripped lead ions.

4.1.1 Proton beams

The proton acceleration starts from a bottle of hydrogen gas. Hydrogen atoms are stripped of
their electrons and accelerated up to 50 MeV by a LINear ACcelerator called LINAC2. These
protons are then injected into the Proton Synchrotron Booster (PSB) to be accelerated to
1.4 GeV and injected into the Proton Synchrotron (PS) where they are accelerated to 25 GeV.
They are then injected into the Super Proton Synchrotron (SPS), which accelerates them to
450 GeV before they are injected into the LHC.

Bunches of protons from SPS with a bunch spacing of 25 ns are injected into two oppositely
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Figure 4.1: CERN’s accelerator complex. Taken from [72].

26



circulating pipes within the LHC over the course of 4 minutes and 20 seconds and they start
circulating inside the LHC’s chain of dipole magnets, which span most of its circumference.
Over a 20-minute period, the two beams of protons are synchronously accelerated using Radio
Frequency (RF) cavities up to an energy of 6.5 TeV per beam. At each of the four collision points
serving the four experiments, oppositely circulating bunches are led to collide with each other,
leading to a center-of-mass energy that was 13.0 TeV during the period 2015 to 2018 referred to
as “Run2", and 13.6TeV from the start of “Run3" beginning with 2022.

At the LHC, hadrons are accelerated and collided in bunches to increase the total number
of collisions. Therefore, possibly more than one collision occurs at each bunch crossing. The
number of interactions per bunch crossing is referred to as “pileup". Figure 4.2 shows the pileup
distribution during the Run2 period. While the increase of pileup results in a larger event rate
for processes of interest, it introduces challenges for the detection of outgoing particles from the
collisions that must be mitigated in order to make use of the extra events.

0 20 40 60 80
100

Mean number of interactions per crossing

0

1000

2000

3000

4000

5000

6000

R
e
co

rd
e
d
 L

u
m

in
o
si

ty
 (

p
b
¡
1
/1

.0
0
)

¾ppin (13TeV)=80: 0mb

CMS Run II: <¹> = 34

2018: <¹> = 37

2017: <¹> = 38

2016: <¹> = 27

2015: <¹> = 14

0

1000

2000

3000

4000

5000

6000

CMS Average Pileup (pp, 
p
s=13 TeV)

Figure 4.2: Distribution of the number of pp interactions per bunch crossing, assuming an
inelastic cross section of 80mb. Figure taken from [73].

4.1.2 Lead beams

Besides proton-proton (pp) collisions, during Run2 of the LHC there were two periods of lead-
lead (PbPb) collisions in 2015 and 2018, each approximately one month long, and a one-month
period of proton-lead (pPb) collisions in 2016. To produce the beam of lead ions, a 500mg piece
of lead is heated to 500 ℃ to get a gas of lead atoms. A few electrons are then stripped from
each lead atom using an electrical current. The lead ions are accelerated by a linear accelerator,
the LINAC3, up to an energy of 45MeV per nucleon and more electrons are removed from
them. They are then injected into the Low Energy Ion Ring (LIER) shown by dashed lines in
figure 4.1, and accelerated to 72MeV per nucleon. They are then injected into the PS where they
are accelerated to 5.9 GeV per nucleon and all remaining electrons are stripped. The accelerator
chain is the same for Pb ions and protons starting from the PS. Lead ions are injected into the
SPS and accelerated to 177 GeV per nucleon, before going to the LHC.

The collision data used in this dissertation are taken in the PbPb collision period of 2015
and 2018 with a center-of-mass energy of √

sNN = 5.02 per nucleon. Similar to the proton
beams, lead ions also collide in bunches which are spaced 25 ns apart, but the average pileup is
much smaller than 1, meaning that most bunches pass each other without any collision, and it
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is rather unlikely to have two collisions at the same bunch crossing. The lower beam intensity
of Pb beams is due to higher charge of Pb ions which makes them harder to squeeze and the
higher beam energy compared to proton beams, which poses risks for the accelerator machine
at high beam intensities.

4.1.3 Luminosity

In order to study rare processes, the LHC needs to produce a large number of hadron collisions.
The LHC is the most intense hadron collider ever built [74]. The intensity is represented by the
instantaneous luminosity (L) that quantifies the collision rate per second per beam area and is
defined as [13, p. 533]:

L =
N1N2f

A
, (4.1)

where f is the frequency of bunch crossing (40 MHz for LHC), N1 and N2 are the number
of hadrons in each colliding bunch (1.15 × 1011 for pp and 7 × 107 for PbPb), and A is the
cross sectional area of each bunch, which is squeezed at each collision point to a size of about
16× 16µm2 to increase the instantaneous luminosity. When reporting the luminosity of hadron
collisions, it is common to use the unit of barn (b) for the area, which is equivalent to 10−24 cm2.
Figure 4.3 shows the distribution of peak instantaneous luminosity of each week (day) for pp
(PbPb) collisions delivered by LHC to the CMS collision point in 2018.

1 M
ay

1 Ju
n

1 Ju
l

1 Aug
1 Sep

1 Oct

Date (UTC)

0

5

10

15

20

25

30

P
e
a
k
 d

e
liv

e
re

d
 l
u
m

in
o
si

ty
 (

H
z/

n
b
)

Offline Preliminary

CMS

2018 (pp 13 TeV)

8 Nov

10 Nov

12 Nov

14 Nov

16 Nov

18 Nov

20 Nov

22 Nov

24 Nov

26 Nov

28 Nov

30 Nov
2 Dec

Date (UTC)

0

1

2

3

4

5

6

7

8

P
e
a
k
 d

e
liv

e
re

d
 l
u
m

in
o
si

ty
 (

H
z/

m
b
)

Offline Preliminary

CMS

2018 (PbPb 5.02 TeV/nucleon)

Figure 4.3: Left (right) plot shows the distribution of peak instantaneous luminosity of each
week (day) for pp (PbPb) collisions delivered by LHC to the CMS collision point in 2018. Figures
taken from [73].

The total size of the collision dataset is represented by integrated luminosity L, which is
defined by:

L ..=

∫
data period

L(t)dt, (4.2)

and is in units of inverse area. Figure 4.4 shows the distribution of integrated luminosity for
heavy-ion periods during Run2 of the LHC. It also shows the proton-equivalent integrated lumi-
nosity, which is obtained by multiplying the luminosity by the atomic mass of the particle that
comprises each colliding beam.

As mentioned in section 4.1.2 and shown in figure 4.3, the intensity of the collision, represented
by either the average number of collisions per bunch crossing or the instantaneous luminosity,
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Proton-equivalent luminosity for all heavy-ion periods of Run2. Figures taken from [73].

is lower in heavy-ion collisions than proton collisions. This is because some heavy-ion collisions
produce a significantly larger number of particles than those of proton collisions, and would be
impossible to reconstruct in presence of pileup. However, if the impact parameter of the two
Pb ions is greater than the sum of their radii, the hadronic interactions will be less frequent
than head-on collisions. In these interactions, referred to as ultraperipheral collisions (UPC),
a quasireal photon from one Pb ion can interact with another quasireal photon from the other
Pb ion, or with a pomeron emitted by the other Pb nucleon. In the latter case, referred to as a
photonuclear interaction, the photon from the first Pb ion interacts hadronically with the second
Pb ion, which breaks the ion. In the former case of ultraperipheral photon-photon collisions,
the lead ions are left intact most of the time, but the interaction can excite one or both Pb
ions, resulting in the emission of one or more neutrons by each excited Pb ion. While the
cross section of hadronic PbPb interactions at the center of mass energy of √sNN = 5.02 per
nucleon is 7.66±0.03 b [75], the ultraperipheral PbPb collisions have a cross section of 276 b [76],
making them 36 times more frequent. For the peak instantaneous luminosity of 6 Hz/mb shown
in figure 4.3, the collision rate of UPC events is about 46 kHz. Compared to the LHC bunch
spacing of 25 ns corresponding to 40 MHz, an ultraperipheral PbPb collision is expected every
870 bunch crossings.

4.2 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) is a multipurpose hermetic detector at one of the interac-
tion points of the LHC, 100m underground (see figure 4.1). It detects most of the final-state
particles from hadron collisions to precisely study the Standard Model and look for BSM physics
signatures. The CMS detector is an approximately cylindrical detector with a length of 21.5m
and a diameter of 14.6m. As shown in Fig. 4.5, the onion-shaped CMS detector consists of
multiple layers of subdetectors to measure the energy and momentum of particles coming from
the collision point. These layers are stacked around each other in a cylindrical form in the barrel
section of the detector. To ensure hermetic coverage, the endcap section extends the coverage
with disk-shaped layers of subdetectors stacked next to each other along the beam axis. A
detailed description of the CMS detector can be found in reference [77].

The conventional coordinate system of CMS is defined in Fig. 4.6. The origin is set to the
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Figure 4.5: The CMS detector. Taken from [77].

center of the detector. The x-axis points to the center of the LHC ring. The y axis points upwards
towards the sky perpendicular to the LHC ring. The z axis is tangent to the anticlockwise beam
when viewed from above. The azimuthal angle, ϕ ∈ [0, 2π), is the cylindrical angle of the x-axis
in the xy plane. The polar angle, θ ∈ [0, π), is measured with respect to the z axis and can
be used as a measure of how forward or central a particle is. However, in inelastic hadronic
collisions, it is common to use pseudorapidity, defined as:

η = − log
tan θ

2
. (4.3)

The pseudorapidity is 0 in the transverse plane perpendicular to the beam. It goes to η = ∞
along the positive direction of the z-axis and goes to η = −∞ along the negative direction of
the z-axis. The difference between the pseudorapidity of two vectors is Lorentz invariant under
the boost in the z axis. Moreover, the distance in the η-ϕ plane between two vectors is defined
as:

∆R =
√
(∆ϕ)2 + (∆η)2, (4.4)

and is used as a Lorentz-invariant measure of the angle between them. Finally, the momen-
tum vector of particles can be projected onto the transverse (x-y) plane and the z axis. The
corresponding vectors are called transverse momentum (pT) and longitudinal momentum (pz),
respectively.

The onion-shaped CMS detector consists of multiple layers of subdetectors in both barrel
and endcap sections in order to identify and measure the properties of the outgoing particles
from the interaction point. As shown in figures 4.5 and 4.7, starting from the interaction point
outward, the subdetectors are the tracking system to measure the charge and momentum of
the charged particles, the electromagnetic calorimeter (ECAL) to measure the energy of the
electrons and photons, the hadronic calorimeter (HCAL) to measure the energy of the hadrons,
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and the muon system to measure the charge and momentum of the muons. A magnet and flux-
return yoke is used to bend the trajectory of the charged particles, enabling the measurement
of their momentum in the tracking and muon systems. In the range of 3 < |η| < 5 in both +z

and −z directions sit two forward hadron calorimeters (HF).
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Figure 4.7: Schematic of one quadrant of the CMS detector in the positive zy-plane. The
tracker is shown in green, the ECAL in light blue, the HCAL in yellow, the muon stations in
red, the solenoid magnet in purple, and the iron flux-return yoke in dark gray. Adapted from
reference [80].

4.2.1 Magnet

The magnetic field is provided by a wide-aperture superconducting thin solenoid. It is a 12.5m
long cylinder with a diameter of 6m. The magnet is placed between the HCAL subdetector and
the muon system and provides a rather homogeneous magnetic field inside the solenoid of 3.8T,
which bends the trajectory of the charged particles. The bending radius (r) correlates with pT

and magnetic field (B) as:

r[m] =
pT[GeV]

0.3B[T]
. (4.5)
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Therefore, the transverse momenta of particles can be determined by measuring the trajectory
of the ionization deposits left by minimum-ionizing charged particles in the tracking and muon
systems. Their charge is determined by the bending direction.

Outside the solenoid, layers of iron are used in between the muon tracking layers as a flux-
return yoke [81] that returns about two thirds of the magnetic field inside the detector. This
adds to the bending power in the muon system and improves the homogeneity of the field inside
the solenoid. The iron layers also serve as absorbers in the muon system.

4.2.2 The tracking system

The CMS tracker is the closest subdetector of the CMS experiment to the beam and is designed to
find the trajectories corresponding to charged particles bent inside the magnet. The trajectories
are generically helically shaped with a circular projection in the transverse plane. The charged
particles deposit energy while passing through the segmented silicon layers of the tracker, leaving
a cluster of charge or hit that is stored to be read out for events of interest. The best fitted helix
trajectory passing through these hits is taken as the measured track, and its transverse radius
determines the pT of the track, as can be deduced from equation 4.5.

The tracking system is composed of two sections, highlighted in green and pink in figure 4.8.
The inner section close to the collision point is called the pixel tracker or the pixel detector. It
is enclosed by an outer subsystem called the strip tracker or the strip detector.
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Figure 4.8: Schematic view of the CMS tracking system. The pixel detector is shown in green,
and corresponds to the Phase1 pixel detector, while the strip detector is shown in pink. Adapted
from [82].

4.2.2.1 The pixel detector

The pixel detector is composed of layers of small silicon pixel cells of the size 100 × 150µm2.
Charged particles passing through each layer deposit minimum ionizing charges in one or more
pixels, which are grouped together as a cluster or hit whose charge-averaged position in both
ϕ and η is taken as the reconstructed hit position of that layer. The position resolution of hits
generally improves with a smaller pixel pitch size. The charge deposited in the silicon pixels is
collected by a readout system with pixels bonded to the silicon pixels. Groups of pixels form a
pixel module composed of a pixelated silicon sensor and the corresponding readout chip. A set
of modules can then form a layer of a barrel or a disk of an endcap. Hits from multiple layers of
the pixel detector and tracker system as a whole that are consistent with the helical trajectory of
a charged particle in a magnetic field are group together and referred to as the track associated
to that particle.
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As shown in figure 4.8, the barrel section of the pixel detector (BPIX) is composed of con-
centric cylinders and the endcap/forward section of the pixel detector (FPIX) is composed of
disks perpendicular to the beam axis. The CMS Phase0 pixel detector, in operation between
2010 and 2016, was composed of 1440 sensor modules with a total of 66 million silicon pixels
comprising three BPIX layers and two FPIX disks on each side. This detector was replaced in
the long shutdown of 2017 with the Phase1 pixel detector, comprised of four BPIX layers and
three FPIX disks on each side, for a total of 1856 modules and 124 million pixels [83, 84]. The
Phase1 BPIX achieves a hit position resolution of approximately 10µm in the r − ϕ direction
and 20-30µm along the z direction. Figure 4.9 compares these two layouts. The extra layer in
BPIX, extra disk in FPIX, and the closer placement of the innermost layer to the collision point
all contribute to a more precise measurement of the track parameters. The improved tracking
also contributes to a better measurement of the 3D position of the collision vertex, which is
the common vertex of the multiple tracks produced in a single interaction. This is necessary
for dealing with the increased number of pp collisions provided in Run2 in each bunch cross-
ing [85, 86]. It also helps to measure secondary vertices associated with B mesons, which travel
approximately one millimeter before decaying.
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Figure 4.9: Comparison between the layout of the Phase0 and Phase1 pixel detectors. The
beam pipe is narrowed down to make room for the first layer of the Phase1 barrel pixel detector,
which is 29 mm from the beam. Adapted from [84].

4.2.2.2 The strip detector

The pixel detector is enclosed by the outer layer of the tracking system, referred to as the strip
detector. It follows a tracking concept similar to that of the pixel detector and extends from a
radius of 20 cm out to 116 cm. Since the occupancy decreases as a function of distance from the
collision point, relatively larger silicon microstrips are used in the strip detector, which consist of
15148 modules in total with 9.3 million silicon strips. The length of each strip varies from 80µm

to 205µm, but the ratio of the strip pitch to the strip width is 0.25 for all types. As shown in
figure 4.8, the silicon strip detector is divided into tracker inner barrel (TIB) and tracker outer
barrel (TOB) parts in the barrel region with concentric cylindrical layers. The endcap region
consists of the tracker inner disk (TID) and tracker endcap (TEC) subdetectors, which extend
the |η| coverage up to 2.5.
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4.2.3 The electromagnetic calorimeter

The electromagnetic calorimeter subdetector is designed to stop and measure the energy of
photons, electrons, and positrons. The ECAL consists of 75848 PbWO4 crystals, and is split
into a barrel section of |η| < 1.48, and an endcap section that further extend to |η| < 3. The most
precise energy measurement is carried out in the region |η| < 2.6. Incoming photons and electrons
interact with the dense material of the crystals and form electromagnetic showers, which is the
consecutive production of electrons and positrons from the photons and the bremsstrahlung
radiation of photons from electrons and positrons, as the two dominant interactions for high
energy photons and electrons, respectively. The photons are then collected at the back side
of each crystal by a silicon avalanche photodiode (APD) in the barrel region and a vacuum
phototriode (VPT) in the endcap region. The collected energy of the scintillated photons is a
representative of the energy of the incoming photon or electron. PbWO4 is a fast scintillator,
has a short radiation length and a small Moliere radius. Therefore, the electromagnetic showers
can be contained in short crystals that fit into the small designated area for calorimeters before
the magnet. Furthermore, due to the short Moliere radius, small crystals with a face size of
approximately 22 × 22mm2 can contain 90% of the shower in one crystal and 95% in a 3 × 3

matrix. This fixed crystal face size translates to a granularity of ∆η ×∆ϕ = 0.0175× 0.0175 in
the barrel region and a maximum granularity of ∆η ×∆ϕ = 0.05 × 0.05 in the endcap region.
The small granularity ensures a precise measurement of ϕ and η of the incoming photon or
electron. The crystal length can contain approximately 26 radiation lengths in its length of
about 23 cm. In the endcap, a crystal length of 22 cm is used due to the presence of a preshower
layer, consisting of a thin lead conversion plate before the ECAL that allows collimated photon
pairs from the decay of neutral pions to be distinguished from singly produced photons.

The energy resolution of the ECAL subdetector can be parameterized as a function of en-
ergy [87]: (σE

E

)2
=

(
S√
E

)2

⊕
(
N

E

)2

⊕ C2, (4.6)

with a stochastic term S, noise N , and constant term C. Figure. 4.10, shows a measurement of
these terms using electron beams with various energies.

The good energy resolution of the ECAL, as well as its high granularity and precise angular
measurement, allowed CMS to achieve small mass resolutions of around 1% for the invariant
mass of Higgs boson candidates decaying to two photons. The technical design report [87]
describes the ECAL in more technical detail.

4.2.4 The hadron calorimeter

The hadron calorimeter is situated outside the ECAL and within the magnet solenoid. Similar to
the functionality of ECAL for electrons and photons, the HCAL stops the hadrons and measures
their energy as they produce hadronic showers. The HCAL is a sampling calorimeter consisting of
layers of brass absorbers, which contain the shower within the HCAL length and increase the rate
of hadronic showering, and plastic scintillators that sample the induced, electromagnetic part of
the shower, and whose light is guided to hybrid photodiode detectors (HPDs) by fibers. Similar
to the energy resolution of ECAL, the energy resolution of HCAL [89] can be parameterized as
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Figure 4.10: Energy resolution of a 3 × 3 ECAL matrix measured with electron beams with
various energies. The stochastic term S, the noise term N , and the constant term C are derived.
Figure taken from [88].

a function of energy as: ( σ
E

)2
=

(
115%√
E

)2

⊕
(
5.5%

E

)2

. (4.7)

4.2.5 The forward hadron calorimeter

The forward hadron calorimeter is an extension of the HCAL in the forward region of 3 <

|η| < 5.2 and is positioned 11.2 m from the interaction point. It is a radiation-hard sampling
calorimeter, composed of steel absorbers, with quartz fibers along the beam as active material,
and read out with photomultipliers. It has a granularity of ∆η×∆ϕ = 0.175× 0.175 per tower.
Each tower serves as one calorimeter unit and contains long and short quartz fibers. While
long fibers cover the full 165 cm depth of the tower, short fibers start after 22 cm from the front
face of the detector. This allows two independent measurements of the energy released in the
detector in order to evaluate both the electromagnetic and hadronic components of the shower
energy. While the hadronic component is present in both fibers, the electromagnetic component
of the shower releases its energy in the first part of the calorimeter, measured by the long fiber,
and releases only a negligible amount of energy beyond 22 cm in the short fiber.

4.2.6 The muon system

The muon system is the outermost subdetector of the CMS and is positioned outside the solenoid
magnet. Muons and neutrinos are the only two Standard Model particles expected to pass
beyond the magnet of CMS. Therefore, hit and track detection with the muon system is a
reliable identification criterion for muons. Furthermore, the muon tracks in the muon system
can be extended to the tracks in the tracker system, improving the measurement of muon pT.
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The combined pT resolution can be roughly parameterized as:(
σpT
pT

)2

= (A · pT)2 ⊕ C2, (4.8)

where A, and C are constants determined by the hit resolution and multiple scattering, respec-
tively [90]. At high pT, the resolution increases with momentum, as the track becomes more
straight, which increases the uncertainty in its curvature. At low pT, the resolution is dominated
by the multiple scattering of muons by the detector material.

The muon tracking system is composed of three types of gas-ionizing detectors: Drift Tube
(DT) champers, Cathode Strip Chambers (CSC), and Resistive Plate Chambers (RPC). The
muon system relies on a redundancy between these three technologies, so that in each η-ϕ region
of the detector there are two independent measurements of the muon charge and pT. The barrel
muon system consists of 4 concentric shells of drift tube chambers covering |η| < 1.2. The
RPC technology has been chosen in both the barrel and the endcap in the range |η| < 1.6 as
dedicated trigger detectors to identify and record collision events containing muons. Due to their
fast response and good time resolution (σ < 1.5 ns), they guarantee a precise bunch crossing
assignment of the muon tracks. The CSC chambers cover the endcap region of 0.9 < |η| < 2.4,
providing precise time and position measurements. The detailed technical design report can be
found in reference [91].

4.2.7 The zero degree calorimeters

Two zero degree calorimeters (ZDC) called ZDCminus and ZDCplus are installed 140m away from
the interaction point of CMS along both beam directions. They are segmented and completely
cover the region of |η| > 8.3. They are made of quartz fibers and plates embedded in tungsten
absorbers to collect Cerenkov light. The ZDC plays an important role in the study of forward
physics which offers constraints on the modeling of the underlying event in hadron collisions
and measures the nucleon structure.
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Figure 4.11: The left panel shows the correlation between energy distributions of the Minus
and Plus ZDC detectors (one entry per event), while the right panel shows a multi-Gaussian
function fit to the Minus ZDC energy distribution. Figure taken from [92].

In the study of PbPb collisions, in which forward neutrons are expected to be emitted by the
Pb ions, the total deposited ZDC energy on each side can be used to determine the number of
emitted neutrons. Figure 4.11 (left) shows the distribution of the total energy measured in in
the ZDCminus versus total energy measured in the ZDCplus for ultraperipheral PbPb collisions
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producing two muons via the PbPb → Pb(γγ → µ+µ−)Pb process. The plot on the right shows
a logarithmic one-dimensional distribution of the total energy measured in ZDCminus. Each peak
corresponds to a specific number of neutrons emitted from the excited Pb ion, and increases
with lower impact parameters of the two Pb ions.

4.2.8 Trigger

At LHC, the bunch spacing is 25 ns, equivalent to a collision rate of 40MHz, which is too high
to read out all subdetectors, as well as for other parts of the data acquisition and data storage
chain. As a result, a two-tier trigger system is employed to identify and store the collision events
that are more interesting for physics studies. In the first tier referred to as the Level-1 (L1)
trigger, information from the calorimeters and muon system is provided to hardware-based event
selection boards. The resulting event rate from L1 is about 100 kHz. In the next tier, known
as the high-level trigger (HLT), a complete reconstruction of the event from the raw data of
the sub-detectors is performed by software algorithms running on a farm of processors. These
algorithms are optimized to be fast, yet with just enough precision to decide whether the event
should be stored on disk or not. On average, events pass HLT at a rate of approximately 400Hz
and their raw information is stored on disk, and then fully reconstructed offline. A detailed
description of the CMS trigger system can be found in reference [93].

4.2.9 Particle identification and reconstruction

The CMS detector is capable of identifying and reconstructing the properties of the particles
that are stable enough to pass through it before decaying and which deposit sufficient energy
while being isolated enough from other particles. As seen in figure 4.12, some Standard Model
particles including electrons, photons, muons, protons, and pions live long enough to go through
one or multiple layers of the CMS detector, while particles like the W, Z, and H bosons decay
before reaching the first layer of the CMS inner tracker and whose properties have to be inferred
using measurements of their stable decay products. Moreover, a kaon can sometimes live long
enough to decay while in flight in the detector, leaving a kinked track in the tracking system.

The stable particles that reach the CMS detector can then be identified by their trace in one
or more subdetectors of the CMS. As illustrated in figure 4.13, muons are identified by leaving
a track in the muon system, the electrons and photons both deposit energy in the ECAL,
while electrons can be distinguished by also having a track in the tracking system. The same
identification applies for the neutral and charged hadrons showering in the HCAL. Neutrinos
are the only Standard Model particles that are expected to go through the whole CMS detector
without interacting. Some particles may be too close to the beam or outside the acceptance of
the CMS detector and not be reconstructed.

4.2.9.1 Particle-flow algorithm

The CMS detector employs a particle flow (PF) algorithm [96, 97] to fully reconstruct col-
lision events by combining the measurements in individual CMS subsystems. Tracks in the
inner tracker or muon system are built iteratively from hits, using the Kalman-filter (KF) tech-
nique [98, 99]. In the calorimeters, the nearby segments are clustered to give the total energy of
a shower. Each track in the tracking system, track in the the muon system, energy deposition in
the ECAL, or energy deposition in the HCAL is considered a PF element. These elements can
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Figure 4.12: Mass versus lifetime τ of many composite and fundamental SM particles, divided
in different regions of stability in the context of the CMS experiment. The decay length is given
by L = γβcτ , with γβ = p/mc. Adapted from [94].

be assembled based on their proximity in η and ϕ. The algorithm starts with the muons as they
produce a clear signature by having a track in the muon system. The corresponding track in the
tracking system is merged with the one in the muon system, and both are removed from the list
of PF elements in the event. Energy deposition in the ECAL will be associated with a photon
if no matching track is found in the tracking system, and an electron if such a consistent track
is found. The sign of track curvature determines the charge of the particle. The same approach
is taken with HCAL for the identification of neutral and charged hadrons. In each step, the PF
elements assigned to the reconstructed particles are removed iteratively from the list.

Once particles have been identified, the events can be analyzed in order to study specific
processes or search for new or yet unseen phenomena. Some particles produced in collisions
decay quickly, and must be reconstructed from the particles they decay into. One such particle
is the tau lepton, the subject of the next few chapters.
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5 Observation of the γγ → τ+τ− process in
heavy-ion collisions and extracting limits on
aτ

In chapter 3, the measurement of the anomalous magnetic moment of the tau lepton, aτ, using
the PbPb collision data collected during the Run2 of the LHC was motivated. As mentioned
in chapter 4, there were two PbPb runs during Run2 in 2015 and 2018, with the 2018 dataset
being more than three times larger. Here in this chapter, we will review our analysis using the
2015 PbPb dataset collected by the CMS, which resulted in the first observation of the process
and first measurement of aτ at the LHC. A more sophisticated analysis is currently ongoing at
CMS using the 2018 dataset, and will be discussed in chapter 6.

This analysis [100] uses the 2015 dataset of ultraperipheral PbPb collisions at
√
sNN =

5.02TeV, corresponding to a total integrated luminosity of 404µb−1 collected by the CMS ex-
periment. The process under study is PbPb → Pb(γγ → τ+τ−)Pb, with two quasi-real photons
emitted from the Pb ions converting to two tau leptons, as shown in figure 5.1. A Monte Carlo
simulation of the signal process is generated [67] with MadGraph5_amc@nlo (v2.6.5) [101],
pythia8 (v2.1.2) [102] is used for hadronization and decay, and Geant4 [103] is used to emulate
the full response of the CMS detector.

In the decay channel studied in this analysis, one tau lepton decays to a muon and two
neutrinos. The other tau lepton decays to three charged pions, a neutrino, and any number of
neutral pions. This decay channel, referred to as µ+3prong, provides the cleanest signature for
the γγ → τ+τ− process, since muons have the clearest signature for identification at CMS, and
the three charged pions coming from the same vertex and having an invariant mass expected
from a tau lepton decay are unlikely to originate from background processes. This ensures a high
signal-to-background ratio and a relatively easy observation of the PbPb → Pb(γγ → τ+τ−)Pb

process, which was convenient for a first-step analysis using the smaller 2015 dataset.
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Figure 5.1: Feynman diagram of the PbPb → Pb(γγ → τ+τ−)Pb process in the µ+3prong
decay channel.
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5.1 Reconstruction and event selection

5.1.1 Online event selection

The events are selected online by a Level-1 trigger, which requires a muon with at least two muon
stations fired and which has no pT threshold requirement. It is also required for the interaction
to happen in an occupied bunch. In the HLT, the trigger selects ultraperipheral PbPb collisions
by requiring that at least one side of the HF calorimeter has no signal above the noise threshold.
It also requires at least one pixel track that must have a minimum pT of 0.1 GeV.

5.1.1.1 Trigger efficiency

The trigger efficiency is estimated using a tag-and-probe (TnP) method applied to both the
data and MC simulation. The idea is to look for events expected to have two muons, identify
or tag one of the muons, and then estimate the conditional efficiency of identifying or probing
the other muon with the trigger. Here, we look for events containing a J/ψ that decays to two
muons. The procedure starts by selecting events containing a tag muon that already satisfies or
fires a trigger requiring a single muon, and a probe muon candidate with a track in the tracker
system, while also requiring that the mass of the muon and the track be close to that of the
J/ψ. The efficiency of our trigger would therefore be measured by the fraction of such events in
which the probe muon independently fires our trigger.

The TnP method is applied to both the data and simulated MC events. The efficiency
of the simulated muon trigger in MC is not necessarily equal to the one in data taking, and
therefore the events in MC have to be weighted with a set of scale factors (SFs) to correct for
the difference in trigger efficiency between data and MC simulations. The SF is calculated by
taking the ratio of the trigger efficiency obtained by the TnP method for data over the efficiency
of the simulated trigger. The SFs are calculated as a function of |η| and pT of the muon and are
applied accordingly later, when weighting simulated signal events.

The pT binning of the efficiency and SF measurement is coarse enough so that a fit function
can be applied in order to account for the limited event count. The |η| binning is chosen such that
it differentiates between regions of the CMS detector with different efficiencies due to different
detector technologies, while taking into account the limited size of the available data as the
driving source of statistical uncertainty.

The single-muon trigger efficiencies are shown in figure 5.2 as a function of muon pT for three
different |η| sections of the detector and in figure 5.3 as a function of muon |η|. For most of
the phase space, very good agreement is found between the data and MC simulation, except as
expected for the low-pT (< 3GeV) and ultralow-pT (< 2GeV) cases where SFs are found to be
about 90% and 80%, respectively. As shown in figure 5.4, a pT-dependent statistical (2-5%) and
systematic (1-2%) uncertainty is estimated using pseudo-experiments and varying the nominal
TnP fit settings, signal and background parametrization, and tag selection.

5.1.2 Offline event selections

To suppress background processes such as hadronic PbPb collisions and non-collision events,
several exclusive selection criteria are imposed. First, it is required that the primary vertex of
the events pass a filter designed for PbPb collision events, which ensures that the analyzed events
have valid vertices. In addition, the shapes of the clusters in the pixel detector are required to be
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Figure 5.2: Top: Muon trigger efficiency in data (blue) and MC (red) as a function of the
muon pT for the most central and the most forward of the three rapidity regions in which
SFs are calculated. Bottom: The same graph after performing fits in muon efficiencies. The
minipanel in each figure shows the ratio of the data to the MC efficiencies with black points.

compatible with the shapes expected from a heavy ion collision to suppress non-collision events.
To suppress inclusive hadronic interactions, the recorded energy of each HF tower must be lower
than the noise thresholds in HF. Therefore, the energy of the leading tower in energy is required
to be below 4 GeV in both the plus and minus ends. The leading tower energy distributions in
HF can be seen in figure 5.5, where the signal (red histogram) and γγ → cc̄ (green histogram)
background MC samples are superimposed. For this plot, all signal selections discussed later
are applied, except for the HF requirement.

The τ lepton has a mean lifetime of 3 × 10−13 seconds, which means it would decay before
reaching the first CMS tracking layer. Its decay products and their respective branching ratios
are listed in reference [104]. In the first analysis, the electron decay mode was not examined,
due to the challenges involved in the reconstruction of low-pT electrons, especially electrons with
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Figure 5.3: Muon trigger efficiency in data (blue) and MC (red) as a function of muon η for
muons with pT > 1.8GeV.
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Figure 5.4: Muon trigger efficiency versus muon pT for the most central and the most forward
of the three rapidity regions in which SFs are calculated with nominal and alternative selections.
The minipanel in each figure shows the ratio of nominal efficiencies to the efficiencies obtained
with alternative selections.
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Figure 5.5: Leading tower energy in minus (left) and plus (right) HF. The γγ → cc̄ MC sample
is superimposed for reference. The MC simulated samples are normalized to the luminosity of
data.

pT < 5GeV. The decay into a muon and neutrinos is experimentally easier to study, as muons
from the process are expected to pass through all tracker detector layers, leaving clusters in the
muon spectrometer, facilitating their efficient and background-free identification. However, this
decay channel is only required for one of the τ leptons in the events as having two muons and four
neutrinos resembles the PbPb → Pb(γγ → µ+µ−)Pb process which has been extensively studied
in the past [105], and is considered as a background process for the PbPb → Pb(γγ → τ+τ−)Pb

process. As a result, the decay channel with two muons is expected to have a low sensitivity.
Therefore, one has to look for the 1-prong or 3-prong decays of the second τ lepton. The 1-
prong decays have a total branching ratio of 49.46% while the 3-prong decays have a total of
14.57%. Even though the 1-prong decays have a higher yield, this decay is prone to having many
backgrounds, as any track can be a 1-prong tau candidate, while the 3-prong decay is almost
background-free, thus providing a higher sensitivity.

As the two τ leptons are reconstructed in the 3-prong and muonic final states, only events
with exactly three charged pion candidates and exactly one muon candidate are considered. The
efficiency of selecting exactly three charged pions is 93% for pions satisfying the detector accep-
tance. The distribution of the number of charged pion candidates (Nch) is shown in figure 5.6.
For this plot, all analysis selections except the number of charged pions are applied.

The muon from the tau decay is referred to as the visible part of the muonic tau, τµ. Its
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Figure 5.6: Number of charged pion candidates per event for data compared to a MC simulation
of the signal process reconstructed with a simulation of CMS detector material and response.

pseudorapidity is required to be |η| < 2.4. The reconstruction quality tag of the muon is required
to be soft, as described in reference [106]. The requirement for the transverse momentum of the
muon varies, depending on its |η|, and is pT >3.5 GeV for |η| < 1.2 and pT > 2.5 for |η| ≥ 1.2

because muons with less curvature can still reach this region of the muon detectors. This selection
is based on the acceptance and efficiency performance of soft muons shown in figure 5.7 and the
increase in signal sensitivity as deduced from the left plot of figure 5.8. The misidentification
efficiency (“fake rate”) of a hadron misidentified as a prompt muon is expected to be at the
0.2–0.5% level depending on the hadron species [106], hence the impact on the analysis is not
significant.

Kinematic distributions of the selected muons (pT, η, ϕ) are shown in figure 5.8 for data
(black) compared to the MC simulation of the signal (red) stacked on a data-driven background
estimate described in section 5.2 (green). The MC simulation of the signal is corrected with
identification (ID), standalone identification in muon chambers, and inner tracking SFs of the
muon as a function of muon pT and η. In contrast to the inner tracking SFs, a slight dependency
of ≈2% is seen for the ID SFs (figure 5.9) evaluated by fitting the SFs to a first-order polynomial.
The effect of the SF application is shown in figure 5.10.

Figure 5.7: Reconstruction efficiency for muons satisfying the soft ID requirements.

The candidate vertex with the largest sum over the p2T of its assigned physics objects is taken
to be the primary interaction vertex. The tracks to form the τ3prong are required to be within
the acceptance of the tracker system (|η| < 2.5) and to be close to the primary vertex of the
events (∆z < 0.25 cm). Tracks are considered only if they are identified as charged pions by
the PF algorithm described in chapter 4. Each track must have a minimum of three hits in
the tracker system with normalized χ2 < 100. The transverse momentum of the pion track is
required to be above 0.5 GeV for the leading and above 0.3 GeV for the two subleading ones after
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Figure 5.8: Kinematic distributions for muon from the τ lepton decay. The distribution in
data (black) is compared to the MC simulation of the signal (red) stacked on a data-driven
background estimate described in section 5.2 (green).

Figure 5.9: Centrality dependence of the muon inner tracking (left) and hybrid soft ID (right)
SFs. The SFs are fit to a first order polynomial.

ordering in pT. The selected tracks are also required to be identified as high purity [107] tracks.
These requirements ensure high quality of tracks and the rejection of background processes.
This is shown in figure 5.11, where the pion kinematic distributions from data are compared
with the signal MC distributions stacked on the data-driven background estimates. The tracking
reconstruction efficiency as a function of pT and η and the comparison between the generated
and reconstructed pion pT are shown in figure 5.12. The MC simulation of the signal is corrected
by tracking SFs as a function of pion pT and η.

The selected tracks are grouped to form the τ3prong candidate. The three-track system is
required to have opposite charge with respect to the selected muon and have a pvisT >2 GeV,
where pvisT is the vector sum of the pT of the three charged pions. The vertex probability of
the three tracks is required to be greater than 0.5%. In addition, the visible invariant mass
is required to be mvis

τ3prong < 1.5GeV. The kinematic comparison between data and MC of the
reconstructed τ3prong is shown in figure 5.13. Further comparisons between data and predictions
from signal MC and the data-driven background for the di-τ candidate and combinations of the
τ muon and pions from the τ3prong candidate are shown in figures 5.14–5.16. All signal selections
are summarized in table 5.1.
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Figure 5.10: Comparison of the muon pT distribution from signal MC before (blue) and after
(green) applying the muon SFs.

Table 5.1: A summary of signal selection requirements.

Event level trigger - HLT_HIUPCSingleMuNotHF2Pixel_SingleTrack
HF tower less than 4GeV

3 charged tracks and 1 muon reconstructed

For the µ pT > 3.5GeV for |η| < 1.2

pT > 2.5GeV for 1.2 < |η| < 2.4

soft muon ID

For the pions pleadingT > 0.5GeV & psubleadingT > 0.3GeV for the (sub-)subleading
|η| < 2.5

PF with π± pdg id
3 tracker hits with normalized χ2 less than 100

For the τ3prong pvisT > 2GeV and mvis
τ < 1.5GeV

∆z(τ,PV) < 2.5 mm

vertex probability > 0.5%
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Figure 5.11: Kinematic distributions for leading- (top), subleading- (middle), and
subsubleading-pT (bottom) pions. The distribution in data (black) is compared to the MC
simulation of the signal (red) stacked on a data-driven background estimate described in sec-
tion 5.2 (green).

0 1 2 3 4 5 6 7
 [GeV]

T
p

0

0.2

0.4

0.6

0.8

1

pi
on

 e
ffi

ci
en

cy

2− 1− 0 1 2
η

0

0.2

0.4

0.6

0.8

1

pi
on

 e
ffi

ci
en

cy

 = 5.02 TeV)NNs  (-1bµPbPb - 404 

CMS
Preliminary

0 1 2 3 4 5 6 7
 [GeV]

T
pion p

0
1
2

ge
n

w
ei

gh
te

d 
re

co 0 1 2 3 4 5 6 7
 [GeV]

T
pion p

0

100

200

300

400

500

600 weighted reco

gen

 = 5.02 TeV)NNs  (-1bµPbPb - 404 

CMS
Preliminary

Figure 5.12: Tracking reconstruction efficiency as a function of pT (left) and η (middle), de-
termined from the signal MC. On the right, the comparison between generated (red) and recon-
structed (green) pion pT weighted with 1/efficiency is shown.
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Figure 5.13: Kinematic distributions of the τ3prong (top), with the τ3prong scalar pT sum and
its invariant mass being displayed at the bottom. The distribution in data (black) is compared
to the MC simulation of the signal (red) stacked on a data-driven background estimate described
in section 5.2 (green).
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Figure 5.14: Distributions of the visible di-τ system: its vector pT sum (top left), scalar pT sum
(top middle), invariant mass (top right), and difference in opening azimuthal angle between the
τµ and τ3prong leptons, ∆ϕ(τµ, τ3prong) (bottom). The distribution in data (black) is compared
to the MC simulation of the signal (red) stacked on a data-driven background estimate described
in section 5.2 (green).
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Figure 5.15: Kinematic distributions for the maximum difference in η (left), ϕ (middle), and
R =

√
η2 + ϕ2 (right) between the τ muon and pions from the τ3prong candidate (top) and

between pions from the τ3prong candidate (bottom). The background is determined using control
phase space regions in data (see section 5.2).
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Figure 5.16: Kinematic distributions for the minimum difference in η (left), ϕ (middle), and
R =

√
η2 + ϕ2 (right) between the τ muon and pions from the τ3prong candidate (top) and

between pions from the τ3prong candidate (bottom). The distribution in data (black) is compared
to the MC simulation of the signal (red) stacked on a data-driven background estimate described
in section 5.2 (green).
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5.2 Background estimation

Background contamination is estimated in a data-driven way, using an ABCD method in which
four phase-space regions (categories) are split based on their expected signal and background
contamination. In our case, we make use of the number of charged pion candidates per event
(Nch, see figure 5.6) and the HF activity. Specifically, the ABCD categories are defined as

A: high-Nch and high-HF

B: low-Nch and high-HF

C: high-Nch and low-HF

D: low-Nch and low-HF.

The low-Nch region is Nch = 3 whereas for the high region 5 ≤ Nch ≤ 8. For HF, the low and
high regions correspond to the leading tower energy being below and above 4 GeV, respectively.
Consequently, region D is the signal region, and the background distribution in D is estimated
by the formula B × C/A, while multiplication and division are performed bin by bin for each
kinematic distribution. The ∆ϕ(τµ, τ3prong) distributions for all regions are shown in figure 5.17.
The background MC samples are associated with a high number of track multiplicity, and hence
we find no events remaining after applying the selection criteria in the signal-dominated category.
For reference and as a closure test, they are displayed in the background-dominated categories.
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Figure 5.17: The four regions of the ABCD method. Top left (A), top right (B), bottom left
(C) and bottom right (D). The region D is the signal region.
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To validate the assumed linearity in the ABCD method, the control region A with the highest
statistics is divided into 4 subcategories. These are defined by applying the selections on Nch

to be 5 ≤ Nch ≤ 6 and 7 ≤ Nch ≤ 8 and on the HF leading tower, 4 ≤ HFleading ≤ 20GeV and
HFleading > 20GeV. The distributions of ∆ϕ(τµ, τ3prong) corresponding to 4 subcategories are
shown in figure 5.18 (left). To validate the linearity between regions, for each Nch subcategory,
the distribution with 4 ≤ HFleading ≤ 20GeV is divided by the corresponding distribution with
HFleading > 20GeV. As seen in figure 5.18 (right), the two resulting distributions match well,
which confirms the linearity between regions.
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Figure 5.18: The "A" category of the ABCD method divided into 4 subcategories (left). The
linearity between the regions in the ABCD method is validated (right).

5.3 Signal yield extraction

To compare the compatibility of the data with the background-only and signal plus background
hypotheses, where the signal is allowed to be scaled by some factor r, we construct the test
statistic q̃r [108] based on the profile likelihood ratio:

q0 = −2 ln
L(data|r, θ̂r)
L(data|r̂, θ̂)

, with a constraint, 0 ≤ r̂ ≤ r, (5.1)

where θ̂r refers to the conditional maximum likelihood estimators of θ given the signal strength
parameter r, and “data” which refers to the actual experimental observation. The pair of pa-
rameter estimators r̂ and θ̂ correspond to the global maximum of the likelihood.

The lower constraint 0 ≤ r̂ is dictated by physics, as the signal rate is nonnegative, while
the upper constraint r̂ ≤ r is imposed by hand to guarantee a one-sided confidence interval.
Physics-wise, this means that upward fluctuations of the data with r̂ > r are not considered as
evidence against the signal hypothesis, but rather that the signal strength is r.

The pre-fit distributions of the variable that the fit is performed on is shown in figure 5.19.
The background distribution has 14.3 events, and the signal distribution contains 77 events.
The Higgs combine [109] tool is used for the fit.

The best-fit value of the signal strength is obtained by minimizing the negative likelihood,
which results in r = 0.993+0.163

−0.143 and corresponds to N ττ
sig = 77 ± 12 signal events, and 14.1

background events. The post-fit ∆ϕ(τµ, τ3prong) distribution is shown in figure 5.20 (left),
whereas the post-fit impact on the background ∆ϕ(τµ, τ3prong) template from the considered
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Figure 5.19: Pre-fit distribution of ∆ϕ(τµ, τ3prong) variable in linear (left) and log-Y scale
(right). Data are displayed with black points, while signal MC with red line and background
with green.

sources of systematic uncertainty described in section 5.4 is shown in figure 5.20 (right). The
summary of the impacts and pulls of the most significant nuisance parameters is shown in
figure 5.21. The left panel shows the post-fit pull (value and uncertainty) of each nuisance
parameter, meaning what fraction of its uncertainty it is pulled away from the nominal, assumed
value of the parameter, while the right panel displays the estimated impact on the signal strength
of the fit, meaning the change in the signal strength parameter that would be expected for a 1-
sigma variation of the nuisance parameter. Only the thirty most dominant nuisance parameters
are displayed, with their name shown in each row of the plots.
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Figure 5.20: Left: Difference in opening azimuthal angle between the τµ and τ3prong leptons.
The data are represented by the points with the vertical bars showing the statistical uncertainties.
The solid red histogram shows the signal contribution, which is stacked on the green background.
The total is displayed by a blue line and the shaded area shows its uncertainty. Right: The post-
fit impact on the background ∆ϕ(τµ, τ3prong) template from the considered sources of systematic
uncertainty.

The Kolmogorov-Smirnov test, applied to the data and the signal plus background shapes

52



30
29
28
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1

2− 1− 0 1 2
θ∆)/0θ-θ(

pionSF_pt9_eta0

prop_binggtautau_3prong_1_2015_bin71

ABCD-sys-nch

prop_binggtautau_3prong_1_2015_bin72

pionSF_pt19_eta0

pionSF_pt13_eta8

pionSF_pt13_eta0

pionSF_pt9_eta8

pionSF_pt9_eta15

prop_binggtautau_3prong_1_2015_bin73

pionSF_pt7_eta8

pionSF_pt7_eta15

pionSF_pt17_eta8

Tau_BR

prop_binggtautau_3prong_1_2015_bin74

pionSF_pt31_eta15

pionSF_pt11_eta8

pionSF_pt0_eta0

pionSF_pt0_eta8

prop_binggtautau_3prong_1_2015_bin75

ABCD-sys-HF

prop_binggtautau_3prong_1_2015_bin76

MC_size_for_eff

prop_binggtautau_3prong_1_2015_bin77

prop_binggtautau_3prong_1_2015_bin78

pionSF_pt31_eta0

prop_binggtautau_3prong_1_2015_bin79

pionSF_pt31_eta8

CMS_lumi

muon-SF

CMS Internal

0.05− 0 0.05

r∆Pull  Impactσ+1  Impactσ-1

0.14−
0.16+ = 0.99r

60
59
58
57
56
55
54
53
52
51
50
49
48
47
46
45
44
43
42
41
40
39
38
37
36
35
34
33
32
31

2− 1− 0 1 2
θ∆)/0θ-θ(

prop_binggtautau_3prong_1_2015_bin68

prop_binggtautau_3prong_1_2015_bin64

prop_binggtautau_3prong_1_2015_bin61

pionSF_pt25_eta15

prop_binggtautau_3prong_1_2015_bin66

pionSF_pt27_eta8

pionSF_pt17_eta15

prop_binggtautau_3prong_1_2015_bin6

pionSF_pt21_eta15

prop_binggtautau_3prong_1_2015_bin70

pionSF_pt13_eta15

pionSF_pt19_eta15

pionSF_pt23_eta15

pionSF_pt27_eta0

pionSF_pt23_eta8

pionSF_pt29_eta0

pionSF_pt21_eta0

pionSF_pt15_eta15

pionSF_pt19_eta8

pionSF_pt25_eta0

pionSF_pt25_eta8

pionSF_pt29_eta8

pionSF_pt23_eta0

pionSF_pt11_eta15

pionSF_pt15_eta0

pionSF_pt17_eta0

pionSF_pt11_eta0

pionSF_pt7_eta0

pionSF_pt21_eta8

pionSF_pt15_eta8

CMS Internal

0.001− 0 0.001

r∆Pull  Impactσ+1  Impactσ-1

0.14−
0.16+ = 0.99r

90
89
88
87
86
85
84
83
82
81
80
79
78
77
76
75
74
73
72
71
70
69
68
67
66
65
64
63
62
61

2− 1− 0 1 2
θ∆)/0θ-θ(

prop_binggtautau_3prong_1_2015_bin57

prop_binggtautau_3prong_1_2015_bin56

prop_binggtautau_3prong_1_2015_bin54

prop_binggtautau_3prong_1_2015_bin53

prop_binggtautau_3prong_1_2015_bin5

prop_binggtautau_3prong_1_2015_bin43_background

prop_binggtautau_3prong_1_2015_bin4

prop_binggtautau_3prong_1_2015_bin24

prop_binggtautau_3prong_1_2015_bin21

prop_binggtautau_3prong_1_2015_bin2

prop_binggtautau_3prong_1_2015_bin15

prop_binggtautau_3prong_1_2015_bin12

prop_binggtautau_3prong_1_2015_bin1

prop_binggtautau_3prong_1_2015_bin0

prop_binggtautau_3prong_1_2015_bin50

prop_binggtautau_3prong_1_2015_bin35_background

prop_binggtautau_3prong_1_2015_bin10

prop_binggtautau_3prong_1_2015_bin32_background

prop_binggtautau_3prong_1_2015_bin22_background

prop_binggtautau_3prong_1_2015_bin14

prop_binggtautau_3prong_1_2015_bin55

prop_binggtautau_3prong_1_2015_bin52_background

prop_binggtautau_3prong_1_2015_bin11_background

pionSF_pt0_eta15

pionSF_pt27_eta15

pionSF_pt29_eta15

prop_binggtautau_3prong_1_2015_bin28

prop_binggtautau_3prong_1_2015_bin45

prop_binggtautau_3prong_1_2015_bin48

prop_binggtautau_3prong_1_2015_bin69

CMS Internal

0.4− 0.2− 0 0.2 0.4

3−10×

r∆Pull  Impactσ+1  Impactσ-1

0.14−
0.16+ = 0.99r

99

98

97

96

95

94

93

92

91

2− 1− 0 1 2
θ∆)/0θ-θ(

prop_binggtautau_3prong_1_2015_bin67

prop_binggtautau_3prong_1_2015_bin62

prop_binggtautau_3prong_1_2015_bin3

prop_binggtautau_3prong_1_2015_bin8

prop_binggtautau_3prong_1_2015_bin7

prop_binggtautau_3prong_1_2015_bin65

prop_binggtautau_3prong_1_2015_bin63

prop_binggtautau_3prong_1_2015_bin59

prop_binggtautau_3prong_1_2015_bin58

CMS Internal

0.1− 0 0.1

3−10×

r∆Pull  Impactσ+1  Impactσ-1

0.14−
0.16+ = 0.99r

Figure 5.21: Left: Post-fit pull (value and uncertainty) of each nuisance parameter considered
in the fit. Right: the estimated impact on the fit for the signal strength.

after the fit application, returns the value of 0.91. The bias of the result is checked with a pull
study, shown in figure 5.22. The Gaussian fit to the calculated pulls results in a mean bias of
µ = −0.05± 0.01, with a standard deviation of σ = 0.95± 0.01, which shows an unbiased signal
extraction.

The presence of the signal is quantified by the background-only p-value, i.e. the probability for
the background to fluctuate and give an excess of events as large or larger than the observed one.
This requires the definition of a test statistic and the construction of its sampling distribution.
The test statistic used is q0, where

q0 = −2 ln
L(data|0, θ̂0)
L(data|r̂, θ̂0)

and r̂ ≥ 0. (5.2)

The constraint r̂ ≥ 0 gives an accumulation of the test statistic at zero for events with
downward fluctuations, since we are not interested in interpreting a deficit of events with re-
spect to the expected background as being on an equal footing as that of an excess. Following
the frequentist convention for treatment of nuisance parameters, we then build the distribu-
tion f(q0|0, θ̂obs

0 ) by generating pseudo-data for nuisance parameters around θ̂obs
0 using event

counts following Poisson probabilities under the assumption of the background-only hypotheses.
From such a distribution, one can evaluate the p-value corresponding to a given experimental
observation qobs

0 as follows:
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Figure 5.22: Bias study of signal extraction procedure, studying pulls. The result of the toys
are shown with the blue histogram. The fitted Gaussian function shows an unbiased procedure.

p0 = P (q0 ≥ qobs
0 ) =

∫ ∞

qobs
0

f(q0|0, θ̂obs
0 )dq0. (5.3)

To convert the p-value into a significance Z, we adopt the convention of a one-sided Gaussian
tail

p =

∫ ∞

Z

1√
2π

exp
(
−x2/2

)
dx =

1

2
Pχ2

1
(Z2), (5.4)

where Pχ2
1
stands for the survival function of a χ2 with one degree of freedom. The 5σ significance

(Z = 5) would correspond in this case to pb = 2.8× 10−7. The significance of the observation of
the PbPb → Pb(γγ → τ+τ−)Pb process in this analysis is 14.2σ while a significance of 14.5σ
was expected. Figure 5.23 shows −2∆ lnL as a function of the signal strength r. The signal
strength values with −2∆ lnL of 1 and 4 correspond to confidence level ranges of 63% and 95%,
respectively.
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Figure 5.23: Likelihood ratio zoomed (left) and full range (right).

5.4 Systematic uncertainties

The HF requirement of 4GeV is used both for the selection of signal and for the estimation of the
ABCD background. An uncertainty of 10% [110] is assigned to the HF scale, which translates
to a negligible effect on the number of signal events, but a change in the ABCD background
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shape and normalization factor that changes the signal estimation by 0.9%. An additional
systematic uncertainty coming from the background shape and yield estimation is considered by
reevaluating the background using the ABCD procedure, but changing the high Nch parameter
to 5, 6, 7 and 8 separately. The maximum variation with respect to the central value comes
from Nch = 5, resulting in a 0.2% variation on the fiducial cross section measurement which will
be described in section 5.5.

The uncertainty in the measurements of the τ lepton branching fraction results in a 0.6% [104]
change in the signal cross section. The uncertainty in the muon reconstruction scale factors
including the trigger response, identification, and tracking efficiency has an impact of 6.7%. The
uncertainties in the pion tracking SF are taken into account independently per each pT and η

bin, with a total impact of 3.6%. The uncertainty in the integrated luminosity is 5.0% [111] and
directly affects the normalization of simulated signal process. Finally, the uncertainty coming
from the limited MC sample size affects the signal efficiency by 1.1%, calculated as a weighted
binomial uncertainty, and by 3% for the statistical bin-by-bin variations of the templates. The
uncertainties described above are summarized in table 5.2. The total is their sum in quadrature,
taking into account their correlation, and is found to be 9.7%.

Table 5.2: Postfit contributions to the systematic uncertainty of the σ(γγ → τ+τ−) measure-
ment, in percent. The last row gives the sum in quadrature of all components.

Source Relative uncertainty (%)

Muon SF 6.7
Luminosity measurement 5.0

pion SF 3.6
MC sample size (bin by bin) 3.0
MC sample size (efficiency) 1.1

HF scale effect on background shape 0.9
τ lepton branching fraction measurement 0.6
Effect of chosen Nch on background shape 0.2

Total 9.7

5.5 Cross section

The cross section is measured in the fiducial volume of the CMS detector, following its geometric
acceptance, which is summarized in table 5.3. The formula used to calculate the cross section
is σ(γγ → τ+τ−) = N ττ

sig/(2ϵLint Bτµ Bτ3prong), where N ττ
sig is the number of signal events, ϵ is

the total analysis efficiency, Lint is the total luminosity, Bτµ is the branching ratio of muonic
tau decay, and Bτ3prong is the branching ratio of 3-prong tau decay. The factor of two is used to
account for the two combinations of tau lepton decays that result in the considered final state.
N ττ

sig is the signal yield that is measured by the number of events that pass the analysis cuts
as described in section 5.1, after subtracting the estimated background described in section 5.2.
The integrated luminosity corresponds to Lint = 404 µb−1. The branching fractions are taken
from the PDG [104] and are equal to Bτµ = 17.39% and Bτ3prong = 14.55%.

The efficiency is the convolution of the pion and muon reconstruction efficiencies, the trigger
efficiency, and the analysis selection efficiency. The efficiency is estimated using a simulated MC
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Table 5.3: Definition of the fiducial phase space for the σ(γγ → τ+τ−) measurement.

For the µ pT > 3.5GeV for |η| < 1.2

pT > 2.5GeV for 1.2 < |η| < 2.4

For the pions pleadingT > 0.5GeV & psubleadingT > 0.3GeV for the (sub-)subleading
|η| < 2.5

For the τ3prong pvisT > 2GeV and mvis
τ < 1.5GeV

signal sample, by calculating the ratio of reconstructed events that pass the selection analysis
criteria to the number of generated events that pass the fiducial cuts described in table 5.3. It
is found to be ϵ = 78.55%.

The fiducial cross section is then fit and found to be σ(γγ → τ+τ−) = 4.8 ± 0.6 (stat) ±
0.5 (syst) µb. This result, summarized in figure 5.24, is compared to the leading-order QED
predictions [67, 112]. Given that reference [112] provides an analytical description and not a
generator-level sample on which to apply the analysis selections, we obtain its central value by
applying a scaling factor of 20% to account for the systematically higher cross section compared
to the calculations derived from reference [67]. In both cases, a theoretical uncertainty of 10%
is considered [113].
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Figure 5.24: The cross section measured in a fiducial phase space region at

√
sNN = 5.02TeV.

The theoretical predictions are computed with leading-order accuracy in QED [67, 112].

5.6 Limits on anomalous magnetic moment

Assuming that the factors applied to extrapolate the fiducial cross section measurement from
the phase space defined in table 5.3 to the full phase space are linear, we can translate our
cross section measurement of the fiducial phase space to the inclusive phase space. Using the
dependence of the BSM cross sections on aτ as described in reference [67], we can derive limits on
aτ of (−8.8 < aτ < 5.6)×10−2 with 68% confidence level. This is visually displayed on the left of
figure 5.25. This range is in agreement with previous results from LEP experiments [62, 63, 114].
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A comparison of the limits obtained from this analysis and the most tight constraint from LEP
is shown on the right of figure 5.25.
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Figure 5.25: Left: Generator-level cross sections for γγ → ττ sourced by the implementation
of the Pb photon flux in MadGraph, as described in Ref. [67]. This is interfaced with SMEFTsim
for BSM coupling variations in δατ , fixing δdτ = 0 at

√
sNN = 5.02TeV. Right: Comparison

of the constraints on ατ from DELPHI and this analysis. The projected uncertainty due to
expected increases in integrated luminosity is included.
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6 Improved limits on aτ using LHC PbPb
collisions recorded in 2018

6.1 Introduction

In chapter 5, we reviewed an analysis to measure the anomalous magnetic moment of the tau
lepton using the dataset of PbPb collision data taken during the 2015 PbPb run of the LHC.
This analysis served as a stepping stone for the one discussed in this chapter, which uses the
2018 PbPb collision data of the LHC that has more than three times the luminosity and the
same center-of-mass energy of 5.02 TeV per nucleon. The 2015 analysis was aimed at cleanest
decay channel referred to as µ+3prong of two tau leptons, having one muon on one side and
three charged pions on the other. The ongoing analysis of the 2018 dataset targets additional
channels of µ+1prong, e+3prong, and µ+e.

Figure 6.1 reviews the branching ratios (BR) of a single tau lepton and a pair of tau leptons.
As mentioned in chapter 5, the µ+3prong channel is the cleanest channel since the identification
of a muon in CMS is based on a clean signature, and the background processes resembling a
three-prong decay of a tau lepton are suppressed. The µ+1prong channel has a more than three
times larger BR, and its study is crucial in the currently statistically limited measurement of aτ.
However, this channel is prone to a relatively larger contribution from background processes,
which will be discussed in section 6.3. The study of the e+3prong channel is similar to that
of the µ+3prong, but the expected number of signal events is lower due to the higher trigger
thresholds on electrons in CMS. The µ+e channel has the lowest background contamination
among all possible channels, but suffers from a low BR. While my colleagues are studying the
latter two channels, I will summarize my studies on the µ+3prong and µ+1prong channels
in sections 6.2 and 6.3, respectively. The event selection for these two channels is performed
independently as two separate analyses.
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h±π0π0
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Figure 6.1: Pie charts of branching fractions. Left: τ lepton decay. Right: Decay channels of
a pair of τ leptons. Numbers from PDG [13, p. 28].

For both decay channels, only a subset of the 2018 dataset corresponding to a luminosity of
425µb−1 is used, which will be referred to as data. This is less than one-third of the full 2018
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dataset and is similar to the size of the 2015 dataset. This approach was taken to ensure the
analysis selections are blinded to the full dataset, preventing biased over-tuning of the selection
cuts.

The signal PbPb → Pb(γγ → τ+τ−)Pb process has been simulated using multiple gener-
ators, including MadGraph5_amc@nlo (v2.6.5) [101], SuperChic [115], Upcgen [116], and
gamma-UPC [117]. The hadronization and decay of tau leptons are performed using the
pythia8 (v2.1.2) [102] generator. The resulting particles are reconstructed using CMSSW
software which includes a complete simulation of the material and the electronic response of
the CMS detector using Geant4 [103]. While good agreement was observed between various
generators, gamma-UPC will be used in this chapter as the default signal generator, due to the
advanced treatment of the photon flux and higher order QED effects.

While the trigger and reconstruction performance of the CMS detector is simulated in the
MC samples, the corresponding efficiencies are not always the same between the data and MC
simulations. To correct for such mismodelings, the simulated events are weighted by a set of
scale factors (SF) which generically depend on pT and η, in the manner explained in chapter 5.
The SF is defined as the ratio of efficiency in the data over that of the MC simulation. The
online trigger is the same for both µ+3prong and µ+1prong channels, and its efficiency depends
on the muon pT and η. The SFs corresponding to the reconstruction of the muon tracks and
the muon identification efficiency are applied to the simulated events. A SF corresponding to
the reconstruction of the charged-pion tracks is also applied to the charged-pion candidates of
the MC in both decay channels.

6.2 µ+3prong decay channel

6.2.1 Event selection

The analysis of this decay channel using the 2018 dataset is based on the one discussed in
chapter 5 using the 2015 dataset. However, the event selection has to be readjusted. This is due
to two main changes in detector performance in 2018 in tracking and calorimetry, which will be
discussed in section 6.2.1.1. The full µ+3prong decay process can be written as (τ−) + (τ+) →
(µ− + ντ + νµ) + (π± + π± + π∓ + ντ + nπ0), with n as an arbitrary number of neutral pions.
Events are selected online by requiring a muon in the muon system and an additional track in
the tracker, while HF activity is allowed only on one side of HF. Offline, events are reconstructed
by requiring exactly one muon and exactly three charged pions identified by the PF algorithm.
The visible three-prong tau-lepton candidate is reconstructed by summing up the four-vectors
corresponding to the three charged pions.

6.2.1.1 Changes with respect to the 2015 analysis

As explained in chapter 4, an additional layer was added to the CMS pixel detector in 2018, im-
proving tracking performance and providing the possibility to reconstruct tracks with relatively
lower pT. This could translate to the addition of lower pT pions and muons and provide higher
statistics. However, the thresholds on the muon pT as a function of η are primarily based on
the geometric limits imposed by the placement of the muon system and thus are not affected by
the extra layer of the pixel detector. Furthermore, since the muon and the tau lepton formed by
the three charged pions are almost balanced, and the thresholds on the charged pion pT were
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already low in 2015, no significant improvement in the sensitivity of the analysis can be expected
by lowering the pT thresholds.
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Figure 6.2: The distribution of energy of the leading-energy tower for HF− (left) and HF+
(right) detectors in the µ+3prong channel.

The major adjustment in the 2018 analysis of the µ+3prong channel is related to the HF
thresholds. Due to the degradation of the calorimeters over time, the noise levels in the hadronic
calorimeters and specifically the HF are higher in 2018 than in 2015. Figure 6.2 shows the
distribution of the leading tower energy for two sides of the HF separately, for data and the
simulated MC sample of the signal PbPb → Pb(γγ → τ+τ−)Pb process after applying all
signal-selection criteria except on the plotted variable. The leading tower energy is a good
measure of the exclusivity of events. In ultraperipheral γγ → τ+τ− collisions of PbPb, no extra
particle is expected to be produced, and hence any activity in the HF detectors is a signature
of hadronic background processes and needs to be rejected. However, due to the noise-induced
activity in HF, this requirement will also remove the signal events. The HF upper threshold has
to be set to a level that keeps about 99% of empty events with no collision, and is chosen to be
6 GeV for the 2018 analysis, compared to the 4 GeV threshold used in the 2015 analysis. The
higher the noise level, the higher this threshold needs to be, which leads to more contamination
from hadronic background events. Therefore, the contribution of hadronic background events
in 2018 is expected to be higher.

6.2.2 Background modeling

The background is modeled in a similar way as in the 2015 analysis using the ABCD method
with the four regions below, defined based on the energy of the leading energy HF tower (EHF

max)
and the number of charged pions (Nch).

• A: EHF
max > 6GeV & Nch = 5, 6, 7, 8

• B: EHF
max > 6GeV & Nch = 3

• C: EHF
max < 6GeV & Nch = 5, 6, 7, 8

• D: EHF
max < 6GeV & Nch = 3
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Region D is the signal region and the background distribution of each kinematic variable in the
signal region is estimated from the corresponding distributions in the three control regions by
B×C
A , performed bin by bin.
Figure 6.3 shows an example of the ABCD application using the kinematic distributions of

∆ϕ between the muon and the three-prong tau lepton candidate. Distributions are shown for
regions A to D, followed by a fifth distribution for the ABCD background estimation in region
D.

6.2.3 Agreement of data with the signal plus background model

To validate the modeling of the background, one has to ensure the background-subtracted data
can be represented by the γγ → τ+τ− signal. This can be achieved by comparing the kinematic
distributions of data with those of the signal plus background model. These distributions have
to agree for the muonic tau, hadronic tau, and the ditau lepton system.

Figure 6.4 shows the distribution of muon pT, pseudorapidity (η), and azimuthal angle (ϕ) for
data, MC simulation of the signal process, and the ABCD background prediction in the signal
region, with the latter two stacked on top of each other. Good agreement is found between the
data and the signal plus background model, which ensures that the excess of muons in data over
the background is indeed coming from the γγ → τ+τ− signal.

Figure 6.5 shows the kinematic distributions of the three charged pions separately, with a
good agreement between the data and the signal plus background model. Figure 6.6 shows the
invariant mass of these three pions, which shows good agreement of the excess data with the
expected visible tau lepton mass from the MC simulation of the signal. The kinematics of the
reconstructed 3-prong tau lepton candidate is shown in figure 6.7.

The final check, after ensuring that the visible parts of both muonic and hadronic taus
kinematically match the signal prediction, is to check the total pT and invariant mass of the
visible ditau system, as well as the opening azimuthal angle (∆ϕ) between the two tau candidates,
as shown in figure 6.8. The good agreement of the excess of data over the background estimate
with the signal prediction in all kinematic variables of the muonic tau, hadronic tau, and ditau
lepton system provides solid validation that this excess is indeed from the γγ → τ+τ− signal
process.
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Figure 6.3: Distribution of ∆ϕ between the muon and the visible three-prong tau candidate
for regions A to D, and the estimated background for region D using the ABCD method.
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Figure 6.4: Distributions of pT, pseudorapidity, and azimuthal angle of the muon candidates in
the µ+3prong category. Signal distributions (red) are stacked on top of the ABCD background
prediction (green) and compared with data (black).
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Figure 6.5: Distributions of pT (left), pseudorapidity (middle), and azimuthal angle (right) of
the leading (top), subleading (middle), and sub-subleading (bottom) charged pion candidates in
the µ+3prong category. Signal distributions (red) are stacked on top of the ABCD background
prediction (green) and compared with data (black).
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Figure 6.6: Distribution of the invariant mass of the hadronic tau lepton candidate recon-
structed from the three charged pion candidates in the µ+3prong category. Signal distributions
(red) are stacked on top of the ABCD background prediction (green) and compared with data
(black).
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Figure 6.7: Distributions of pT (left), pseudorapidity (middle), and azimuthal angle (right)
of the hadronic tau lepton candidate in the µ+3prong category. Signal distributions (red) are
stacked on top of the ABCD background prediction (green) and compared with data (black).
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Figure 6.8: Distributions of total pT (left), invariant mass (middle), and opening azimuthal
angle of the two visible tau lepton candidates in the µ+3prong category. Signal distributions
(red) are stacked on top of the ABCD background prediction (green) and compared with data
(black).
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6.3 µ+1prong decay channel

In this final state, the decay of two tau leptons to a muon, a charged pion, neutral pions that
decay to photons, and neutrinos is under study. The full decay channel can be written as
(τ−)+(τ+) → (µ−+ ντ+ νµ)+(π±+ ντ+nπ0), with n ≥ 0 the number of neutral pions. Events
are triggered online by having a muon, an extra track in the pixel detector, and low activity in
at least one of the two HF detectors. Offline, events with exactly one muon and exactly one
particle flow candidate corresponding to a charged pion are selected, while events with any HF
tower with energy above 6 GeV are rejected to ensure exclusivity.

As mentioned earlier, this ditau-lepton decay channel is expected to have the highest number
of signal events among the semileptonic final states, due to the efficiency of low-pT muon triggers
and the high BR of 1-prong tau lepton decays. However, the study and modeling of backgrounds
is more challenging compared to the µ+3prong final state discussed in section 6.2.

6.3.1 Background processes; modeling and veto

One of the main sources of background in this final state is dimuon photoproduction with an
emitted FSR photon from one of the muons. The process is written as γ + γ → µ+ + µ− + γ

with the two photons emitted from Pb ions as depicted in figure 6.9. If one of the two muons in
the final state does not reach the CMS muon system, it will be reconstructed as a charged pion,
given it only leaves a track in the tracker system and not the muon system. Therefore, both
γ+γ → µ++µ− and γ+γ → µ++µ−+γ processes can resemble the signal µ+1prong final state
if one of the muons does not have enough pT to reach the muon systems, which is likely given
the kinematics of ultraperipheral PbPb collisions. The two quasi-real photons from the Pb ions
have a pT of around 30 MeV in 5.02 TeV/nucleon PbPb collisions at the LHC, and therefore, in
the case of the γ + γ → µ+ + µ− process, the background is easily removable considering the
fact that the two final-state muons are completely back-to-back as opposed to the µ+1prong
signal process which has invisible particles in the final state such that the two visible tracks are
relatively less back-to-back. However, the γ + γ → µ+ + µ− + γ background cannot be easily
removed, as the emitted FSR photon will lower the balance of the two tracks in the final state,
making it resemble the signal µ+1prong process.

Pb

Pb

Pb(?)

Pb(?)

µ−

µ+

γ

µ

γ

γ

Figure 6.9: Feynman diagram of the γ + γ → µ+ + µ− + γ process in ultraperipheral PbPb
collisions. The star in Pb⋆ indicates the possible excitation of the lead ion.

To veto the γ + γ → µ+ + µ− + γ background, one can use the fact that in this process the
system of two tracks and the FSR photon is expected to be fully balanced in the transverse
plane. Therefore, if an event contains a photon that is back-to-back to the two-track system
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in azimuthal angle and has the same pT, this event is considered background and is removed.
Since the noise in the calorimeters is higher than the energy of the FSR photons, the veto
requirements must be tuned carefully to ensure that signal events with noise-generated photons
are not removed. Moreover, due to the possible presence of one or a few π0 mesons in the signal
µ+1prong process, the FSR photon candidate in the event might actually be a real photon from
the signal process. However, in both cases of noisy photons and π0 photons, the chance of having
a matching pT with the two-track system and being in the exact opposite azimuthal angle is
relatively low compared to that of FSR photons.

Figure 6.10 shows the difference in pT between the two-track system and the FSR photon
candidate. To select the FSR photon candidate from the photons within an acoplanarity of 0.05
of the two-track system or the visible ditau candidate, the one with the highest pT is chosen. In
the γ+γ → µ++µ−+γ background process, the pT of the FSR photon is expected to be close to
that of the visible ditau, as shown in the left plot using generator-level photons in the described
back-to-back acoplanarity cone. After the addition of detector level reconstruction, as shown in
the right plot, the distribution still has a peak for the γ + γ → µ+ + µ− + γ process, with a tail
on the left side corresponding to the mismatched or noise-initiated photons. Therefore, events
in the range of ±0.5GeV of this distribution are rejected as background.
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Figure 6.10: Difference in pT between the two-track system and the leading photon found in
the opposite ϕ selection window. On the left, the generator-level photon is used and on the right,
the reconstructed-level photon. The acoplanarity between the photon and the two-track system
is less than 0.05. Simulated processes are normalized with their corresponding cross sections.

Since two-muon final states with one low-pT muon faking a charged pion can be a background
for the µ+1prong decay channel, the production of mesons such as J/ψ and Ψ(2S) decaying to
two muons should be considered as background processes. These mesons are produced in the
photonuclear interaction of a photon from one Pb ion with a pomeron from the other Pb ion.
Compared to the quasi-real photons in photon-photon interactions, the pomeron has a larger
initial transverse momentum. Therefore, these mesons, as well as the two-track system of their
decay products, are not fully balanced in the transverse plane, mimicking the signal final state.
Compared to the γ+γ → µ++µ−+γ background process, the transverse boost of the two-track
system cannot be matched to a reconstructed object to veto this background. However, as both
decay products of these mesons are reconstructed and the mass of the charged pion is similar to
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that of the muon, the invariant mass of the two-track system peaks at the mass of these mesons.
Hence, this background can be removed rather efficiently.

Another source of background in the study of the exclusive γγ → τ+τ− process is the presence
of non-exclusive events. As discussed in section 6.2, while nonexclusive events can be rejected
by requiring low activity in the HF detectors, the relatively higher noise in these detectors com-
pared to 2015 translates to a reduced background reduction power. Moreover, the nonexclusive
background in the µ+1prong decay channel is higher compared to the µ+3prong decay channel,
as the requirement of three tracks with an invariant mass in the range corresponding to the
visible tau cleans the latter decay channel from background contamination.

In nonexclusive background processes, one or both Pb ions interact hadronically and break up.
Emissions from the Pb ions are forward and can be detected by both ZDC and HF detectors.
Therefore, for nonexclusive photonuclear events, the ZDC activity is correlated with the HF
activity. As discussed in chapter 4, the ZDC activity can be categorized according to the
number of neutrons emitted from each Pb ion. While the nonexclusive events are dominant in
ZDC categories with a higher number of neutron emmisions, it was shown in figure 4.11 for the
PbPb → Pb(γγ → µ+µ−)Pb process that UPC events have predominantly zero or small ZDC
activity.

Since the PbPb → Pb(γγ → µ+µ−)Pb process is quite similar to the PbPb → Pb(γγ →
τ+τ−)Pb signal process, it can be used as a proxy to study ZDC activity as a function of
dilepton invariant mass. The dilepton invariant mass depends on the quasi-real photon flux
at each impact parameter of the Pb ions. Similar ZDC activity is expected for these two
processes for the same impact parameter, or invariant mass of the two quasi-real photons,
which is also the invariant mass of the resulting two leptons. The probability of each ZDC
category as a function of dilepton invariant mass and rapidity is obtained from the study of
the PbPb → Pb(γγ → µ+µ−)Pb process in the 2018 PbPb data. This enables us to split the
simulated PbPb → Pb(γγ → τ+τ−)Pb signal events into various ZDC categories based on the
generator-level ditau invariant mass and rapidity, even though the ZDC material and response
are not simulated in our signal samples. A similar approach can be taken to split the events in
the simulated sample of the γ + γ → µ+ + µ− + γ process.

Given the difference between the signal and nonexclusive background events in the ZDC
activity, we divide the signal region into several categories according to the number of neutrons
emitted in the ZDC, which allows us to apply different signal selection criteria in each category.
Specifically, as the HF activity of the nonexclusive events is correlated with the ZDC activity,
we require a tighter HF veto in the regions with ZDC activity. The energy of the leading-energy
HF tower is required to be less than 6GeV in the 0n0n ZDC category with no neutrons emitted
on any side, and less than 5 GeV if any neutron is observed.

Following the approach taken in chapter 5 and section 6.2, the remaining nonexclusive back-
ground is modeled by an ABCD method based on the number of charged pion tracks (Nch) and
the energy of the leading-energy HF tower (EHF

max). Four regions of phase space are formed as
follows:

• A: EHF
max > 8GeV & Nch = 2, 3

• B: EHF
max > 8GeV & Nch = 1

• C: EHF
max < 5, 6GeV & Nch = 2, 3

• D: EHF
max < 5, 6GeV & Nch = 1
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The D region represents the signal region, while the A, B, and C regions represent three
control regions. At least one HF tower above 8 GeV is required in the A and B regions. The
8 GeV threshold ensures minimal noise contamination and avoids the turn-on region of 6-8 GeV
for nonexclusive events, as seen in figure 6.15. The HF requirement depends on the ZDC category
in regions C and D, as discussed above. The nonexclusive background in region D is estimated
by the formula B × C/A, while multiplication and divisions are performed bin by bin for each
kinematic variable. Figures 6.11 and 6.12 show two examples of the ABCD method performed
on ∆ϕ between the muon and the charged-pion candidate and the invariant mass of the pair.
The corresponding distributions are shown for regions A to D and the background in region D.

The ABCD method assumes the absence of any correlation between HF activity and track
multiplicity. This assumption does not hold when a process favors a specific region among the
four regions. For instance, the J/ψ production discussed above is not present in regions A and
C with high track multiplicity. Compared to other background processes, the fraction of events
in region D with low HF activity to region B with high HF activity is higher for J/ψ production.
Therefore, as seen in figure 6.12, the ABCD method fails to predict about half of the J/ψ events
at an invariant mass of 3.1 GeV. While the J/ψ background can be removed based on its fixed
invariant mass, similar dimuon events with one low-pT muon faking a charged pion face the
same challenge. In such events with a muon faking a charged pion, the other muon is highly
likely to have a low pT as well. Therefore, the ABCD prediction should be corrected for events
containing a low-pT muon.

Figure 6.13 shows the distribution of acoplanarity between the muon and the charged pion,
defined as α = 1−∆ϕ/2π. Distributions are shown separately for events with muon pT below and
above 3.5 GeV. As signal events are expected to have low acoplanarity, events with acoplanarity
greater than 0.35 are merged into a single bin, which is used as a control region to scale the
ABCD background. For events containing a high-pT muon, there is good agreement between
the signal plus background model and data, whereas for events with a low-pT muon, the ABCD
prediction needs to be scaled up by a factor of approximately 2, to achieve a good agreement in
the high-acoplanarity control region. This factor will be used later to scale the ABCD prediction
for events containing a low-pT muon.

In addition to the background processes discussed above, there are some events reconstructed
in the (τ−) + (τ+) → (µ− + ντ + νµ) + (π± + ντ + nπ0) signal region that match other decay
channels of the γγ → τ+τ− signal sample at the generator level, especially the µ+3prong decay
channel that can resemble the µ+1prong decay channel when the tracking system misses two
tracks. The kinematic distributions corresponding to these events will not be plotted separately
in sections 6.3.2 and 6.3.4, since they are partially reconstructed signal candidates. Hereafter,
these events are treated as part of the signal events in the µ+1prong channel.

6.3.2 Signal selection

Using the data from PbPb collisions of the CMS experiment in 2018, we select events triggered
online by a single muon and an extra track in the pixel detector, and low activity in at least
one of the two HF calorimeters. Offline, events are required to have exactly one muon matching
the soft muon quality requirements [106], with pT > 3.5GeV for |η| < 1.2 and pT > 2.5GeV
for |η| > 1.2, following the acceptance of the muon detector system. In addition to the muon,
exactly one PF candidate identified as a charged pion is required with a pT greater than 0.3GeV.

The two-track system representing the visible decay products of the ditau decay (τ−)+(τ+) →
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Figure 6.11: Distribution of ∆ϕ between the muon and the charged pion candidate for regions
A (top left), B (top right), C (middle left), and D (middle right), and the estimated background
(bottom) for region D using the ABCD method.
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Figure 6.12: Distribution of the invariant mass of the muon and charged pion candidate for
regions A (top left), B (top right), C (middle left), and D (middle right), and the estimated
background (bottom) for region D using the ABCD method.
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Figure 6.13: Distribution of acoplanarity between the muon and the charged pion for muons
with pT below (left) and above (right) 3.5GeV.

(µ− + ντ+ νµ) + (π± + ντ+nπ0) and referred to hereafter as visible ditau, is required to have a
pT greater than 0.75GeV to completely remove the back-to-back γ + γ → µ+ + µ− background
process and a large fraction of the γ + γ → µ+ + µ− + γ background process. Figure 6.14 (left)
shows the distribution of the visible ditau pt for the ABCD background, γ + γ → µ+ + µ− + γ

background process, with signal stacked on top, compared to the distribution for the data. By
applying a minimum pT of 0.75GeV, the background-dominated region of this phase space will
be removed. Next, events with a visible ditau mass below 4 GeV are removed. As shown in
figure 6.14 (right), the region below 4GeV is contaminated by J/ψ and Ψ(2S) mesons produced
in photonuclear events and decaying to two muons, while one muon does not reach the muon
system and fakes a charged pion. As explained in section 6.3.1, these backgrounds can be
removed efficiently by vetoing events with a visible ditau invariant mass close to the mass of the
J/ψ and Ψ(2S) mesons, both below 4 GeV.
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Figure 6.14: The pT (left) and invariant mass (right) distributions of the two-track final state.

Figure 6.15 shows the energy distribution of the leading energy tower of the HF− and HF+
detectors. Since it is unlikely that either the signal process or the γ+γ → µ++µ−+γ background
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process deposit energy in the HF detectors, the distributions shown for these processes represent
the simulated noise in the HF detectors for 2018 and this is found in general to match that of the
data. As explained in section 6.3.1, to reduce the nonexclusive background, events with an HF
tower with energy above 6 GeV are rejected. Although a fraction of nonexclusive background
events remain after this veto, given the higher noise level of the HF detector in 2018 compared to
2015, the 6GeV limit serves as the best compromise to ensure high signal efficiency. As discussed
in section 6.3.1, the requirement on EHF

max is lower (5GeV) for events with ZDC activity. This is
justified in figure 6.16, which demonstrates a higher activity in the HF detector above the noise
level, if and only if activity in the ZDC detector of the same side is detected.
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Figure 6.15: The distribution of energy of the leading-energy tower for the HF− (left) and
HF+ (right) detectors in the µ+1prong channel.
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Figure 6.16: The distribution of energy of the leading-energy tower of the HF− detector in the
µ+1prong channel when no (left) and some (right) activity is seen in the ZDCminus.
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6.3.3 Reconstruction of neutral pions

Relative to the total 16.62% BR of the (τ−) + (τ+) → (µ− + ντ + νµ) + (π± + ντ + nπ0) decay
channel, 24.1% of this final state does not contain a π0 meson, 54.3% contains exactly one π0

meson, 19.5% contains exactly two π0 mesons, and 2.2% contains exactly three π0 mesons [13].
The presence of a π0 is a signature of the signal process against the background processes
discussed in section 6.3.1. As seen in the left of figure 6.17, the π0 mesons produced in the signal
process are mostly below 3GeV in pT, with their photon decay products having a pT of lower
than 1.5GeV. Such low-pT photons from the π0 decay have never been observed in CMS, let
alone using the 2018 detector in which the noise level, defined as the energy threshold to remove
99% of noise-generated calorimeter activity, is a few GeV. Therefore, the reconstruction of π0

mesons from the (τ−) + (τ+) → (µ− + ντ + νµ) + (π± + ντ + nπ0) final state is challenging and
requires a dedicated, innovative selection method.
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Figure 6.17: pT of the π0 candidates at generator (left) and reconstructed (right) level.

Due to the high level of noise in the electromagnetic calorimeters, there are typically 20-
30 photon candidates with energies below 2GeV in each event, making it rather impossible to
choose the correct combination initiated from the π0 meson. Applying the energy thresholds
typically utilized in CMS analyses will also remove all the photon candidates as the energy of
the signal photons are below the noise level. However, if one restricts the search for photons to
parts of the detector that the photon is expected in, the probability of having a noise-initiated
photon in the small part of the detector is significantly reduced, and the noise thresholds can
be reduced effectively.

To reconstruct the π0 candidates from the (τ−) + (τ+) → (µ− + ντ + νµ) + (π± + ντ + nπ0)

process, two photon candidates are to be selected. In the first step, a loose requirement is
applied to the photon pT to be greater than 0.4GeV and the pseudorapidity to be less than 2.1.
Although the pT threshold is lower than the noise levels, it is sufficient to reduce the number of
photon pair candidates that will be further scrutinized in the next steps. As seen in the left plot
of figure 6.18, the ∆ϕ between the photons coming from the π0 candidate and the charged pion,
all at generator level, is lower than 1. Therefore, the reconstructed-level photons are required
to be within this ∆ϕ range around the charged pion, to partially reduce the background from
noise-generated photons. As seen in the right plot of figure 6.18, at reconstructed level, the
FSR photon from the γ + γ → µ+ + µ− + γ process also lies within this ∆ϕ range around the
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Figure 6.18: The ∆ϕ between the charged pion and the photons at generator (left) and recon-
structed (right) level. At generator level, the photons are ensured to be from the π0 meson.

charged pion. However, by requiring both photons to be within this range and since only one of
the photons from the γ + γ → µ+ + µ− + γ process at reconstructed level is real and the other
noise-induced, this background will also be reduced.
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Figure 6.19: The ∆R between the two photons at generator (left) and reconstructed (right)
level. Photons are ensured to be from π0 at generator level.

As seen in figure 6.19 (left), the two photons initiated from the π0 candidate at the generator
level are expected to have a ∆R of less than 0.3. This requirement is applied to the reconstructed
photon candidates, and as seen in figure 6.19 (right), it can veto the noise-induced photon pairs.

From each of the photon pairs that remain in the event, a π0 candidate is reconstructed.
Figure 6.17 (left) shows the pT of the generated-level π0 mesons remaining after the aforemen-
tioned selections. Based on this figure, a lower cut of 0.8GeV is applied on the π0 mesons from
the reconstructed-level photon candidates. The pT distribution of the reconstructed π0 mesons
is shown in figure 6.17 (right).

Figure 6.20 shows the invariant mass distributions of π0 candidates after subtracting the PDG
mass of π0 [13]. A peak at zero is observed as expected for the signal π0 mesons. The distribu-
tions for signal and background models are stacked on top of each other after normalization by
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their corresponding cross section but do not show good agreement with the data. This is due to
the relatively lower reconstruction efficiency in the data compared to simulations at low photon
pT, as seen also in the right of figure 6.17 showing reconstructed pT of π0 candidates and in the
right of figure 6.10 for the residual pT of the reconstructed FSR photon. However, after taking
into account the relative scale factor for photon efficiency observed in figure 6.10 and scaling
down the signal, good agreement is achieved, which demonstrates the good performance of the
π0 reconstruction method itself and opens up the opportunity to loosen other signal selections
for events with a reconstructed π0 meson or to introduce a separate decay channel for events
containing one or more π0 mesons.
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Figure 6.20: Invariant mass of all π0 candidates in the event after the subtraction of the PDG
mass of the π0. A peak at zero is expected for real π0 mesons. Distributions are normalized to
cross section and stacked on top of each other. No contribution from the ABCD background
estimator is predicted.
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Figure 6.21: Number of π0 candidates in each event passing the π0 selection method.

Figure 6.21 shows the number of reconstructed π0 candidates for data and the signal plus
background model. Based on the signal distribution and taking into account the BR of (τ−) +
(τ+) → (µ− + ντ + νµ) + (π± + ντ + nπ0) decays with one or two π0 mesons, one finds the
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efficiency of reconstructing one π0 meson to be around 23% and the efficiency of reconstructing
two π0 mesons to be around 6%, which is close to (0.23)2, confirming that these π0 mesons are
indeed from the signal channel.

6.3.4 Agreement of data with the signal plus background model

To validate the presence of the signal process in data, the kinematic distributions in data should
agree with those of the signal plus background model. Similar to the discussion in section 6.2.3,
we check this agreement separately for the muonic tau, hadronic tau, and the ditau system.
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Figure 6.22: Distributions of pT, pseudorapidity, and azimuthal angle of the muon candidates
in the µ+1prong category. Signal distributions (red) are stacked on top of the γ + γ → µ+ +
µ− + γ background (green) and the ABCD background prediction (blue) and compared with
data (black).

Figure 6.22 shows the distribution of pT, pseudorapidity (η), and azimuthal angle (ϕ) of the
muons in data, compared to the stacked distribution of signal, γ+ γ → µ++µ−+ γ background
process, and the ABCD background prediction. An agreement within uncertainties is seen,
which indicates that the excess of data over the background comes from the PbPb → Pb(γγ →
τ+τ−)Pb signal process. For muons with 2.5 < pT < 3.5GeV, which, based on the muon
selections are in the endcap region, a small excess of data over the signal plus background model
is observed which indicates that the background modeling needs to be improved for processes
involving forward and low-pT muons.

As discussed in section 6.3.1, the ABCDpredicted is corrected by defining a control region
based on the acoplanarity of the muon and the charged pion, and scaling the predicted ABCD
background by a factor of about 2, for events containing a muon with pT < 3.5GeV. Figure 6.23
shows the pT distribution of the muon for data and the signal plus background model, after
applying this correction on the ABCD prediction. The agreement between the signal and the
excess of the data over the background is significantly improved. While this correction improves
all kinematic distributions, it is not applied to other kinematic variables yet, as only the muon pT
distribution will be used for signal extraction, and the categorization of the muon pT distribution
based on muon pT is trivial.

Figure 6.24 shows a similar comparison for charged pions. The agreement between data
and signal plus background modeling ensures that the excess data events over the estimated
background come from the charged pions in the signal process.

Following the agreements observed for the muonic and hadronic tau leptons, figure 6.25 shows
the kinematic distributions of the ditau system for data and the signal plus background model.
The visible ditau system is reconstructed by adding the 4-vectors of the muon and the charged
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Figure 6.23: Distributions of muon pT in the µ+1prong category, with corrected ABCD
prediction discussed in the text. The signal distribution (red) is stacked on top of the
γ + γ → µ+ + µ− + γ background (green) and the corrected ABCD background prediction
(blue) and compared with data (black).
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Figure 6.24: Distributions of pT, pseudorapidity, and azimuthal angle of the charged pion
candidates in the µ+1prong category. Signal distributions (red) are stacked on top of the
γ + γ → µ+ + µ− + γ background (green) and the ABCD background prediction (blue) and
compared with data (black).

pion candidate. An agreement is observed in pT and the invariant mass of the visible ditau
system, as well as the opening azimuthal angle (∆ϕ) between the muon and the charged pion as
the visible decay products of the tau leptons. This confirms that the excess of data events over
the background model is indeed from the PbPb → Pb(γγ → τ+τ−)Pb signal process.

6.3.5 Signal extraction

In chapter 5, the signal extraction was performed using the distribution of opening azimuthal
angle of the two visible tau leptons. The choice of this variable ensured the maximum dis-
crimination between the signal and the background, maximizing the observation significance as
the main target of that analysis. In the current analysis, the aim is to utilize the sensitivity
of the tau-lepton kinematics to aτ. A generator-level study was performed using the Upcgen
generator, which can generate PbPb → Pb(γγ → τ+τ−)Pb samples with arbitrary aτ values. It
was inferred that even though the sensitivity of the cross section to aτ is still higher than the
sensitivity of the tau-lepton kinematics, the muon pT distribution has a shape dependence on
aτ, which can be utilized to improve the measurement sensitivity of aτ.

The aτ measurement procedure relies on the generation of MC samples using the UPCgen
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Figure 6.25: Distributions of total pT (left), invariant mass (middle), and opening azimuthal
angle of the two visible tau candidates in the µ+1prong category. Signal distributions (red) are
stacked on top of the γ + γ → µ+ + µ− + γ background (green) and the ABCD background
prediction (blue) and compared with data (black).

generator for various values of aτ. This provides a set of templates for that kinematic variable,
such as muon pT, at various values of aτ. Maximum likelihood fits of the data to those templates
then determine the most likely values of aτ. To perform such fits, two main methods are under
study, both of which will be discussed in the following.

In the first approach, the generated Upcgen samples are processed through the CMSSW recon-
struction algorithm, which simulates the detector response. For each aτ value, the reconstructed-
level template of the muon pT will be added to the background model, which consists of the
corrected ABCD prediction and the γ+γ → µ++µ−+γ background for the µ+1prong channel.
A maximum likelihood fit of the data to the signal plus background model will be performed for
each aτ point, with the signal yield as a free normalization parameter representing the signal
cross section. Overall, the likelihood can be measured for each signal yield (cross section) and aτ
value, providing a two-dimensional measurement of cross section and aτ limits. While the Upc-
gen generator is the only one capable of generating PbPb → Pb(γγ → τ+τ−)Pb signal samples
with BSM aτ values, the reliability of the gamma-UPC sample to replicate the kinematics of the
signal in the SM is expected to be higher. Therefore, the reconstructed-level BSM kinematic
templates can be generated by weighing the reconstructed-level SM distribution of gamma-UPC
with weights defined by the ratio of the BSM distribution to the SM distribution in Upcgen.

In the second method, the signal is extracted by a maximum likelihood fit of the data to the
signal plus background model similar to what was explained above, but only at the SM aτ value.
The extracted reconstructed-level signal is then unfolded to obtain the generator-level signal.
This unfolded distribution can then be compared with theoretical predictions, by performing
maximum likelihood fits of it to the BSM templates at generator level.

To unfold the reconstructed-level distributions to the generator-level ones, one needs to con-
struct a mapping between these two. In the case of this analysis, one needs a mapping from
the reconstructed muon pT to the pT of the generated mother τ lepton. A two-dimensional
distribution of tau pT and reconstructed muon pT is filled using information from the decay
of tau leptons to muons with pythia8 in one of the signal samples. The unfolding procedure
of a binned pT distribution of the reconstructed muon pT is as follows. Each bin of the muon
pT distribution has a corresponding tau pT template that will be normalized (weighted) to the
number of events in that bin. The sum of these weighted tau pT distributions will represent the
unfolded result.

The unfolded tau pT distribution can be compared with the generator-level tau pT distri-
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bution. Trivially, if the unfolding is performed on the same sample from which the unfolding
map is constructed, one expects a very good agreement of the unfolded distribution with the
generated-level one. As a second step and to ensure the validity of the unfolding procedure, the
unfolding is performed on a statistically independent set of events than those from which the
unfolding map is extracted.
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Figure 6.26: Distribution of unfolded tau pT using the reconstructed-level muon pT and η.
The unfolding map is extracted from the same events in the left plot, whereas it is extracted
from an independent set of tau decays in the right plot. The bottom pads show the ratio of the
unfolded distribution to the generator-level distribution.

To enhance the precision of the unfolding procedure, one can use more than one input kine-
matic variable. For this analysis, an unfolding algorithm has been developed that maps the
reconstructed muon pT and η to tau pT. The generic procedure is the same, except that the
unfolding map will be three-dimensional. Figure 6.26 shows the distribution of unfolded tau pT
with the described procedure. As expected, when the map is extracted from the same tau decay
events, the unfolded distribution matches perfectly with the true generated-level distribution of
tau pT. The validity of applying the unfolding procedure to data is ensured by observing a good
agreement in the right plot in which an independent set of events have been used to extract the
map.

The two methods described in this section to extract limits on aτ and cross section of the
PbPb → Pb(γγ → τ+τ−)Pb process have their advantages and disadvantages. In the first
method, a significant computational power is required to reconstruct MC samples with enough
statistics to be used as fit templates of various aτ points. If a reconstructed SM gamma-
UPC sample is to be weighted with reconstructed BSM Upcgen samples, even larger statistics
are required, as the statistical error will be prominent when taking the ratios. However, if
the BSM templates are produced using only the generator-level information from the BSM
Upcgen samples, there would be no need for large computational power to reconstruct the
Upcgen samples. Although the unfolding procedure in the second method introduces a small
uncertainty as observed in figure 6.26 (right), it has the advantage of providing a generator-
level signal distribution that can be compared to any theoretical prediction independent of the
detector effects.
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6.3.6 Systematic uncertainties

There are many systematic uncertainties involved in the signal extraction and measurement of
aτ. A preliminary study has been conducted to estimate the contribution of the dominant sources
of uncertainty. The relative uncertainty of each process given below should be normalized to
the fractional contribution of that process in the signal plus background model, which will be
done during the final fit.

The relative uncertainty on the muon scale factors for both the signal and the γ + γ →
µ+ + µ− + γ background process is 4%. This includes the relative efficiency of the trigger,
tracking, and identification of muons in data and simulation. For the charged pions, a tracking
SF uncertainty of 2.4% is considered. The statistical uncertainty due to the limited size of the
signal and γ+ γ → µ++µ−+ γ MC samples is 1.5% and 1.0%, respectively. The uncertainty in
the luminosity measurement is measured to be 1.5%. The uncertainty in the calculation of the
branching ratio of the tau-lepton decay channels is 0.6%.

The ABCD background estimation also depends on the categorization of events and therefore
depends on the choice of Nch categories and the precision of the HF energy threshold as the
categorization criteria. The relative systematic uncertainty in the choice of the Nch categoriza-
tion is estimated to be 1.0%, while the HF scaling uncertainty is not well known and is under
investigation. Furthermore, there is a 3-4% statistical uncertainty associated with the ABCD
background estimation based on the limited number of events in the three control regions. This
will decrease when using the full 2018 dataset.

The systematic uncertainties from the correction of the ABCD prediction is described in
section 6.3.1, and the uncertainty on the categorization of signal events into ZDC categories
based on an analysis of dimuon events is not yet accurately evaluated. The former is estimated
to be about 2.5% for the full 2018 dataset, and the latter 1.8%.

Some of the systematic uncertainties can be constrained by analyzing the γ + γ → µ+ +

µ− process in parallel and taking the ratio of the two channels or performing a simultaneous
maximum likelihood fit. For instance, the scaling uncertainty of the MC simulation based on
the luminosity measurement is the same for both processes and vanishes in the ratio. The same
argument applies to the muon trigger uncertainty as well.
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7 Prospects for future aτ measurements

In this chapter, we discuss the prospects for measurements of the anomalous magnetic moment of
the tau lepton (aτ) by CMS during Run3 of the LHC and the next stage, the HL-LHC. The Run2
measurements discussed in chapters 5 and 6 are statistically limited, which motivates future
measurements with significantly larger datasets of ultraperipheral PbPb collisions. Moreover, the
possibility of analyzing new decay channels will further improve statistical precision. Finally, the
CMS experiment, after upgrades for the HL-LHC, will offer a larger phase space of acceptance,
higher reconstruction efficiency, and new possibilities to study all the decay channels of the
PbPb → Pb(γγ → τ+τ−)Pb process.

The significant improvement of aτ measurements with the HL-LHC, the need for an up-
graded CMS detector to handle the conditions of the HL-LHC, and specifically, the envisioned
improvements in the tracking system, which will be shown in this chapter as crucial for the aτ
measurements, motivate the upgrade studies discussed in the following chapters.

7.1 Prospects for Run3 of the LHC

During the Run3 data-taking period of the LHC, three months of heavy ion collision data are
envisioned over the years from 2023 to 2025, as seen in figure 7.1. With improved beam intensity,
an integrated luminosity of about 2.2 nb−1 is expected to be delivered to CMS per month [118],
comparable to the total of 2 nb−1 collected during Run2. Therefore, the size of the PbPb collision
dataset from the LHC is expected to be 4 times larger by the end of Run3, halving the statistical
uncertainty of the measurements.

Figure 7.1: The updated schedule as of January 2022 with long shutdown 3 (LS3) to start in
2026 and to last for 3 years. HL-LHC operations are foreseen to end in 2041. A total of 12
one-month-long heavy-ion periods are scheduled. The figure is taken from reference [119].

Although no significant detector upgrade was envisioned for Run3 to improve detector accep-
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tance and efficiency, improvements in the triggering system can further improve the available
data size. In particular, the ZDC information is planned to be integrated into the trigger al-
gorithm during Run3. The total energy deposited in each of the two ZDC detectors allows us
to categorize the events based on the number of neutrons emitted on each side, as discussed
in chapter 4, which can be used as a handle on the impact parameter of the ultraperipheral
collisions. The specific target categories of neutron emission will be determined based on the
available trigger bandwidth and the rate of events in each category.

Unlike object-based triggers, which target the decay products of the tau lepton, like the muon,
event-based triggers like that of the ZDC target the main PbPb → Pb(γγ → τ+τ−)Pb process
inclusively, independent of the decay channel. This allows us to record fully hadronic events
in which both tau leptons decay to one or three charged pions. While fully hadronic events
account for 42% of the ditau decays, they were not recorded in the Run2 dataset since tracking
information was not available for Level-1 triggering, and no event-based trigger was implemented.
The level of improvement in the size of dataset using the ZDC triggers is currently unknown, as
the ongoing study on the trigger rates has not yet concluded on the most efficient way to trigger
on the signal process using the ZDC, but with the lowest background rates.

7.2 Prospects for the high-luminosity LHC

CMS will undergo a major upgrade during the Long Shutdown 3 shown in figure 7.1, in prepa-
ration for the high-luminosity LHC (HL-LHC) era with increased beam intensity. The new
detector is expected to improve in all subsystems to handle this higher intensity. The changes
affecting the measurement of aτ include an improved efficiency and acceptance of the detector
that will be discussed in section 7.2.1 and new triggering possibilities which will be discussed in
section 7.2.2.

7.2.1 Acceptance

The acceptance of the Phase2 CMS detector operating during the HL-LHC era will improve
compared to the current Phase1 detector. This includes a new muon system that extends the
pseudorapidity from η < 2.4 of the Phase1 detector to η < 2.8, a new calorimeter system that
extends the pseudorapidity from η < 2.4 of the Phase1 detector to η < 3.0, and an improved
tracking system that extends the pseudorapidity from η < 2.5 of the Phase1 detector to η < 4.0.

To assess improvements in the acceptance of PbPb → Pb(γγ → τ+τ−)Pb signal events, a MC
simulation of this process generated by the SuperChic [115] generator has been used, while the
tau lepton decays are simulated by pythia8 [102]. The fraction of events in the accepted phase
space of the Phase1 and Phase2 CMS detectors at the generator level represents the acceptance
of the detector.

This study shows that the fraction of the accepted phase space of the Phase1 detector for
the muon plus hadron decay channels discussed in chapter 6 is about 0.0038. Assuming that
there is no improvement in the pT thresholds for the Phase2 detector, and by only extending
the pseudorapidity coverage, the acceptance improves by 15% to 0.0044. However, the Phase2
detector is able to reconstruct relatively lower-pT muons and tracks, due to improvements in
detector technology and the extension of the pseudorapidity coverage. Taking into account
the expected pT thresholds of the Phase2 detector, the acceptance of the muon plus hadronic
channels reaches 0.0143 which is 3.8 times higher than the current Phase1 acceptance.
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7.2.2 Track trigger

Figure 7.2 shows one of the results of this generator-level analysis. In this graph, the fraction of
accepted PbPb → Pb(γγ → τ+τ−)Pb signal events is shown assuming different pT thresholds on
the various decay products of the tau lepton. The muon and electron show similar behavior as a
result of having similar branching ratios. Events with at least one object above the threshold of
the object are accepted. While the acceptance decreases by applying a higher pT threshold for
all four objects, charged pions show a relatively higher acceptance at any fixed threshold. This
motivates the development of track triggers to record events that contain charged pions without
the need for a muon or electron trigger. For instance, it can be seen from the plot that the
requirement of a 2GeV charged pion gives the same acceptance as the requirement of a 1.2 GeV
muon or electron.

Figure 7.2: Fraction of events from the PbPb → Pb(γγ → τ+τ−)Pb process with at least
one tau-lepton decay product above the threshold, for various choices of decay products and
thresholds.

A Level-1 track trigger will be implemented for the Phase2 CMS detector [120]. Each layer of
the Phase2 outer tracking system consists of double-layered modules. In these modules, hits on
the back and front layer are combined to from a 2-point vector called a stub with a position and
a direction. Based on the stubs found in each layer, the angle of the track crossing the module
can be determined. Assuming that the particle trajectories originate from the collision point,
the pT of the tracks can be estimated by each stub with a precision not quite as good as that
of the full track reconstruction, but sufficient for triggering. Due to limitations in the number
of track patterns that can be verified with the trigger system, and the fact that the number of
patterns increases exponentially at low pt, the system is configured to only detect tracks with
pT > 2GeV. If a track above this threshold is detected, it sends the information to the Level-1
triggering system to record the event.

Figure 7.3 (right) shows the efficiency of the Phase2 Level-1 track trigger for charged pi-
ons in the PbPb → Pb(γγ → τ+τ−)Pb signal process. Signal events are generated with the
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Figure 7.3: Left: Simulated pT distribution of the offline reconstructed charged pion tracks
using the Phase2 tracking system, for charged pions from the decay of tau leptons produced in
one million PbPb → Pb(γγ → τ+τ−)Pb events generated by Upcgen [116]. Right: Efficiency of
the Level-1 track trigger to reconstruct and trigger on these tracks.

Upcgen [116] generator with the SM value of aτ and the decay of tau leptons is simulated by
pythia8 [102]. A full simulation of the Phase2 detector material, geometry, and response pro-
vided by the CMSSW software is used to reconstruct particle objects and emulate the Level-1
track trigger of the Phase2 detector. The efficiency is calculated in each bin of pT by dividing
the number of tracks with that pT that pass the Level-1 track trigger emulator and match an
offline reconstructed track of a charged pion, by the number of reconstructed tracks with that
pT labeled as a charged pion.

The availability of track triggers opens the door for the measurement of fully hadronic decay
channels of the PbPb → Pb(γγ → τ+τ−)Pb signal process that has a total of a 42% branching
fraction. Furthermore, the acceptance of muon plus hadron and electron plus hadron events
will increase with the introduction of track triggers, as events with a charged pion above 2GeV
and a muon or electron below the trigger threshold for muons and electrons will be recorded.
Based on the generator-level study mentioned above, and by adding track triggers with a 2 GeV
threshold, the acceptance of the Phase2 CMS detector is estimated to be 0.027, which is 7 times
greater than the acceptance of the current Phase1 detector for muon plus hadronic channels.

7.3 Sensitivity projection

In this section, the information obtained from the breakdown of uncertainty of the finalized
CMS analysis described in chapter 5 is combined with the estimation of the improvements in
Run3 and HL-LHC discussed in this chapter to obtain an approximate projection for future
measurements in Run3 and HL-LHC. The statistical uncertainty on the measurement of the
cross section and some dominant systematic uncertainties will be projected. Finally, projected
limits on aτ will be derived.

7.3.1 Statistical uncertainty

The statistical uncertainty of the measurement depends purely on the size of the dataset, making
it easy to extrapolate. The relative statistical uncertainty scales with 1√

N
for N signal events.
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This uncertainty will be improved by increasing the total luminosity, adding new decay channels,
and enlarging the accepted kinematic phase space.

As seen in figure 7.1, three periods of heavy-ion data taking during Run3 and nine additional
periods during HL-LHC are scheduled. A minimum integrated luminosity of 2.2 nb−1 is expected
for each period [118]. Therefore, the total integrated luminosity of Run3 is expected to be 17
times higher than that of the 2015 dataset.

While the tolerated rate of the ZDC trigger has not yet been concluded, if they are 10%
efficient in recording events with at least one emitted neutron, about 3% of PbPb → Pb(γγ →
τ+τ−)Pb can be recorded, as determined by the neutron emission expected from the STARlight
MC generator. As event-based triggers have no pT threshold on the tau-lepton decay products,
the ZDC trigger would then record about 3% of fully hadronic events and improve the efficiency
of muon and electron triggers. Therefore, an increase as much as 4-fold in the acceptance and
efficiency of events in Run3 compared to Run2 could be possible. Considering all the factors
discussed, the statistical uncertainty in the cross section in Run3 would then be as much as 8
times smaller than the 12% statistical uncertainty obtained in the 2015 analysis.

According to the studies discussed in section 7.2 on the improvements in the Phase2 CMS
detector, the fraction of signal events recorded with the HL-LHC would be seven times greater
than the number of muon plus hadron events in Run2, which itself is four times larger than the
number of µ+3prong events. It can be deduced from the left plot of figure 7.3 that, in the signal
process, most charged pions are below the 2 GeV threshold of the Level-1 track trigger and will
not be recorded especially in the fully hadronic channel. Therefore, event-based triggers, such
as the ZDC trigger, can also be crucial during the HL-LHC era. Overall, the expected statistical
uncertainty for the HL-LHC dataset could be as much as 25 times lower than the 12% statistical
uncertainty obtained in the 2015 analysis.

7.3.2 Systematic uncertainty

In the measurements of the PbPb → Pb(γγ → τ+τ−)Pb cross section using muon plus hadronic
channels, the dominant sources of uncertainty are uncertainties in the muon scale factors, track-
ing scale factors, luminosity, and statistical uncertainty in the background model driven by data.
All these sources of systematic uncertainty are rooted in the limited size of the dataset used to
estimate them. Therefore, they can be scaled down similarly to the statistical uncertainties.

Improvements in the algorithms and detectors used to estimate these sources can further
reduce the systematic uncertainty. For instance, the uncertainty in the measurements of lumi-
nosity should decrease by the inverse square root of luminosity as the size of the dataset if the
measurement technique remains the same. Therefore, as the uncertainty on the luminosity of
the 2015 dataset was 5%, this uncertainty for the 2018 dataset could be expected to be 5%√

3
= 3%.

However, due to improvements in measurement tools and techniques, this uncertainty is 1.5%
for the 2018 dataset.

Another contributing factor in reducing the systematic uncertainty of the cross-section mea-
surement is taking the ratio of the number of events from the signal process to the number of
events from another precisely measured process in the signal phase space. For instance, if the
ratio of events from the PbPb → Pb(γγ → τ+τ−)Pb process to the PbPb → Pb(γγ → µ+µ−)Pb

process is taken, the luminosity as a common scale for both processes cancels and the systematic
uncertainty in luminosity is removed. A similar approach can be taken to some extent for muon
and track uncertainties, especially the muon trigger uncertainty as the dominant contribution
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to the muon scale factor uncertainty. The statistical uncertainty of the data-driven background
models are not expected to reduce significantly using this method, but they can be almost
entirely removed if a reliable simulation of the background processes is developed for future
analyses.

Without improvements in the analysis techniques and measurement tools of systematic sources,
the systematic uncertainties of the cross section measurements in Run3 and HL-LHC are ex-
pected to be lower than the 10% systematic uncertainty of the 2015 analysis by factors of up
to 8 and 25, respectively, similar to the statistical uncertainty. However, the sources of sys-
tematic uncertainty discussed here will most likely be negligible compared to the statistical
uncertainty of the measurement given the future improvements discussed above. Therefore,
the dominant sources of systematic uncertainty are likely not statistically driven during the
late stages of HL-LHC. These include the uncertainties on the branching ratio of tau decays
and more importantly the theoretical uncertainties affecting the kinematic distributions in the
PbPb → Pb(γγ → τ+τ−)Pb simulations, including the uncertainties on the form factors of the
Pb ions and their photon flux.

7.3.3 Limits on aτ

Both the cross section and the kinematics of tau leptons in the PbPb → Pb(γγ → τ+τ−)Pb

process depend on aτ. In the finalized 2015 analysis discussed in chapter 5, only the sensitivity
to the cross section was utilized to translate the limits on the cross section to the limits on aτ.
However, a similar analysis using the ATLAS experiment with a similar uncertainty in the cross
section for the same decay channel achieved three times better limits on aτ [121].

As discussed in section 7.3.1, the statistical uncertainty of the cross section measurement in
Run3 (HL-LHC) could be as much as 8 (25) times lower than the 12% statistical uncertainty of
the 2015 analysis. This estimation will become more clear with the near-future developments
of the event-based triggers like the ZDC trigger. As the current dominant sources of systematic
uncertainty are statistically driven, they are expected to decrease by the same factor. However,
the effect from these sources will most likely be negligible with new analysis techniques and tools
for evaluating the uncertainty, and the dominant systematic sources would mainly come from
limitations in the theory. Overall, a conservative estimate of the systematic uncertainty in the
cross section measurement in Run3 (HL-LHC) is 8 (25) times lower than the 10% systematic
uncertainty of the 2015 analysis.

Taking into account potential improvements in the statistical and systematic uncertainties,
the total uncertainty of the cross section measurement in Run3 (HL-LHC) could be as small as
19 (6) per mil. Assuming a linear sensitivity of cross section and kinematic shapes on aτ for
small values of aτ, the uncertainty on aτ considering both sensitivities would then be estimated
to be aτ = (1± 3)× 10−3 for Run3 and aτ = (12± 9)× 10−4 for the HL-LHC. Should no BSM
effects occur, this measurement would still allow an approximate verification of the dominant
correction to aτ from the one-loop QED effect, which is α

2π ≈ 0.00116.
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8 The CMS Phase2 Pixel Detector

In order to maintain and even improve its performance in tracking and vertexing in conditions
with up to 200 pileup interactions, the CMS tracking system, and in particular the CMS inner
tracker or pixel detector, will have to be completely replaced before the start of the HL-LHC. The
target specification for the design of this detector will be discussed in section 8.1. In section 8.2,
the pixel modules as the building block of the detector consisting of sensors and readout chips
are discussed. In addition to the final specifications of the pixel modules, the prototypes that
were studied and the options for the sensor pitch size, sensor bias scheme, and readout are
discussed.

8.1 Detector design

The upgraded detector will have a six-fold increase in granularity, which will reduce the oc-
cupancy of individual channels and improve the resolution of cluster hits in both the ϕ and
z directions, resulting in improved tracking and vertexing. The upgraded detector must with-
stand a radiation dose of 1.9 Gy and a hadron fluence of 3.5×1016 neq/cm2 for a total integrated
luminosity of 4000 fb−1. Therefore, it must be designed to be resistant to radiation, with the
possibility of replacing degraded parts, especially the first layer which receives the highest dose
of radiation. The acceptance of the improved detector in the forward region will increase in |η|
from the current ≈ 2.5 up to ≈ 4, which improves the measurement of forward objects such as
jets that can be mis-reconstructed due to pileup, and enlarges the accepted phase space of many
future measurements. This detector will also contribute to the luminosity measurements in real
time by means of hit counting.

Figure 8.1: Sketch of one quarter of the pixel detector layout in the r-z view. Green lines
correspond to modules made up of two readout chips (1 × 2) and orange lines represent larger
modules with four chips (2× 2). The figure is taken from reference [120].

As shown in figure 8.1, the detector consists of a four-layer barrel section (referred to as
the Tracker Barrel Pixel Detector, TBPX), eight small double discs per end (referred to as
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the Tracker Forward Pixel Detector, TFPX), and four large double discs per end (referred to
as the Tracker Endcap Pixel Detector, TEPX). In the TBPX, the pixel modules are arranged
in “ladders”. In each layer, adjacent ladders are staggered in radius to achieve r-ϕ overlap
between ladders. The modules of a ladder do not overlap in z. A projective gap at η = 0 is
avoided by mounting an odd number of modules along z and by splitting the barrel mechanics
in z into slightly asymmetric halves. In the TFPX and TEPX, the modules are arranged in
concentric rings. Each double disc physically consists of two discs, which allows the modules to
be mounted in four planes, with overlaps in r and r-ϕ. Each disc is split into two halves and
these D-shaped structures are called “dees”. The TEPX will provide the required luminosity
measurement capability through an appropriate implementation of the readout architecture.
The complete pixel detector will have an active area of about 4.9 m2. The number of layers
crossed by particles originating from the luminous region is shown in figure 8.2, both for the
inner tracker alone and for the entire tracker.

Figure 8.2: Average number of module layers traversed by particles, including both the inner
tracker (red) and the outer tracker (blue) modules, as well as the complete tracker (black).
Particle trajectories are approximated by straight lines, using a flat distribution of primary
vertices within |z0| < 70mm, without including the effects of multiple scattering. The figure is
taken from reference [120].

8.2 Pixel Modules

A pixel module consists of a pixel sensor, several readout chips, a flex circuit, and a mechanical
support. It constitutes the basic unit of the pixel detector. The sensors are bump-bonded to
the readout chips. A thin, high-density flex circuit, also known as a high-density interconnect
(HDI), is glued onto the sensor and wire-bonded to the readout chips. It transmits the data
of the pixel module to the circuit board containing a chain of pixel modules, provides clock,
trigger, and control signals, and distributes power to the readout chips. The final design of the
CMS readout chips, called the CROC, has an active area of 21.7×18.6mm2. Each pixel module
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will consist of either 2 CROCs in a 1× 2 format or 4 CROCs in a 2× 2 format. The choice of
using 1× 2 or 2× 2 modules is based on the expected data rates, and is depicted in figure 8.1.

8.2.1 Pixel Sensors

Different sensor options were considered and studied for use in different parts of the detector. The
main options were two different pixel sizes, both with the same area, and the choice between
planar and 3D sensors. Thin planar n-in-p type silicon sensors provide good hit resolution,
tracking, and vertexing while being relatively radiation hard. The silicon sensors have a pitch
size of 50 × 50µm2 or 25 × 100µm2, while the long side of the pixels in the latter geometry
points along z in the barrel and along r in the endcaps. The factor of six reduction in the pixel
size from the 100×150µm2 used in the Phase0 and Phase1 pixel detectors allows low occupancy
and improved track separation in dense environments such as high-pT jets.

In addition to the study of planar sensors, an alternative was explored using 3D silicon
sensors, which offer intrinsically higher radiation resistance due to a shorter charge-collection
distance [120].

Several studies have been carried out to compare the options of square pixels (50× 50µm2)
and rectangular (25 × 100µm2) pixels [122]. Figure 8.3 shows the drawing of two adjacent
pixels in the 25 × 100µm2 and 50 × 50µm2 pitch designs and how they can be bonded to the
readout chip with a 50× 50µm2 pitch size. Although they generally show similar performance
in tracking, there is a trade-off between primary vertex discrimination, where the square sensors
with higher granularity in z perform better, and the resolution in the impact parameter, where
the rectangular sensors with better granularity in ϕ perform better.

One of the factors involved in the comparison of 50 × 50µm2 and 25 × 100µm2 pitch size
options is the charge induction into neighboring pixels, which is higher for the 25×100µm2 pitch
size option and will be discussed in chapter 10. Moreover, towards the edges of the barrel layers,
especially for the first layer, square pixels would result in very long clusters. The tracks in that
region are more parallel to the pixel surface and therefore, their effective path is close to the
pitch of the sensor along z, while perpendicular tracks with low pseudorapidity pass through the
150µm thickness of the sensor. Therefore, the path of the track inside the 50× 50µm2 sensors
is just over 50µm compared to 100µm for 25× 100µm2 sensors, which would limit the range of
the operational threshold of the chip and increase the rate of broken clusters after radiation. In
addition, such long clusters would require a larger bandwidth to read out the data. Overall, it
has been decided to use only the 25× 100µm2 pitch size in all sections of the pixel detector.

Figure 8.3: Drawing of two adjacent pixel cells for sensors from the HPK submission with
pixel size 25× 100µm2 (left) and 50× 50µm2 (right). The n+ implants are shown in green, the
metal layers in blue, the p-stop areas in red, the contacts in orange, and the bump bond pads
in purple. The figure is taken from reference [120].
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8.2.1.1 Planar

While thicker silicon sensors have an initial advantage of higher charge deposition, after enduring
high radiation doses of up to 1.9Grad and 3.5× 1016 neq/cm2 for a luminosity of 4000 fb−1, the
effective charge collected by silicon sensors begins to decrease significantly for thick sensors
due to the effects of charge trapping, which prevents the ionized electrons from drifting to the
collection wells. Therefore, the silicon sensors for the CMS Phase2 pixel detector will have an
active thickness as low as 150µm compared to 270-285µm for the Phase0 and Phase1 detectors.
In addition to higher charge collection after radiation and therefore higher efficiency, thin planar
sensors require lower bias voltages, reducing overall power consumption and leakage current.
Figure 8.4 shows a schematic of the planar sensors with n+ wells for the collection of ionized
electrons in the bulk, as well as p-stop regions for the isolation of the n+ wells.

One consideration in designing planar sensors is that they require bias voltages of up to
800V to maintain an acceptable efficiency after irradiation during the HL-LHC. Therefore, it is
important to ensure that any sparking between the detector components is prevented at such
bias voltages.

Figure 8.4: Schematic of the HPK planar sensors with n+ wells and p-stop regions for the
isolation of the n+ wells.

Planar sensors from various vendors have been thoroughly tested in various designs and
with different irradiation doses to ensure that they meet the requirements in terms of efficiency
after radiation, spatial resolution, and leakage current. In particular, 6-inch wafers of planar
silicon sensors from Hamamatsu Photonics K.K. (HPK) [123] and Fondazione Bruno Kessler
(FBK) [124] companies, as well as 8-inch wafers from LFoundry [125] have been tested, with
the latter expected to be more cost-effective due to the larger wafer size, and offering more
flexibility in the sensor design due to the use of passive CMOS technology, which is widely used
in industry.

8.2.1.2 3D

In the 3D sensor design, the bias voltage is applied through vertical p+ columns within the
silicon volume that reach the biased backside of the sensor, as seen in figure 8.5. This reduces the
effective distance between the electrodes and decouples this distance from the sensor thickness,
allowing for relatively lower depletion voltages, less charge trapping, higher charge collection,
and lower power consumption. The ionized electrons are collected by n+ columns inside the
volume that serve as readout electrodes and stop 25-30µm above the backside.

Although 3D sensors are relatively more radiation-hard compared to planar sensors, the
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Figure 8.5: Schematic of the FBK 3D sensors with n+ columns for the collection of ionized
electrons in the bulk, and deep p+ columns reaching the backside and providing the bias voltage
inside the silicon volume.

complexity of their production procedure results in lower yields and higher production cost.
Therefore, they will be utilized only in the first layer of the TBPX that receives the highest dose
of radiation.

8.3 Pixel detector readout chip

In order to read out charge from the pixel detectors, a radiation-hard readout chip called the
CROC (CMS ReadOut Chip) is bump-bonded directly to the sensors. The signal induced by
ionized electrons in the silicon sensor is collected by the n-in-p implants as shown in figure 8.4
for planar and figure 8.5 for 3D sensors, and is carried out through the bump bonds to the
readout chip. This analog signal is amplified, and the time over threshold (ToT), defined as
the time during which the signal is above a certain threshold, is digitized into 4 bits per bunch
crossing (at 40 MHz). The ToT provides a measure of the amplitude of the signal. Each CROC
has an active area of 21.7 × 18.6mm2 with a periphery of 21.7 × 2mm2, and is manufactured
using 65 nm CMOS technology.

The readout chip has an internal charge injection circuit that plays a crucial role in the
characterization of the chip in terms of ToT digitization, noise, threshold measurement, threshold
equalization across the pixel array, and charge-to-ToT calibration.

The readout chips are designed and developed by the RD53 Collaboration for both CMS
and ATLAS Phase2 detectors. The first prototype of this chip was called RD53A and consisted
of three Front Ends (FE) named synchronous, linear, and differential [126]. It was thoroughly
studied for about 4 years in many lab and test beam measurements in terms of noise, threshold
equalization, radiation hardness, power distribution, and data loss, and other measures of per-
formance. The CROC is designed based on the RD53A implementation of the linear FE and
tuned to the specific requirements of CMS. It benefits from many improvements, particularly in
threshold equalization, ToT digitization, noise, and flexibility in the readout of both small and
large signals.

Since the readout chip must operate under high-rate conditions of the HL-LHC, it uses a
high-intensity, low-power CMOS technology with a low supply voltage of 1.2 V and a current of
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Figure 8.6: Serial-powering chains of the TEPX disk for the half disk incorporating rings 1, 3,
and 5 (left) and the half disk incorporating rings 2 and 4 (right). The longest chain consists of
11 2× 2 pixel modules, 5 in ring 3 and 6 in ring 5.

2 A per chip [127]. The classical parallel powering system is not suitable for such high currents,
and DC-DC converters are not stable enough to operate at such high radiation doses. Therefore,
a serial powering system is employed where the 2 A current per chip (8A for quad modules with
4 parallel chips) is supplied to chains of up to 11 pixel modules, as shown in figure 8.6 for the
TEPX. Each of the two analog and digital Shunt-LDO regulators in a chip is composed of a shunt
current regulator and a low-dropout (LDO) regulator. Each Shunt-LDO takes the input 1A and
regulates the voltage to the required 1.2V. While this powering system has many advantages
in terms of radiation hardness and material budget, if a full pixel module is broken and creates
an open circuit, the entire chain of pixel modules would not be functional. However, various
tests show that the chips are often still conductive even after being broken, and if even one chip
from a pixel module is conductive, which is much more likely than a complete breakdown, the
remaining chips and certainly the chain of pixel modules would not suffer.

In order to decide on the specifications of the CROC module including the powering scheme,
front end, and the tuning handles, many prototypes of pixel modules with RD53A and CROC
readout chips and various design options have been tested both in the lab and using beams of
charged particles. These studies will be explained in more detail in chapters 9, 10, and 11.
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9 Characterization of the readout chip

As a research and development (R&D) campaign to identify designs that meet the requirements
of CMS at the HL-LHC, the CMS tracker upgrade group designed, characterized, and tested
various prototypes of pixel modules with 50×50µm2 and 25×100µm2 silicon sensor pitch sizes
read out by the RD53A chip as the first prototype of CMS and ATLAS Phase2 readout chips
(ROC), and the CMS readout chip (CROC) as the final ROC to be used in the CMS Phase2
pixel detector.

The RD53A prototype chip consists of three front ends (FE) named synchronous, linear, and
differential. CMS has chosen the linear FE after a thorough performance study of the three FEs
in tuning and operation, and it is used as the FE of the CROC. After a brief description of the
linear FE in section 9.1, the characterization and tuning procedure of the readout chip will be
discussed in section 9.2.

9.1 The linear front end

A schematic diagram of the linear FE is shown in figure 9.1. The readout chain of a pixel begins
with a low-power charge sensitive amplifier (CSA) that features a Krummenacher feedback
circuit in order to cope with the increased leakage current of the sensor after irradiation. The
output of the CSA is digitized using a high-speed current comparator and transimpedance
amplifier, and is then processed by the digital pixel logic including a 4-bit Time-over-Threshold
(ToT) counter (not shown in the figure). The global threshold for all pixels is applied to the
Vth input of the comparator. A 4-bit binary weighted digital-to-analog converter (DAC) allows
for per-pixel threshold adjustment (trimming DAC, TDAC). All pixels of the RD53A chip are
equipped with an individual charge injection circuit for testing and calibration purposes.

9.2 The characterization procedure

The general testing procedure of the RD53A pixel modules consists of the following steps. First,
the pixel modules are prepared in a process that includes bump-bonding the silicon pixels to
the RD53A readout chip, and wire-bonding the RD53A chip to the designated printed circuit
board (PCB) shown in figure 9.2, which facilitates the user interaction with the chip in both
power distribution and readout.

Secondly, the chip’s global settings are tuned using the PCB and a data acquisition (DAQ)
system. There are two DAQ softwares developed to characterize the RD53A chip and readout,
and interpret the data, and each is accompanied by its corresponding FPGA and hardware. The
results discussed here are obtained with the BDAQ53 software [128], while CMS has developed a
dedicated CMS DAQ system called Ph2_ACF [129] for prototype development studies, as well
as for readout of the final pixel modules of the CMS Phase2 tracker.
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Figure 9.1: Schematic diagram of the RD53A Linear Front-end. Figure taken from refer-
ence [126].

9.2.1 Tuning global chip parameters

The RD53A ROC is designed for serial powering, which is the chosen powering scheme for
the CMS inner tracker Phase2 upgrade. However, the RD53A chip also offers the possibility
of bypassing the internal power regulator to directly supply the bias voltages from external
power supply units. The input voltage required to start the RD53A chip is 1.2 V for both
the analog and digital sections. This voltage can be supplied directly, but there is also the
possibility of using the low dropout (LDO) regulator of the chip, activated by using jumpers on
the PCB, which inputs a fixed voltage of 1.8 V and regulates it to values around 1.2 V. After
establishing communication with the chip, this regulated voltage can be fine-tuned by modifying
one of the digital-to-analog converter (DAC) settings of the chip. Starting up and establishing a
communication with irradiated modules is relatively harder, and in practice, a larger input analog
voltage, preferably through the direct mode, helps with successfully establishing a connection.
After establishing the connection, the values of the reference current (Iref) and voltage (Vref)
must be tuned to 4µA and 0.9 V, respectively, using the corresponding jumpers on the PCB.
These values have to be monitored and re-tuned after each modification of the input voltages,
especially the digital input voltage.

9.2.2 Efficiency measurement and dead pixel masking

The efficiency of a pixel module is defined as the number of pixel hits read out over the total
number of expected hits within its acceptance. The RD53A pixel module is equipped with an
internal charge injection circuit for each pixel, which allows the evaluation of the efficiency for
both digital and analog sections separately.

A healthy pixel is expected to detect and return a hit if and only if an adequate charge has
been injected into it. If a pixel does not detect a digital or analog hit, it would be tagged as a
dead pixel and removed from the set of available pixels for further characterization tests. This
set is saved in a file called the mask file, which includes some pixel-to-pixel DAC values and
whether a pixel is enabled for charge injection and readout, or otherwise masked. If a pixel
returns a hit irrespective of the injected charge into it, which could be either due to noise,
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Figure 9.2: The PCB designed for readout, tuning, and power distribution of RD53A pixel
modules. Left: The empty PCB. Right: After mounting an RD53A module wire-bonded to the
PCB.

especially in irradiated pixel modules or being stuck, it will also be masked out for further tests
to make sure it does not fill up the readout bandwidth and hence lower the efficiency of other
pixels.

9.2.2.1 Digital scan

After tuning the global chip configurations, the first pixel-to-pixel scan is the digital scan, which
injects charge into the digital sector of the ROC pixels and reads out the digital hits to evaluate
the efficiency. This measurement is quite fast as the efficiency of individual pixels is not measured
one by one, but rather follows an injection pattern that ensures that the injection and readout
of neighboring pixels do not affect the measurement, while maximizing the number of pixels
being simultaneously measured. As this scan only corresponds to the digital sector of the ROC,
there is no need to apply a bias voltage to the sensor beforehand and can be done even with bare
ROCs without any silicon sensor attached. The output of this scan is the average occupancy
or efficiency of the pixel module. In addition, dead or stuck pixels will be marked in the mask
file as disabled. User-specified DAC values are sent to the chip at the beginning of each scan,
possibly modifying Iref from the set value in section 9.2.1. Therefore, following the first scan,
usually the digital scan, Iref should be monitored using the jumpers on the PCB, and re-tuned
by the DAC configurations in the software if needed.

9.2.2.2 Analog scan

If the result of the digital scan is satisfactory, for the pixels enabled in the output mask file of
the digital scan, the next step is to inject charge into the analog sector of the ROC pixels and
evaluate their efficiency. Similar to the digital scan, charge injections follow injection patterns
to minimize the measurement time.

The amount of injected charge can be set by the user in units of calibration voltage (VCAL).
The injected charge, ∆VCAL, is determined after subtracting the reference VCAL value, VCALref.
There is a linear conversion between ∆VCAL and the number of injected electrons, whose slope
and offset depend on Vref. Therefore, to ensure a consistent and comparable characterization
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procedure for all pixel modules, the Vref should be equal for all of them. Furthermore, since the
ground of the ROC should not be affected by the sensor, enough bias voltage needs to be applied
to the sensor to deplete it before the analog scan, to reduce the capacitance between the ROC
and sensor and the resulting fluctuation of the ROC ground.

After the analog scan, the efficiency of individual pixels is determined and the mask file is
updated with new dead and stuck pixels. Moreover, the analog scan returns the time-over-
threshold (TOT) representing the amplitude of the signal for each injection and each pixel. The
TOT is digitized into values of 0 to 14 for the RD53A readout chip. It is recommended to
calibrate the gain of the ROC by modifying the Krumenacher current, driving the slope of the
return to the baseline. In this way, an average TOT of 6 is achieved for an injected charge of
10,000 electrons, the most probable number of ionized electrons for a minimum ionizing particle
passing through a 150µm thick silicon sensor. This is to make sure that the most probable
amount of deposited charge in the sensor is well within the accepted TOT range. The injected
charge should be lower for irradiated modules, as the most probable number of electrons collected
from an irradiated sensor is lower due to radiation-induced defects that trap drifting charges.

9.2.3 Threshold measurement

As seen in figure 9.1, the signal amplitude in the linear FE is compared to a threshold voltage
called Vth. The global threshold voltage for all pixels in the linear FE is set using the Vthresh-
old_LIN DAC setting. To measure this threshold in units of ∆VCAL or equivalently electrons,
one needs to perform a threshold scan.

The threshold scan consists of a chain of analog scans with various amounts of injected charge
specified by the user with a range and step length of ∆VCAL. For each pixel, the analog scan
with a very low amount of injected charge results in 0 efficiency, and for high enough injected
charges, the efficiency is 1. When increasing the amount of injected charge, one expects a turning
point around the injected charge corresponding to the threshold voltage, in which the efficiency
goes from 0 to 1. In practice and due to the presence of noise, the dependence of efficiency of
an individual pixel as a function of injected charge follows an error function (S-curve), the 50%
level of which is used to determine the threshold in units of ∆VCAL or electrons.

Figure 9.3 (left) shows the overlaid S-curves corresponding to all pixels in the linear FE with a
specific global threshold voltage. After fitting an error function to each S-curve, the distribution
of the charges corresponding to a 50% threshold value is obtained and can be seen in figure 9.3
(right). The measured threshold charges show pixel-to-pixel variations which can be mitigated
to some extent and will be explained in section 9.2.4.

While the S-curve of a pixel is in the range of 0% to 100% for healthy pixels, it does not
always cover the full range of occupancy. For instance, a dead or stuck pixel does not detect
any amount of injected charge and its S-curve stays at 0%. On the other hand, noisy pixels
can be triggered and detect a fake signal even without charge injection or an over-threshold
amount of charge. Therefore, the occupancy of such pixels can go above 100%. If the noise
is too high, the bandwidth of the pixel readout can be full, increasing the dead time of the
pixel and lowering the chance of detecting new signals. If the detected charge stays above the
threshold for a long time, the readout will assume a long and strong signal and will not detect
the new ones. Therefore, noise can also lower the effective occupancy, resulting in S-curves with
a plateau at an occupancy between 0% and 100%. The chance of having dead, stuck, and noisy
pixels is higher in irradiated modules, as seen in figure 9.4, and require a more careful masking
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Figure 9.3: Left: S-curves corresponding to the pixels in the linear FE of an unirradiated
RD53A pixel module. The occupancy increases from 0% at low injected charge, ∆VCAL, to
100% at high charges following an error function centered on the corresponding threshold of
the pixel. Right: The distribution of threshold, defined as the charge corresponding to the 50%
occupancy of each pixel. The 50% point for each pixel is found after fitting an error function to
its corresponding S-curves in the left plot.

and tuning procedure. Another cause of fake occupancy is the charge induction into neighboring
pixels which will be discussed in chapter 10.

0 50 100 150 200
 VCAL

0

20

40

60

80

100

Oc
cu

pa
nc

y

Failed fits: 22
Noisy pixels: 876

S-curves for 25947 pixel(s)

100

101

102

103

104

# 
of

 p
ix

el
s

42 533 1025 1516 2008
Electrons

RD53A preliminary Chip S/N: 0x0000

0 50 100 150 200
 VCAL

0

1000

2000

3000

4000

5000

6000

7000

8000

# 
of

 h
its

= 99 VCAL
= (1012 ± 2) e

= 8.3 VCAL
= (81 ± 0) e

Failed fits: 22

Threshold distribution for enabled pixels

42 533 1025 1516 2008
Electrons

RD53A preliminary Chip S/N: 0x0000

Figure 9.4: S-curves and threshold distribution for an RD53A pixel module irradiated to the
fluence of 8.6 × 1015 neq/cm2, which is expected for the first layer of TBPX after a luminosity
of 1000 fb−1, which will be delivered by the early years of the Run5 of the LHC.

In addition to the pixel-to-pixel variations of the threshold, for each value of injected charge,
the output signal amplitude represented by the TOT can also vary from pixel to pixel. However,
this does not affect the S-curve, which is based merely on the occupancy and not the amplitude
of the signal. The dependence of the TOT on the injected charge will be further discussed in
section 9.2.6.

9.2.4 Threshold equalization

The average threshold charge for all pixels of the linear FE can be modified by the Vthresh-
old_LIN DAC setting. However, as seen in figure 9.3, the real threshold charge is in practice
different from pixel to pixel. This variation can be problematic because it means that given a
certain amount of charge deposited in the sensor, the possibility of detecting this signal, repre-
sented by the efficiency, is different from pixel to pixel, resulting in a non-homogeneous response
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in the detector. The threshold is expected to be tuned as low as possible to increase the global
efficiency of the detector, while being high enough to remove the noise in the detector. Having
large pixel-to-pixel variations of the threshold means that while some pixels with low effective
threshold are filling the tolerable bandwidth for occupancy, the global threshold is still not low
enough to reach the desired efficiency for the detector.

To mitigate pixel-to-pixel variations of the threshold compared to the global Vth, a 4-bit
trimming DAC (TDAC) is assigned to each pixel, which allows fine-tuning of the threshold. A
DAC configuration of the RD53A called LDAC_LIN sets the least significant bit of the in-pixel
threshold TDAC. In other words, the threshold for each individual pixel is the global Vth, plus
the corresponding TDAC value of the pixel weighted by LDAC_LIN, which is set globally by the
user. The effective step length determined by LDAC_LIN also depends on chip settings such
as Iref, which should be set consistently for all studied ROCs. It also depends on temperature,
which means that for irradiated modules typically running in a cold box, relatively higher values
of LDAC_LIN have to be set by the user.

The equalization of the threshold values within the pixels starts with a threshold scan with
all TDAC values in the middle of the TDAC range (7 for the RD53A linear FE with a 4-bit
TDAC) to obtain the S-curves and 50% points corresponding to the threshold charges. It is
then followed by an iterative procedure to obtain a set of optimized TDAC values for individual
pixels, which minimizes the standard deviation of the threshold distribution. There are two
iterative methods to get the optimized TDAC values and both follow a binary search in the
TDAC range.

The first method uses a predefined set of steps to increase or decrease the TDAC. Starting
from the mid-range TDAC, pixels with higher threshold than the average are given higher TDAC
values, and vice versa. Next, another threshold scan is taken to get the new 50% points from the
fits to the S-curves, the TDAC step is shortened, and the same procedure is followed until the
optimized TDAC value for a pixel is found, which gives the closest threshold for that pixel to
the average threshold. The TDAC steps for a 4-bit TDAC range can be set as {4,2,1,1}, giving
the possibility to start from the TDAC of 7 and reach any TDAC value between 0 and 15.

The second method, which is designed to be much faster, does not take threshold scans in each
step. Instead, a single analog scan is taken for each pixel to measure its efficiency at the average
threshold point determined from the initial threshold scan or at a user-defined target threshold.
If the efficiency is lower than 50%, the TDAC will increase for that pixel following a binary
search in the TDAC range and vice versa. While the second method is much faster, it relies
on a strictly increasing S-curve. Therefore, it is prone to noise-related variations, especially for
irradiated modules. However, no noticeable effect in the performance of the tuning is observed,
and this method, implemented in the Ph2_ACF software, is chosen as the baseline.

The TDAC value corresponding to each pixel will be updated in the mask file. Figure 9.5
shows the untuned and tuned distribution of the TDAC values for all pixels in the linear FE of
an RD53A ROC, as well as the threshold distribution corresponding to each TDAC distribution.
It is recommended to first perform the threshold equalization for high global thresholds of a few
thousand electrons and then fine-tune the TDAC values at lower thresholds. If one attempts
to perform the threshold equalization directly at the desired low threshold, the pixels with
TDAC values far below the average have a lower effective threshold during the first S-curve
measurement, resulting in high noise, high fluctuations in their S-curve, and possible failure in
measuring their 50% point.
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Figure 9.5: Distribution of TDAC (left) and the corresponding threshold distribution (right)
for an unirradiated RD53A pixel module. The top plots correspond to the starting point of
threshold equalization with a mean threshold of 3256e and a standard variation of 366e while
the bottom plots show the equalized threshold with a mean of 1584e and a standard deviation
of 48e.

Choosing the value of LDAC_LIN is an important practical consideration during module
tuning. Generally, as LDAC_LIN determines the weight of the TDAC bits, if too high of a
LDAC_LIN value is chosen, the precision in fine-tuning the threshold is lost. On the other
hand, if LDAC_LIN is too low, pixels with thresholds far from the average or target threshold
cannot be tuned, as the TDAC bits are not sufficiently weighted. In practice, one has to monitor
the TDAC distribution as the output of the threshold equalization algorithm and make sure that
the number of pixels in the overflow and underflow of this distribution is on the order of a few
percent of the total number of pixels. This would be harder to achieve for irradiated modules
with many noisy or defective pixels that would need a higher LDAC_LIN to bring their threshold
close to the average.

9.2.5 Noise measurement

The study of noise in a pixel detector is one of the crucial characterization steps. Noisy pixels
increase the occupancy and hit rate and can fill the tolerable bandwidth for data readout. In
addition, if a noisy pixel is close to the trajectory of the impinging particle, the error in cluster
position reconstruction and tracking increases. Therefore, it is crucial to evaluate the increased
occupancy due to noise, the number of noisy pixels, the distribution of the charge created by
noise, and to carefully remove the noisy pixels without affecting efficiency significantly.

The charge distribution of the noise can be obtained from a threshold scan. The main reason
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that the S-curve from a threshold scan is not a step function at the threshold value but rather a
wide error function is the presence of noise in the CSA of the linear FE. This noise is simulated
to be 87 electrons for a detector capacitance of 50 fF [126]. Therefore, the noise in each pixel
coming from the amplifier can be estimated by measuring the width of its corresponding S-curve.
As this noise depends on the capacitance of the detector, the attached sensors should be fully
depleted to ensure consistent and realistic measurement for all pixel modules.

Figure 9.6 shows the distribution of the noise charge extracted from the width of the S-curves.
The average noise charge slightly increases with irradiation. It has negligible dependence on the
sensor bias voltage after depletion, given that the sensor capacitance stays the same, confirming
that the source of this noise is mostly the readout chip and not the sensor. On the other hand,
the noise charge shows a larger increase when the temperature increases, which also increases
the leakage current of the sensor.

6 8 10 12 14 16 18
 VCAL

0

500

1000

1500

2000

2500

# 
of

 h
its

= 6.5 VCAL
= (68 ± 1) e

= 0.5 VCAL
= (6 ± 0) e

Failed fits: 1

Noise distribution for enabled pixels

62 83 104 124 145 166 187
Electrons

RD53A preliminary Chip S/N: 0x0000

4 6 8 10 12 14 16
 VCAL

0

100

200

300

400

500

600

700

800

# 
of

 h
its

= 8.0 VCAL
= (79 ± 0) e

= 1.2 VCAL
= (11 ± 0) e

Failed fits: 22

Noise distribution for enabled pixels

39 58 78 98 117 137 157
Electrons

RD53A preliminary Chip S/N: 0x0000

4 6 8 10 12 14 16
 VCAL

0

100

200

300

400

500

600

700

# 
of

 h
its

= 8.1 VCAL
= (80 ± 0) e

= 1.2 VCAL
= (12 ± 0) e

Failed fits: 21

Noise distribution for enabled pixels

39 58 78 98 117 137 157
Electrons

RD53A preliminary Chip S/N: 0x0000

8 10 12 14 16 18 20 22 24
 VCAL

0

200

400

600

800

1000

# 
of

 h
its

= 12 VCAL
= (120 ± 0) e

= 1.1 VCAL
= (11 ± 0) e

Failed fits: 20

Noise distribution for enabled pixels

78 98 117 137 157 176 196 216 235
Electrons

RD53A preliminary Chip S/N: 0x0000

Figure 9.6: Distribution of noise derived from the width of the S-curves. The top left plot
corresponds to an unirradiated RD53A pixel module, while the other three correspond to a
module irradiated to 8.6 × 1015 neq/cm2. For the top right plot, the sensor is biased to 500V
with a leakage current of 25µA. For the bottom left plot, the sensor is biased to 1095 V with a
leakage current of 100µA. For the bottom right plot, the sensor is biased to 500 V with a leakage
current of 500µA due to higher sensor temperature compared to the previous two conditions.

In addition to fluctuations in the amplifier, noise can be initiated from the sensor itself,
especially for irradiated sensors. The variation of this charge is larger than that of the CSA
and creates spikes in a set of noisy pixels with large occupancy. These noisy pixels have to be
identified and masked off. This is done using a noise scan in which a user-defined number of
readouts from all pixels are performed without the presence of injected or deposited charge, and
therefore no occupancy is expected. Pixels showing an occupancy higher than a user-defined
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limit are identified as noisy and removed. For instance, while the noise charge is the same for
the top right and bottom left plots of figure 9.6, corresponding to irradiated pixel modules at
low temperature with two different bias voltages, the number of noisy pixels detected by the
noise scan is larger at the bias voltage of 1095V compared to 500 V.

The list of noisy pixels identified by a noise scan can vary by changing the bias voltage or
temperature, or even moving the module. Therefore, after any change of the module configu-
rations and environment, a new noise scan has to be performed starting from a fresh mask file
from previous scans with a tuned threshold distribution. However, for irradiated modules, an
iterative chain of noise scans is required when increasing the bias voltage of the sensor. Gen-
erally, the higher the bias voltage, the higher the number of noisy pixels and their charge and
occupancy. If a fresh noise scan is performed at a high bias voltage for an irradiated module,
the rate of triggers from the noisy pixels is so high that it fills the readout bandwidth, and
effectively no occupancy is detected and no noisy pixels will be identified. Therefore, the highly
noisy pixels have to be identified at lower bias voltages when their occupancy is still relatively
low and tolerable by the readout bandwidth. Then by increasing the bias voltage step by step,
the new noisy pixels can be masked.

Figure 9.7: Distribution of bunch crossing frame in the online monitor during the data taking
for fresh (left), and irradiated (right) RD53A pixel modules with a 3D sensor.

When testing the pixel modules with a beam, a signature of hits from the noisy pixels is
that they are not generated at the same bunch crossing as the real hits. During the data taking
in a beam test, a window of bunch crossings is allowed to make sure the trigger latency of
the hits is accommodated. While the real hits are triggered at the same relative latency and
create a peak in the trigger latency distribution, the noisy hits are triggered at random times
that are not correlated with the crossing of the bunches in the beam. Therefore, the level of
noise occupancy can be evaluated. Figure 9.7 shows the distribution of bunch crossing frame in
the online monitor during data taking in a beam test. For fresh modules (left), signals occupy
one or two bins of the distribution, as their relative time of arrival with respect to the bunch
crossing is similar. For irradiated modules (right), a flat background is added to the distribution
that corresponds to the randomly distributed time of arrival of noise-generated signals. A loose
noise masking procedure is performed on the irradiated module. The noisy pixels should be
masked to the level that the bandwidth is not filled in order to lower the efficiency but tolerated
otherwise to keep the randomly noisy pixels that could recover during the test. Further masking
of noisy pixels can be done offline during the analysis of beam test data and by studying the
pixel occupancy.
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9.2.6 Calibration of TOT vs. ∆VCAL

The time period in which the analog signal generated by the incoming charge into the ROC stays
above the comparator threshold is referred to as TOT (time over threshold). It is digitized and
used as a representation of the signal strength. For each pixel, the TOT is an increasing function
versus the collected charge. However, the dependence of the TOT to the collected charge is not
fully linear, and, more importantly, the dependence differs from pixel to pixel. Therefore, the
TOT values for each pixel need to be calibrated so that a fixed amount of deposited charge in
each pixel of the detector is read out to be equal. This would ensure that the characterization
measurements such as the evaluation of interpixel crosstalk explained in chapter 10 and the
operational measurements such as the cluster position are reliable.

To calibrate the TOT values with the corresponding collected charges for each pixel, one can
inject certain amounts of charge to the pixel and find the mapping of the TOT as a function of
charge. From each pixel in an analog scan with N charge injections, a number of hits are read
out, which can be different from N . For instance, if the injected charge is below the threshold,
the read-out hits are decreased, or if there is noise it can increase the number of readout hits,
especially for irradiated modules. To find the mapping of TOT as a function of charge, I have
developed an algorithm to clean the read-out TOT values from low-amplitude noise and get
an average TOT from the N injection of a specific injected charge. Although individual TOT
values for each injection are digitized, the average TOT is a real number.

Figure 9.8: Mapping of TOT as a function of ∆VCAL for a non-irradiated (left) and an
irradiated (right) pixel module. The y-axis shows the average TOT value for each pixel after
cleaning noisy TOTs, while the x-axis is the injected charge in units of ∆VCAL. The charge in
electrons is about 10 times the ∆VCAL value.

Figure 9.8 shows two sample mappings of TOT as a function of charge (∆VCAL) overlaid
for all pixels of the linear FE. The mapping is calculated using a threshold scan in the ∆VCAL

range of the x-axis, as the threshold scan is essentially a chain of analog scans in a range of
injected charge with specific steps. The left plot corresponds to a nonirradiated pixel module
and the right plot to a pixel module irradiated to 7.5×1015 neq/cm2. After the irradiation, some
pixels fail to return any TOT or return a lot of low-TOT noise, such that the average TOT is
lowered. This effect is mitigated after the noise cleaning but is still present, as seen in the right
plot. In both plots, the average TOT starts to be nonzero only after a certain injected charge
slightly higher than the operating threshold, an expected effect given the definition of TOT and

102



the fact that it is digitized. Note that since the time over threshold of the signal depends on
both the comparator threshold and the Krumenacher DAC setting, a new mapping is required
for each setting of these two DAC values or following the equalization of the threshold.

After obtaining the mapping of the average TOT as a function of charge (∆VCAL) for each
pixel, the mapping is reversed to obtain the most probable injected charge corresponding to each
integer TOT value for each pixel. The reversed mapping will be useful to convert the per-pixel
charge from the beam tests or real data taking, which is in units of TOT, to the corresponding
charge value in units of ∆VCAL or electrons for each individual pixel, leading to a more reliable
position measurement.

9.2.7 Source scans

The closest characterization procedure in the lab to that of a test with beams of charged particles
is done using radioactive sources and is called a source scan. The radioactive source is a 90Sr
isotope undergoing a beta decay that produces an electron with an energy of up to 2.2MeV. The
produced electrons deposit charge in the bulk of the silicon sensor, and the ionized electrons are
collected by the ROC, providing a more realistic test than the previous characterization steps
with charge injection directly into the ROC pixels.

An internal self-trigger procedure is utilized in the source scan. For any collected signal
above the comparator threshold, the RD53A chip sends a trigger, which is received by the
readout hardware and sent back again to the chip to record the event. As opposed to beam
tests in which the external trigger is sent from scintillators or other pixel modules, the internal
self-trigger is prone to relatively higher levels of noise. For irradiated modules, the threshold
has to be lowered step by step while iteratively removing noisy pixels, and a lower cut has to
be applied on the collected charge to reduce the noise, especially when the sensors are not fully
depleted.

Figure 9.9 shows the normalized distributions of collected charge for an RD53A pixel module
with a planar sensor, irradiated to the fluence of 8.6 × 1015 neq/cm2. The charge is shown in
units of ∆VCAL after pixel-to-pixel calibration of the collected TOT values, while the charge
in electrons is about 10 times the value in ∆VCAL. The readout chip threshold is tuned to an
average of 1073 electrons. The charge distributions are shown for various values of bias voltage
applied on the sensor that go as high as 1095 V, the highest bias voltage ever applied on a pixel
module with n-in-p sensors in high-energy physics applications. While the bias voltages at beam
tests are limited to 800 V, such lab measurements can shed light on charge multiplication effects
at higher bias voltages. At low bias voltages, the distributions contain lower statistics despite
the same exposure time to the source, which is due to the saturation of the bandwidth with
noisy pixels that have charges similar to the deposited ones.

Figure 9.10 shows the dependence of the collected charge as a function of the bias voltage.
Each distribution in figure 9.9 is fitted with a Landau function convoluted with a Gaussian. The
Landau function represents the charge deposition in the silicon bulk [130], while the Gaussian
represents the following detector and readout noise. The most probable value of the Landau
distribution is taken as the representative of the charge for each bias voltage, shown in figure 9.10.
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Figure 9.9: Distribution of charge in units of ∆VCAL obtained by a source scan for a pixel
module irradiated to the fluence of 8.6 × 1015 neq/cm2, tuned to a threshold of 1073 electrons,
and biased to various levels of bias voltage shown in the legend. The charge distribution cor-
responding to each bias voltage is averaged over all active pixels, using the TOT vs ∆VCAL
mapping of individual pixels.

Figure 9.10: The collected charge versus bias voltage obtained from the graphs in figure 9.9
for a pixel module irradiated to the fluence of 8.6 × 1015 neq/cm2 and tuned to a threshold of
1073 e.
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10 Crosstalk

10.1 Description of the crosstalk effect

The RD53A readout chip [126], developed by the RD53 collaboration as the prototype readout
chip (ROC) for the CMS and ATLAS pixel detectors, has a pitch size of 50 × 50µm2. As
mentioned in chapter 8, two geometries of 50 × 50µm2 and 25 × 100µm2 were studied for the
sensors during the R&D process. In the geometry with a 25 × 100µm2 cell size, the layout
of the aluminum pad, which overlays the neighboring implant, can cause interchannel charge
induction or crosstalk between the pixels paired by these pads, as seen in figure 10.1. The
crosstalk effect is more pronounced between these pairs, but a small amount of charge can
also be induced in other neighboring channels. Quantitatively, the crosstalk value between two
channels is defined as the amount of induced charge over the total charge. Crosstalk causes
two main complications. It increases the number of pixels with an over-threshold charge, which
leads to higher data-rates, and it increases the error on cluster position reconstruction, and
subsequently track reconstruction.

After implementation of the crosstalk effect in the CMS offline software (CMSSW), I studied
the effect of crosstalk on cluster size and hit position resolution, both of which will be discussed
in section 10.2. I have also pioneered the measurements of the crosstalk both in lab and beam
tests, which are discussed in section 10.3. Finally, my studies on the mitigation of crosstalk will
be discussed in section 10.4.

Figure 10.1: Aluminum pads (blue) are needed to establish an electrical contact and transfer
the charge from the pixel n+ implant (green) with a 25× 100µm2 pitch to the bump bond pad
(purple) with a 50 × 50µm2 pitch. The pad of one cell overlays the neighboring implant for
paired pixels, increasing the total input capacitance. In this figure, the first and second pixels
form a pair in terms of crosstalk, and the third and fourth pixels form another pair. The second
and third pixels are considered unpaired. The figure is adapted from reference [120].
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10.2 Simulation of crosstalk effect with CMSSW

The CMSSW software contains a complete simulation of the CMS detector material, as well as
the electronic response. In this regard, the crosstalk effect as one of the parameters affecting
the detector performance is implemented in CMSSW to study its effect on data rates and the
performance of the tracking algorithm.

As one of the validation steps in the implementation, figure 10.2 depicts the effect of various
crosstalk values on the cluster width in layer one of the pixel detector for perpendicular tracks.
Here, the crosstalk value between coupled pixels for which crosstalk is expected is set to 0%,
10%, and 20%, while it is set to zero for uncoupled pixels. A white hollow box shows the position
of one pixel.

As validated by the output of the CMSSW simulation, for the no-crosstalk scenario, when
impinging in the center of a pixel, the charge is largely contained in that pixel, and hence
the cluster width is close to one. When the track passes close to one of the borders of the
pixel, part of the track may pass through the neighboring pixel and the created charge in the
neighboring pixels is more probable to be over the readout threshold. Therefore, the width of
the cluster increases to around two. After the introduction of crosstalk between a pixel and
one of its neighbors, when the track passes close to their borders, the number of pixels with
over-threshold charges is still two. However, when the track passes close to the border with
an uncoupled pixel, the two pixels close to the track position still have over-threshold charges,
while part of the charge from the main pixel is also induced into its paired neighbor far from
the track position. Therefore, the cluster width gets close to three. The vertical symmetry in
these plots is a result of measuring the cluster width along the x-axis and not the total number
of pixels in a cluster (cluster size).

The increase in the number of over-threshold pixels translates to a higher number of channels
being read out per each bunch crossing, and hence increases the data rate. Implementing the
crosstalk effect in the full detector simulation facilitates a more realistic evaluation of data rates
in various parts of the detector for each design.

In addition to the effect on data rates, crosstalk can also affect the precision in cluster position
and track reconstruction. After implementing crosstalk in the CMSSW software, these effects
could also be evaluated under various conditions to determine the affordable margins of crosstalk
in the sensor and readout design.

The cluster position reconstruction error can be measured in the CMSSW software by com-
paring the reconstructed hit position (recHit) and the true position of the simulated impinging
particle (simHit). Figure 10.3 shows the distribution of this difference in the local X direction of
the 25× 100µm2 pixels, along the 25µm side where the crosstalk is expected to have an effect,
for three scenarios of no crosstalk, 10% crosstalk, and 20% crosstalk. The particles are impinged
perpendicularly into the pixels. The standard deviation of the fitted Gaussian function is called
position resolution and worsens as the crosstalk value increases, as expected. Figure 10.4, shows
similar distributions in the local coordinate Y along the 100µm side of the 25× 100µm2 pixels
for the 0% and 20% crosstalk values. The flat part of the distribution represents tracks passing
through the center of the pixel, which are detected by only one pixel in the Y direction and
hence lead to a binary flat position resolution error.
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Figure 10.2: Cluster width as a function of track position for crosstalk ("xtalk") values of 0%,
10%, and 20%, repectively from left to right. A white box shows the position of a pixel. After
the introduction of crosstalk, an increase in cluster width is seen when the track passes close to
the border of a pixel with its uncoupled neighbor. The rightmost plot shows the ratio of the
20% map to the 0%.

10.3 Measuring crosstalk

10.3.1 Lab measurements

As mentioned in chapter 9, the RD53A readout chip has an internal charge injection circuit by
which the S-curves can be obtained and the threshold values can be measured. For example,
take two pixels that are paired by a certain value of crosstalk, called pixels A and B. Starting
from small values of charge and by injecting more and more charge into pixel A and reading out
both pixels, at some injected charge around the threshold of pixel A, the occupancy goes from
0% to 100%, as seen in figure 10.5 (top left) and in chapter 9. Now if we continue to increase
the injected charge, bearing in mind that some of the injected charge in A would end up in B
due to crosstalk, at some point the induced charge in B is higher than its threshold value and
the occupancy goes from 100% to 200%.

Figure 10.5 shows this behavior for an RD53A pixel module with 25× 100µm2 pitch sensors.
On the left, the single S-curve and its corresponding threshold distribution is obtained by inject-
ing a charge in the range of 0 to 300 ∆VCAL (3300 electrons). On the right plots, charges up
to 22500 electrons are injected, resulting in two overlaying S-curves, one for the main injected
pixel, which is just a zoomed-out version of the left plot, and one for the paired neighboring
pixel. The two S-curves are plotted separately on the same figure, and the overall occupancy at
charges above 10 ke goes to 200%. Such a behavior is only observed when reading out the paired
neighbor of the injected pixel and can only exist in the presence of crosstalk. The lower the
value of crosstalk, the higher the required injected charge to observe the second S-curve. Both
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Figure 10.3: Residual distribution of the reconstructed cluster position along the short side of
the 25× 100µm2 pixels compared to the real impinged position for crosstalk values of 0% (left),
10% (middle), and 20% (right). Distributions are obtained using a particle gun simulated in the
CMSSW software, impinging a muon on the first layer of the pixel detector at |η| < 0.01.

Figure 10.4: Residual distribution of the reconstructed cluster position along the long side
of the 25 × 100µm2 pixels compared to the real impinged position for crosstalk values of 0%
(left) and 20% (right). Distributions are obtained using a particle gun simulated in the CMSSW
software, impinging a muon on the first layer of the pixel detector at |η| < 0.01.

the threshold and the crosstalk can vary from pixel to pixel and pair to pair, which explains the
width of these threshold distributions especially for the second S-curves.

For each pair of pixels, a first (thr1) and a second (thr2) 50% threshold are measured corre-
sponding to the charges in which the occupancy of the main pixel and its neighboring pixel are
at 50%, respectively. With these two measurements per each pair of pixels, one can measure the
crosstalk value between them. Assuming that crosstalk between two paired pixels is x, a value
between 0 and 1 showing the ratio of induced charge to total, by injecting c amount of charge
in pixel A as the main pixel, x× c is induced in the neighboring pixel B and (1− x)× c remains
in A. When c1 = thr1, the remaining charge is enough to be detected by pixel A and when
c2 = thr2, the induced charge is enough to be detected by pixel B. Assuming that the amount
of charge to fire a pixel is roughly similar, which is achieved after equalizing the thresholds for
a module, one infers that:

(1− x)× c1 = x× c2 =⇒ thr1× (1− x) = thr2× x =⇒ x =
thr1

thr1 + thr2
(10.1)
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Figure 10.5: S-curves (top) and the corresponding 50% threshold values (bottom) for an RD53A
pixel module with a 25× 100µm2 pitch sensor. The S-curves corresponding to the main pixels
into which the charge is injected and neighboring pixels into which the charge is induced due to
crosstalk are overlaid, with a total occupancy of 200% for sufficiently high injected charge. The
plots on the left are the zoomed-in versions to clearly see the first peak corresponding to the
main pixels.

By defining

r =
thr2

thr1
, (10.2)

we calculate the crosstalk as:

x =
1

1 + r
(10.3)

Therefore, we can measure the value of crosstalk between each individual pair of pixels using
the two corresponding thresholds measured for that pair. The crosstalk value can be reported
in the range of [0, 1] or equivalently in [0%, 100%].

Figure 10.6 shows the distribution of the crosstalk value in percentage for all paired pixels of
the linear FE of an HPK RD53A module with 25×100µm2 pitch sensor. The left plot shows the
distribution before irradiation, and the right plot shows the distribution for the same module
after irradiation to a fluence of 8.6×1015 neq/cm2. Irradiation is expected to lower the crosstalk
effect to some extent, as the ionized charges in the pixels are trapped and the pixel charges are
too low, in general, to have a secondary induction effect. Also, the capacitance between pixel
pairs is reduced after irradiation.

Figure 10.7 shows the 2D map of crosstalk for each pixel and its pair as a function of its
row and column, for the same module before and after irradiation. A dependency on the
column number of the linear FE is observed in all the tested modules, which was not expected
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Figure 10.6: Distribution of the crosstalk percentage for individual pairs of a fresh (left) and
irradiated (right) RD53A pixel module with a 25× 100µm2 pitch sensor.

Figure 10.7: 2D map of the crosstalk percentage in the linear FE of a fresh (left) and an
irradiated (right) RD53A pixel module with a 25 × 100µm2 pitch sensor. The dependency of
crosstalk on the column number is observed in all tested RD53A pixel modules.

from the initial design, but can be explained by a dependency of the crosstalk on readout
chip configurations like the preamplifier (PA) bias. This will be discussed in more detail in
section 10.4.2.

10.3.2 Beam measurements

The crosstalk effect can be observed and measured using a beam of particles that impinge on the
sensor. Although the conditions might not be as controlled as in the lab, and the measurements
are not as precise, validating the effect of crosstalk and a rough quantitative estimation of its
value in a more real-life condition is fruitful.

After impinging a beam of particles into the sensor, the charge in each pixel of the sensor can
be measured after converting the measured TOT into ∆VCAL for each pixel, using the maps
obtained by the TOT calibration explained in chapter 9. In particular, one can take clusters with
exactly two neighboring pixels and calculate the ratio of the lower charge to the total charge of
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the cluster, that is, the sum of the two pixels. Assuming that there is no crosstalk between the
two neighboring pixels, by plotting the distribution of such a ratio for all clusters, a rather flat
distribution is expected. The effect of having a pixel threshold and digitization of the TOT will
modify the ratio distribution, so that it goes from a flat to a monotonically rising distribution.

Figure 10.8: Distribution of the ratio between the lower charge over total charge, for clusters
with two unpaired pixels (left) and two paired pixels (right). Clusters are formed after a beam
of minimum ionizing charged particles passes through an irradiated RD53A pixel module with
a 25× 100µm2 pitch sensor.

Figure 10.8 (left) shows such a distribution of the ratio, for clusters of two unpaired pixels
for an HPK RD53A module with a 25 × 100µm2 pitch sensor irradiated to a fluence of 5.0 ×
1015 neq/cm2. The rising behavior is due to the effect of threshold. Low values of the ratio
correspond to clusters with two pixels and an unbalanced distribution of charge, which is less
probable, as in such cases the pixel with the lower charge has a charge lower than its threshold.

Figure 10.8 (right) shows the same distribution for the same module and clusters with two
neighboring pixels, but by choosing paired pixels for which the crosstalk effect is expected. If
no crosstalk was present, these two distributions would be expected to be similar apart from
statistical fluctuations, as is observed for other modules with no crosstalk. If the impinged
particle passes through the central parts of a pixel and therefore should result in a cluster with
one pixel, in the presence of x% crosstalk, x% of its charge would go to the neighboring paired
pixel and, hence, the ratio of the lower charge to total charge should be around x%. Therefore,
for clusters with paired pixels, one expects a peak around the crosstalk value on top of the main
distribution.

This peak is better observed and measured if one subtracts the unpaired distributions from
the paired ones, as depicted in figure 10.9, from which a crosstalk value of around 11% can be
estimated.

One of the main errors in such a measurement comes from applying a threshold and the fact
that there are usually below-threshold ionization charges in the neighboring paired pixels already
before the crosstalk charge induction, which means that the peak seen in the ratio distribution
is slightly overestimating the crosstalk value. The other factor is the effect of digitization. In
measurements with a beam, charges are readout in limited units of TOT values, and hence the
ratio is not as precise as in lab measurements that have a much better handle over the injected
charges. As mentioned in chapter 9, the TOT values should be calibrated for each individual
pixel to obtain a consistent charge value. Therefore, the ratio distributions shown above are
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Figure 10.9: Subtraction of the unpaired distribution in figure 10.8 from the paired one to
obtain a clear peak representing the crosstalk percentage.

all taken after converting the TOT to ∆VCAL for individual pixels. Overall, the qualitative
observation and quantitative measurement of crosstalk using a beam of particles is a crucial
validation step to confirm that the effects measured in the lab are also observed in more realistic
conditions with ionized electrons collected from the sensor.

10.4 Mitigating crosstalk

10.4.1 Online Mitigation

The effect of crosstalk on the measurement of the cluster position and, therefore, the tracking
reconstruction can be mitigated by the reconstruction algorithm itself in some cases. This
mitigation algorithm was implemented in the CMSSW software and assumed a constant and
linear crosstalk effect with only one of the neighbors. Given an arbitrary cluster of pixels, for
each pixel and its corresponding pair with actual deposited charges of d1 and d2, and a value of
x for their crosstalk, the measured charges m1 and m2 will be:(

m1

m2

)
=

(
1− x x

x 1− x

)(
d1

d2

)
, (10.4)

Therefore, the effect of crosstalk can be modeled by an application of a crosstalk matrix

X =

(
1− x x

x 1− x

)
, (10.5)

The mitigation algorithm reverses the crosstalk matrix to obtain a correction matrix of C =

X−1 and applies it to the measured charges for the paired pixels. In practice, this has to be
applied only for the marginal pixels of a cluster, as the position reconstruction of the CMSSW
software only utilizes the marginal pixels to obtain the charge-weighted position of the pixels.
Moreover, if the pair of a marginal pixel is not inside the cluster and its corrected charge is
calculated to be over the threshold, the paired pixel is added to the cluster, and a new central
position is defined for the cluster.
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Figure 10.10: Position resolution along the short side of the 25 × 100µm2 pitch pixels for
perpendicular tracks. Resolution worsens when going from 0% (green) to 10% crosstalk (red),
and partially recovers after applying the offline crosstalk mitigation algorithm (blue).

The presence of a threshold and digitization of the pixel charges can worsen not only the per-
formance of the main position reconstruction algorithm itself but also the correction algorithm.
This is more prominent when the charges are just below the threshold with a measured charge
of zero. However, in some configurations of the threshold value and digitization granularity, the
correction algorithm can be fruitful. Figure 10.10 shows a distribution of position resolution
for perpendicular tracks. The resolution gets worse after applying a 10% crosstalk compared
to the 0% crosstalk scenario, while it can be reasonably improved after applying the correction
algorithm.

10.4.2 Mitigation by readout chip configurations

After implementing the algorithms for lab measurements of crosstalk for individual pixels and
investigating their distributions, it was understood that some DAC parameters of the readout
chip can affect the value of crosstalk. In particular, an increase in the preamplifier (PA) bias
voltage of the RD53A chip results in a lower average crosstalk as depicted in figure 10.11. By
increasing the PA bias voltage from its default value of 350 at the time, to 500, the distribution
of the crosstalk value shifted towards lower percentages.

As shown in figure 10.12, an interesting feature of this observation was the shift in 2D patterns
of the crosstalk by increasing the PA bias voltage. Such shifts in the 2D crosstalk patterns were
not observed for the same module after irradiation, as shown in figure 10.13.

After performing these measurements on more than 10 RD53A modules with 25 × 100µm2

pitch sensors, it was inferred that the increase of the PA bias reduced the mean crosstalk value
in all cases, while no significant result could be inferred about the shifts in the 2D patterns
apart from the fact that if such patterns exist as a function of columns as they often did for
fresh modules, the increase of the PA bias shifts the patterns along the columns, which could
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Figure 10.11: Distribution of crosstalk percentage between the paired pixels in the linear FE of
a fresh RD53A module with a 25×100µm2 pitch sensor. Distributions are shown for preamplifier
(PA) bias values of 350 (top left), 410 (top right), 450 (bottom left), and 500 (bottom right).

result in a more or less homogenized 2D map. Although increasing the PA bias results in lower
crosstalk values, since it also increases the power consumption of the readout chip, a compromise
was required, leading to a new default value of 410.

10.4.3 Mitigation by sensor layout design

One of the most effective ways of reducing crosstalk is to tackle it from its source, which is
the overlay of the aluminum under bump pad of one cell on the neighboring implant, as shown
in figure 10.1. In the “bitten” pixel design as shown in figure 10.14 compared to the standard
design, the implant of the neighboring pixel is cut out to remove such an overlay.

The bitten design significantly reduces the crosstalk effect and was thoroughly tested to
ensure that cutting out the implant does not affect the overall efficiency of the sensor. This
design has now been chosen as the default CMS design for the Phase2 pixel detector.
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Figure 10.12: 2D map of the crosstalk percentage between the paired pixels as a function of
row and column in the linear FE of a fresh RD53A module with a 25 × 100µm2 pitch sensor.
Maps are shown for preamplifier (PA) bias values of 350 (top left), 410 (top right), 450 (bottom
left), and 500 (bottom right).
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Figure 10.13: 2D map of crosstalk percentage between the paired pixels as a function of row
and column in the linear FE of an irradiated RD53A module with a 25× 100µm2 pitch sensor.
Maps are shown for preamplifier (PA) bias values of 350 (top left), 410 (top right), 450 (bottom
left), and 500 (bottom right).

Figure 10.14: Layout of the 25×100µm2 pitch sensor for the standard (left) and bitten (right)
design. A part of the pixel implant is cut out in the bitten design to remove the overlay with
the under-bump metalization of the neighboring pixel and decrease the capacitance between the
pixels.
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11 TEPX

The TEPX section of the CMS Phase2 pixel detector extends the pseudorapidity coverage of the
system from |η| < 4 to |η| < 4. Among many benefits for the physics analyses during HL-LHC,
the extension of the coverage and the resulting decrease in the track reconstruction pT thresholds,
due to the acceptance of the more forward tracking disks, can improve the measurement of the
anomalous magnetic moment of the tau lepton, as discussed in chapter 7. Furthermore, the
real-time luminosity measurement of the TEPX subdetector mentioned in chapter 8 will reduce
the systematic uncertainty of the luminosity that affects the majority of physics analyses. In
this chapter, my contribution to the research and development (R&D) studies of the TEPX
subdetector will be summarized.

11.1 R&D studies of the TEPX at UZH

R&D studies of the TEPX section of the CMS Phase2 pixel detector described in chapter 8 are
performed by the UZH and PSI groups and the final TEPX detector will be constructed at UZH.
The results presented in this chapter are from the first prototypes of the TEPX quad modules.
These modules, consisting of 4 RD53A readout chips connected to a high-density interconnect
(HDI) to read out the data and provide the power, are tested both separately while mounted
on a single quad PCB, and while mounted on the first TEPX half-disk PCB.

A serial powering system will be employed in the Phase2 pixel detector. Serial powering
implementation and testing is necessarily more thorough for TEPX than the other pixel sections
due to the long chains of up to 11 2× 2 (quad) modules, each consisting of 4 readout chips. A
failure of one full quad module could result in an open circuit and failure of the entire chain,
which should be strictly prevented. However, the loss of one chip in the module is tolerable and
the chain should remain functional. In addition to power considerations, due to the relatively
lower occupancy compared to the barrel section, the data lanes in TEPX also pass through long
chains of quad modules which could potentially result in higher noise, signal deficiency, and bit
errors. Therefore, they must be thoroughly studied during the R&D steps.

11.2 The half-disk PCB

Figure 11.1 shows the prototype PCB with one side of the TEPX half-disk consisting of rings 1,
3, and 5, with 5, 9, and 12 quad modules, respectively. The complementary side of the half-disk
with rings 2 and 4 will be attached on the back. As only a few quad modules were available
at the time, the rest of the half disk is filled with dummy modules, mimicking the electrical
characteristics of the quad modules, to close the circuits. The tests are performed on ring 1 of
the half disk with positions 11, 12, 13, 14, and 15 from right to left in figure 11.1. The power for
ring one is supplied from the left side and the data lanes start from the RD53A chips, are routed
through the HDI via a connector to the half-disk PCB, then through the PCB to a connector on
the right side, through a flex on the right side, are then split by an adapter board shown in the
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Figure 11.1: TEPX half disk in a climate chamber

right picture of figure 11.1 into 5 display ports corresponding to the 5 quads, and then connected
to the readout data acquisition system shown through a fixed mobile convergence (FMC) adapter
board connected to a field-programmable gate array (FPGA) shown in figure 11.2.

Figure 11.2: The DAQ setup used for the test of single quad modules and the TEPX half-disk.
Shown are the FC7 FPGA and the dedicated FMC adapter board.

The full disk is placed in a climate chamber for cooling. Copper blocks as in figure 11.3 are
used to improve the contact of the quad module with the bottom of the climate chamber. The
temperature of the readout chips can be measured from a resistor on the HDI. This quantity
needs to be calibrated once by turning off the module and measuring the resistance for various
temperatures of the climate chamber. Once calibrated, the temperature of the chip can be
monitored. This temperature is higher than the ambient temperature of the climate chamber
when the chip is powered, and the difference reflects the cooling power and thermal connectivity
of the cooling system.
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Figure 11.3: Cooling quads by a copper block in a climate chamber

11.3 Powering test of single quad modules

The Shunt-LDO regulator of the RD53A chip regulates the input current of 2.2A to the required
input voltage of 1.2V for the analog and digital sections, denoted by VDDA and VDDD respec-
tively. The first test that should be performed on a quad module is an IV scan to study the
current regulators while disentangling the effects of the module from those of the disk. To do
so, the quad module is mounted on a single quad adapter board, shown in figure 11.4 connected
to a water-cooled copper block, as shown in figure 11.5.

Figure 11.4: The adapter board for testing a single quad module with four RD53A (left) or
CROC (right) pixel modules.

An increasing level of current is supplied to the quad module by a current source, and the
regulated analog and digital input voltage for each individual chip coming from the output of
its Shunt-LDO is measured from the HDI. Figure 11.6 shows the result of this IV scan for the
analog and digital input voltages of each RD53A chip, as well as the corresponding voltage
of the current source. The jump seen around 2.9 A corresponds to the turn-on point of the
Shunt-LDO. As seen in this graph, to achieve the required 1.2 V for input voltages and establish
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Figure 11.5: Water-cooling setup for the tests with single quad modules

communication with the chips, the input current must be above 4 A.

Figure 11.6: IV scans for a single quad RD53A module. Digital and analog voltages of each
chip coming from the output of the Shunt-LDO, as well as the voltage of the current source are
shown.

11.4 Powering test of quad modules inside the half-disk

Next, these IV scans are taken from the quad module at various positions of the half-disk as
shown in figure 11.7. As the quads and their different turn-on points could potentially affect the
IV scan, in the first step one quad is mounted in one of the ring-1 positions and the rest of the
ring is filled with dummy modules, as shown in the left plot, and then one or a few other quad
modules are mounted in the chain, as shown in the right plot.

After a thorough systematic study of the IV curve in various positions and scenarios, it was
observed that the half-disk PCB has no deficiency in distributing the power. Furthermore, in
some scenarios such as the one shown in the right graph of figure 11.7, one of the chips from
quad 3 in the chain was not responsive in terms of both power and data readout and the input
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Figure 11.7: The IV curve of quad modules in different positions of ring-1 of the half-disk
PCB. The left plot corresponds to a scenario with only one quad module in the chain and the
rest of the chain filled with dummy modules to close the chain. The right plot corresponds to a
scenario with three quad modules mounted in ring 1.

current to the quad was shared between only three chips, but no significant effect on the power
or data quality of the functioning chips was observed either in the other chips of the damaged
quad module or the other quad modules in the chain, demonstrating the reliability of the serial
powering system.

11.5 Study of digital signals of the half-disk readout chain with an
oscilloscope

Following the studies of power distribution, the data transmission through the data lanes of the
half-disk PCB is tested. The clock and data signals transferred between the data acquisition
firmware and the chips pass through the connecting cables, connectors, adapter board, PCB, and
HDI. Any of these elements can potentially reduce signal quality. The signals at each point of
connection through this data chain are probed by an oscilloscope. These measurements proved
to be quite helpful for debugging data collection in the first prototype and spotting defective or
broken elements.

Figure 11.8: Clock signal measured at the connector of the FPGA (left) and the connector of
the quad module to the TEPX half-disk (right).

Figure 11.8 shows the clock signal sent by the readout FPGA at two ends of the readout
chain, namely, at the FPGA connector and on the quad connector. The presence of a relatively
good quality clock signal on both ends shows that the clock lanes in between are well connected.
Figure 11.9 shows a similar measurement, but this time from the data lanes. The presence of
these signals on both ends not only shows the undamaged connection between the elements of
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the data chain, but also shows an established connection to the data acquisition system. This
only happens after a sufficient input voltage is supplied by the Shunt-LDO of the chip.

Figure 11.9: Data signal measured at the connector of the FPGA (left) and the connector of
the quad module to the TEPX half-disk (right).

Although the presence of data streams on both ends of the readout chain is already a very good
signature of data transmission quality, the quality of these signals can be lowered throughout the
chain. An ideal digital data stream would look like a series of step functions. However, because
of the dispersion of the signals, the real signals look like a series of error functions. By overlaying
these signals on top of each other and sampling them with an oscilloscope, an eye-diagram is
formed as shown in figure 11.10. In the center, the midpoint of the signal is shown where the
rising and falling signals are triggered, forming the two crossing lines. While ideally these two
lines should be vertical, their slope, or qualitatively the opening area of the two eye shapes in
the diagram, shows the level of signal dispersion. The dispersion level seen here at the connector
of the quad is acceptable and hints at an acceptable data transmission quality. High levels of
signal dispersion can increase the chance of missing some bits of the data. Therefore, bit error
rates will also be measured for various positions of modules within the disk.

Figure 11.10: The eye diagram for a quad module in position 1-1 in a TEPX half-disk.

11.6 Characterization of quad modules

The study of digital signals with an oscilloscope is a great tool to diagnose data transmission
problems and detect mismatched data lanes or broken components of the data chain. How-
ever, such tests cannot be performed systematically and automated. After debugging the data
transmission setup, the RD53A chips of the quad have to go through the characterization steps
described in chapter 9 to make sure the readout chips are operational and tunable, and the
readout quality is the same when the quad module is mounted on the half-disk PCB and on the
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single quad adapter board, as the readout from the single quad adapter board is less prone to
dispersion, noise, missing bits, and power distribution issues.

Figure 11.11: Threshold distribution of a quad module mounted on a single adapter board
(left) and in ring 1 of the TEPX half disk (right). The module has been re-tuned before testing
in each position.

Figure 11.12: Noise distribution of a quad module mounted on a single adapter board (left)
and in ring 1 of the TEPX half disk (right). The module has been re-tuned before testing in
each position.

Figure 11.11 shows the threshold distribution of one of the RD53A chips of a quad module
mounted on the single quad adapter board and on the half-disk PCB. The threshold equalization
is performed separately for each case to mitigate the potential effects of transport of the quad
module, change of temperature and cooling, and input power. The threshold distributions show
similar mean and variance, hinting at a negligible deficiency from the half-disk PCB readout
and serial powering. Figure 11.12 shows the noise charge distributions taken from the S-curves
as described in chapter 9. Again, the similarity of the distributions proves that no noticeable
extra noise has been introduced from the half-disk PCB or the adapters.

11.7 Current status of the TEPX

As mentioned in the previous chapters, my involvement in the TEPX was mainly in the early
R&D studies, which took place from late 2019 to 2021. Currently, the prototyping phase of
TEPX has evolved by implementing quad modules assembled with the first version of the CROC
chip. This is the next version of the RD53 ASIC family, where the linear FE chosen by CMS
is deployed in the entire area of the chip. The performance of the new quad modules has been
tested in stand-alone mode, in terms of tunability, noise, and data merging. Moreover, the
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modules have been read out in serial power mode in the disk PCB, to validate the operability
of the power chain, both regarding the possible effect on noise and the data transmission. Low
noise values and low data corruption levels have been found. Currently, the optical stage of the
read-out is being characterized, to complete the read-out chain validation. The start of module
production with the final version of the chip is foreseen for Summer 2024.
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12 Summary

In this dissertation, my studies on the measurement of the anomalous magnetic moment of the
tau lepton were reviewed. The first measurement at the LHC used the 2015 dataset of Pb-Pb
collisions at a center-of-mass energy of 5.02TeV per nucleon, recorded by the CMS experiment.
This measurement was published [100] in Physical Review Letters and selected as the editor’s
choice. I have also presented these results at Moriond 2022 and Quark Matter 2022 confer-
ences and published [131] them as a proceeding. An ongoing measurement aims to improve
the precision of this measurement, possibly better than the current best measurement by the
DELPHI Collaboration, by using the larger dataset collected in 2018, studying additional decay
channels of tau leptons, reducing the systematic uncertainties, and improving the analysis meth-
ods. Specifically, I have developed several aspects of the new analysis, including a new decay
channel of µ+1prong and its relatively difficult background estimate, a method for identifying
and mitigating the troublesome γ + γ → µ+ + µ− + γ background, a method for identifying π0s
from tau lepton decay down to never-before reached pT thresholds, and a method for unfolding
the reconstructed data to the truth-level information. I also present my studies indicating the
future prospects of this measurement with Run3 data and with the HL-LHC, taking advantage
of new upgraded features of the Phase2 CMS experiment in order to improve signal acceptance,
efficiency, and therefore statistical uncertainty, along with plans for improving systematic uncer-
tainties to similar levels as the statistical uncertainty. Finally, my contribution to the upgrade
studies of the CMS tracking system was presented. Part of this work was published as con-
ference proceedings [132, 133]. The upgraded CMS detector is able to handle the challenging
conditions of the high-luminosity LHC era and collect enough data to measure the anomalous
magnetic moment of the tau lepton with an estimated central value and precision of aτ that
could be as good as aτ = (12±9)×10−4. Assuming no BSM effects, this level of precision would
allow a confirmation of the dominant correction to aτ from the one-loop QED effect, which is
α
2π ≈ 11.6× 10−4.
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