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Abstract. Managing energy resources in scientific computing implies
awareness of a wide range of software engineering techniques that, when
applied, can minimize the energy footprint of experiments. In the case
of evolutionary computation, we are talking about a specific workload
that includes the generation of chromosomes and operations that change
parts of them or access and operate on them to obtain a fitness value. In
a low-level language such as Zig, we will show how different choices will
affect the energy consumption of an experiment.
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One of the concerns in modern evolutionary computing is reducing the amount
of energy spent in experiments, trying to make nature-inspired computing more
nature-friendly [6]. This involves developing a methodology to measure energy
spent, as well as identifying the EC operations that consume the most energy. In
[4] we settled on a language and OS-independent set of tools, but also followed
[1] in choosing the set of operations under measure: mutation, crossover and a
simple fitness evaluation, ONEMAX.

In [4] the main factor under study was the different interpreters used in a
high-level language, JavaScript. In the case of low-level languages like zig, a lan-
guage that emphasizes safety and maintainability [2], there is a single compiler,
but there are several choices to be made, even if the defaults should provide
enough performance and energy efficiency. Yet, in general, developers, and even
more so scientific ones, are generally unaware of the energy impact of their
algorithm implementations [5], not to mention techniques available for their re-
duction [3].

In this paper we will work on a generic evolutionary algorithm workload and
see what the impact of different choices will have on its energy consumption.
With this, we will try to find some best practices that will help practitioners
implement evolutionary algorithms in zig or other low-level languages.

The experiment setup will match the one used in [4], using the same tools
for energy profiling (pinpoint) as well as Perl scripts to run the experiments
and process the results. All experiments for this paper have been carried out in
a Linux machine 5.15.0-94-generic #104 20.04.1-Ubuntu SMP using AMD
Ryzen 9 3950X 16-Core Processor. These are the versions used for every tool
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and language, with zig version 0.11.0, released by August 3, 2023, which is the
last stable one at the time of writing this paper. The Perl scripts generate CSV
files that are then processed and plotted using R embedded in the source code
of this paper. All code, data and source for this paper are available at https:
//github.com/JJ/energy-ga-icsoft2023 under a free license.

There are several units whose consumption can be measured using pinpoint
via the RAPL interface; since the use of GPU is negligible in these examples,
only memory and CPUs will be measured. Together, they are called the package
(alongside with caches and memory controllers); this is usually represented by
the acronym PKG.

We will be examining choices in three different areas

— By default, zig adds debug information to the resulting binary, without per-
forming any kind of optimization. We will test the impact of using the Re-
leaseFast option when building binaries.

— The first version used strings for representing chromosomes. We will test
arrays of Boolean values instead, which is a primitive type too.

— Unlike other languages, zig provides different memory allocators, which can
be chosen by the developer. By default, a page allocator is used, but there
is the possibility of using a fixed buffer size allocator.

We will first generate 40000 chromosomes of size 512, 1024 and 2048, and
measure the energy consumption and running time of this operation; every com-
bination is run 15 times. Not all combinations of the three techniques above
could be tested, we show the results in Figure |1} along with the baseline that
was compiled using default settings, character strings and page allocator. The
other choices tested are: Built with ReleaseFast option (tagged "ReleaseFast"),
built in the same way and using a Fixed Buffer Allocator ("ReleaseFastFBA"),
built with default options, using Boolean arrays as well as the Fixed Buffer
Allocator ("Boolean")ﬂ

This Figure [1| shows the dramatic change in energy consumption (as well as
performance) that can be obtained just by changing compiling and programming
options. Using a fixed buffer alongside the ReleaseFast option implies a 95%
reduction in the energy consumecﬂ Even with the default compilation options,
applying changes in the allocator and the data structure used reduces by 50%
energy used. The impact on running time, although not the focus of this paper,
is also significant.

We will now run an experiment that, after generating the 40K chromosomes,
will perform crossover + mutation + onemax operations on chromosomes of
size 512, 1024 and 2048 ﬂ In this case, the combination of fixed buffer allo-
cator plus ReleaseFast has been skipped, since beyond the initial generation of

! This combination proved difficult in practice, crashing the program for size 2048; it
did not work with the ReleaseFast option either

2 We should take into account that generating chromosomes uses allocation heavily,
so this is the kind of operation that would be the most impacted

3 As indicated above, we could not make the Boolean bitstring along with fixed buffer
allocation work for the biggest size
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Fig. 1. Average running time and PKG energy consumption generating 40K chromo-
somes for the different techniques used (represented with different colors); dot shape

represents the chromosome size.

chromosomes, there is barely any allocation happening; in fact, just two tem-
porary bitstrings during the crossover operation. Comparisons for the other two

combinations plus baseline are shown in Figure [2]
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Fig.2. Boxplot of PKG energy consumption processing 40K chromosomes via
crossover, mutation and ONEMAX for different combinations of optimization tech-

niques in Zig

This case is remarkably different to the one shown in Figure [I] For starters,
the energy consumption is very low, one order of magnitude lower; regular genetic
operations do not spend a lot of energy indeed, with most consumption focused
on fitness functions. Even so, the fast compilation uses half the energy of the
other combinations. Remarkably, using a different data structure does not always
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imply a better energy profile; it does so only for the smaller size, 512 bits (which
is anyway closer to usual chromosome sizes).

In this paper we have used different techniques that potentially could re-
duce the amount of energy spent by a genetic algorithm implemented using the
low-level language zig: testing different data structures, allocation policies and
compilation options. The most dramatic reduction is achieved with the fast com-
pilation policy, but additional improvements can be obtained by using adequate
data structures and allocation policies. By using best practices in this area,
zig implementations can indeed be considered the greemer ones among other
high-level or Java Virtual Machine based languages. It remains as future work,
however, how applying similar techniques when available will impact the energy
consumption of other languages.
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