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Abstract: Technological development in terms of the power requirement for data acquisition and
processing opens new perspectives in the field of environmental monitoring. Near real-time data
flow about the sea condition and a possible direct interface with applications and services devoted to
marine weather networks would have a significant impact on several aspects, such as, for example,
safety and efficiency. In this scenario, the needs of buoy networks have been analyzed, and the
estimation of directional wave spectra from buoys’ data has been deeply investigated. Two methods
have been implemented, namely the truncated Fourier series and the weighted truncated Fourier
series, and they have been tested by both simulated and real experimental data, representative of
typical Mediterranean Sea conditions. From simulation, the second method proved to be more
efficient. From the application to real case studies, it emerged that it works effectively in real condi-
tions, as confirmed by parallel meteorological observations. The estimation of the main propagation
direction was possible with a small uncertainty of a few degrees, yet the method exhibits a limited
directional resolution, which suggests the need for undertaking further studies, briefly addressed in
the conclusions.

Keywords: sea waves; wave buoys; directional spectrum; directional spreading function

1. Introduction: Post-Processing Needs for a National Wave Buoy Network
1.1. Historical

Today, the study of the sea wave energy spectrum from in situ data is still a major
challenge. Despite the modeling approach being increasingly consolidated and effective,
this challenge also applies to the determination of extreme events, both in regional and local
areas [1–3]. For this reason, among recent decades, the most industrialized countries have
equipped themselves with offshore monitoring networks, consisting of directional wave
buoys capable of acquiring the spectral parameters of wave motion. These instruments
measure the spectral features of sea waves at a given point. The upgrade to an extended
buoy network allows for the monitoring of the sea state along entire stretches of coast.

The Italian national wave buoy network, Rete Ondametrica Nazionale (RON), man-
aged by the Italian Institute for Environmental Protection and Research, Istituto Superiore
per la Protezione e la Ricerca Ambientale (ISPRA), has reached more than thirty years
of activity, despite some significant interruptions. It is one of the oldest networks in the
world devoted to the monitoring of the physical state of the sea and is based on directional
wave buoys. In fact, the RON was first set up in the late 1980s (1 July 1989), with eight
wave buoys featuring heave-pitch-roll directional wave sensors to measure wave direc-
tional spectra [4]. Wave energy was also measured and normalized in engineering units as
translation measurements with respect to the three axes, including compass correction. In
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normal operation, the attribution time was based on a synoptic hour, with every survey
of the wave motion beginning about 20 min before this time. In the following years, the
network was upgraded and improved with further spherical directional buoys, based on
the translational principle, to form a maximum overall network of fifteen measuring sta-
tions [5]. In the first phase of the monitoring network, the data acquisition took place only
at eight synoptic hours (acquisition in three-hour time steps), and the complete spectral
analysis was available only when the waves exceeded certain thresholds. In the following
phases, instead, considerable efforts on analysis procedures were made in order to obtain
statistical data from physical historical series in real time (acquisition on a thirty-minute
base), processed directly onboard. An important aspect of a buoy network setup is the
trade-off between the power needs of the buoys and their performance in data acquisition
and processing. Currently, the RON buoys have a single annual intervention, for ordinary
maintenance and battery recharging.

From 2009, to expand the monitoring potential of the network, which depends on the
characteristics of each buoy, meteorological wave buoys have been deployed, larger in size
and displacement than previous models to allow the acquisition of the main meteorological
parameters [6]. For the high frequencies of wave motion, the accuracy of inertial wave
measurements decreases with increasing buoyancy and weight of the buoy, regardless of
the platform’s own transfer function. In the last decade, ISPRA has achieved the use of
buoys of about 700 kg buoyancy with a height from the sea level of about 2.5 m. While
maintaining good accuracy and excellent nautical qualities in terms of reserve of thrust and
safety for navigation, they leave space for an additional payload, which was used to install
meteorological instruments.

In order to ensure the continuity of the observed time series while pursuing the con-
stant updating and improvement of the measuring devices, requirements for the accuracy
and precision of the equipment were adopted. Today, ISPRA, which has started the com-
plete upgrade of the RON network with a different type of buoys, intends to update the
national standards for processing wave spectra for homogeneity of wave measurements.
To accomplish this goal, it’s necessary to reprocess the observed signals on shore to produce
reliable spectra for the Italian seas. The procedure includes reevaluations of the raw data
and comparisons among different analysis tools in order to reduce statistical uncertainties
in the estimation of wave parameters.

To comply with its mandate of environmental data open access, since 2016, ISPRA
has been releasing its data from the RON monitoring network in Linked Open Data (LOD)
format. The advantage of LOD resides in its standardized format and machine readability.
Data can be accessed at portal http://dati.isprambiente.it/ (accessed on 29 May 2023)
through specific SPARQL queries [7]. (SPARQL is the standard language for such queries.)
After passing a dedicated filtering procedure, synthetic parameters calculated from RON
data are published in the format of text files on a monthly base.

The quality of these data is considered of primary importance because it must guaran-
tee the accuracy of the monitoring. For this reason, ISPRA applies a specific data quality
control procedure that is based on international guidelines, both in real time and delayed [8].
The real-time data quality control procedure is developed as follows: A nominal 30-min
data slice is filtered on the signal with a seventh-order low-pass Butterworth filter with
a frequency cutoff of 0.6 Hz to avoid aliasing errors. The sample is transmitted every
0.78 s as a 128-bit sequence of 1536 samples. The receiver decodes the 128-bit unit, locating
and correcting the most significant impairments. Furthermore, the absolute value and
the direction of the magnetic field are calculated. Since both values must remain almost
stable in normal conditions, a comparison is made with average values based on the
256 previously valid samples to perform the quality test. Evaluated data values are ac-
cepted if the mean absolute value of the earth’s magnetic field distortion is below 10%
and if the direction of the terrestrial magnetic field has a mean distortion of less than 5.5◦.
For validation purposes, the measured heave value is compared with the expected one
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obtained from the interpolation of the previous and following values to remove anomalous
values from the series [9].

1.2. Currents Needs

Presently, automated procedures run onboard and produce synthetic parameters based
on two analyses, in the time and frequency domains, respectively. The related software is
designed by the buoy manufacturer, and the encapsulated algorithms are able to solve the
full non-linear equations that define the buoy motions, starting from the raw data acquired
by the onboard instruments.

The frequency analysis, used to extract the non-directional and directional spectra, is
performed inside a selected frequency range, which is optimized for oceanic data.

The features of a closed sea like the Mediterranean Basin, however, can differ signifi-
cantly from those of an open ocean. It is therefore reasonable to establish an independent
procedure with no (or different) initial assumptions about the sea conditions. Such a proce-
dure can benefit from the long historical series acquired by RON, consisting of more than
three decades of statistics. In Figure 1, an example of the frequency amplitude spectrum
of a typical Axys WatchkeeperTM buoy run is reported, before and after processing by
the Axys company’s onboard software and from the raw data. Here, the motion along
the vertical axis is considered. As can be seen, the filters operating onboard consider a
frequency range of the whole spectrum. By means of a separated and open procedure,
possible non-standard features in the buoy record can be addressed, as well as specific
patterns of the sea area around the buoy.
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Figure 1. Frequency amplitude spectrum, integrated over one example run. “Raw data” consists
of the raw frequency spectrum without any pre-processing procedure. A moving average on the
raw data is also reported to smooth the statistical fluctuations. The spectrum generated by the buoy
onboard software is labelled as “Axys”.

1.3. Future Perspectives

Recent technological developments in terms of processing power today offer many
opportunities for environmental monitoring networks. Moreover, the demand for an easily
readable and portable data output illuminates the need for a standardized data format.
The fast spread of IoT technologies will eventually add a new dimension for monitor-
ing data requirements, to “move toward an integrated, multidisciplinary and multiscale
system of systems, where heterogeneity should be exploited to deliver fit-for-purpose
products that answer the diversity and complexity of the requirements from stakeholders
and end-users” [10].
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Within this framework, one of the potential improvements for ISPRA RON is the full
automation of the current procedure for data acquisition, validation, LOD transformation,
and publication, to be performed onboard the buoy itself. This would allow a near real-time
data flow about the sea condition, leading to a possible direct interface with applications
and services devoted to marine weather, such as decision support systems [11]. Through
these tools, for example, it is possible to optimize navigation routes to avoid stormy
sea areas or increase navigation safety to reduce the risk of accidents, predict the drift
trajectories of a pollutant and also of a shipwrecked person, or even increase the safety and
efficiency of offshore platforms and ports by managing the openings of these activities, by
developing coastal flood warning models, etc.

At the same time, data quality must be at an optimal level, considering all the necessary
adjustments for sea-specific conditions.

With minor adjustments, present technology already supports such an upgrade, which
would result in a direct benefit for the population.

Major challenges are related to the estimation of directional wave spectra. Directional
wave spectra (DWS) convey vital information for many applications, including wave
modeling and the prediction of the interactions between waves and other matter. Even if
the notion of DWS has been investigated for a long time, its actual implementation in a
national climate monitoring system, in terms of instrumentation, data acquisition, and post
processing, to produce reliable results, is still an object of investigation and improvement,
as mentioned in the previous section [12–14].

Therefore, two methods for the estimation of DWS have been implemented and
carefully tested by both simulated and real signals. Developing methods that are not
license-protected is of key importance for a national wave buoy monitoring system in
order to ensure the analysis stability across different buoy providers throughout the years.
Some preliminary results were presented in Ref. [15]. This paper is organized as follows:
Some general aspects about the modeling and the spectral estimation techniques are
addressed in Section 2. The methods considered herein have been implemented and tested
on both simulated and real data. Simulation tests (throughout the paper, the term “test”
is used for simulation and the term “case study” for application to real data) include the
synthesis of realizations from both discrete (deterministic) and continuous (stochastic)
spectra, and results are shown in Section 3. Case studies include three representative sea
state conditions, observed in the Mediterranean Sea, where some of the authors operate,
including different wind directions and both mono- and bimodal spectra. These are
also particularly important in view of the specificity of the Mediterranean Sea, as will
be discussed later. Results are reported in Section 4 and discussed with respect to the
corresponding general meteorological conditions. Lastly, conclusions are drawn and future
development is addressed in Section 5.

2. Directional Wave Spectra
2.1. General Issues

Let the wave elevation be represented as the stationary random process z(t); then, its
directional spectrum (power spectral density) can be factorized as

S( f , θ) = Szz( f )D( f , θ), (1)

where Szz( f ) is the non-directional elevation power spectral density (PSD) and D( f , θ), is
a directional spreading function. The non-directional spectrum can be restored from the
directional one by marginalization:

Szz( f ) =
∫ 2π

0
S( f , θ)dθ, (2)
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and the directional spreading function, as a distribution, should be non-null, as follows:

∀ f∀θ, D( f , θ) ≥ 0, (3)

and should satisfy the normalization condition:∫ 2π

0
D( f , θ)dθ = 1. (4)

To estimate the directional spectrum from data, a Fourier series expression is often
assumed for the directional dispersion function, as operationally used by the National Data
Buoy Center (NDBC) [16] and the Coastal Data Information Program (CDIP) at the Scripps
Institution of Oceanography [17], which is

D( f , θ) =
1

2π
+

1
π

∞

∑
n=1

[an( f )cos nθ + bn( f )sin nθ] (5)

This study focuses on analysis techniques based on the conventional Fourier series,
postponing to another time the comparison with the other method traditionally used at the
CDIP, which is based on the maximum entropy method (MEM) [18].

2.2. Implementation Aspects

The estimation of directional wave spectra from the data of wave buoys can be based
either on heave-pitch-roll data [19–22] or on three-dimensional displacement data [13,23,24],
depending on the kind of buoy employed. The former data are typically related to surface-
following or pitch-and-roll buoys that follow wave slope and are typically disc-shaped.
The latter are rather provided by wave-following or translational buoys, which follow
water particles and are typically spherical-shaped [25]. In this study, displacement data
were considered.

Before providing some details on the method used, let us briefly introduce some
notation concerning, in particular, spectral analysis [26]. Let u(t) and v(t) be two generic
stochastic ergodic random processes (this is a shorthand notation for u(ω, t) and v(ω, t),
where ω is the sample index). Then, their cross-correlation function can be defined by

Ruv(τ) = E[u(t)v(t + τ)]. (6)

If the integral of its absolute value exists, their cross-spectrum (CPSD: cross power
spectral density) is the Fourier Transform of the cross-correlation, which is

Suv( f ) =
+∞∫
−∞

Ruv(τ)exp(−j2π f τ)dτ, (7)

where j is the imaginary unit. In sea wave monitoring, one-sided spectra are usually
considered because of their simpler physical interpretation. The one-sided cross spectrum
Guv( f ), where f varies only over (0,+∞), is defined by

Guv( f ) = 2Suv( f ) = Cuv( f )− jQuv( f ), (8)

where Cuv( f ) is called the coincident spectrum (co-spectrum) and Quv( f ) the quadrature
spectrum (quad-spectrum).

In the present study, the methods of the truncated Fourier series (TFS) and the
weighted truncated Fourier series (WTFS) were considered [27,28]. Let us now consider
the estimation of the directional spectrum, based on three-dimensional displacement data.
Let us then consider the following processes:

• x(t): displacement toward East,
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• y(t): displacement toward North, and
• z(t): elevation (heave).

Then, the series terms in (5) are considered only up to the second order (n = 2) and
are provided by the following equations:

a1( f ) =
Qzx( f )√

Czz( f )
(
Cxx( f ) + Cyy( f )

) , (9)

b1( f ) =
Qzy( f )√

Czz( f )
(
Cxx( f ) + Cyy( f )

) , (10)

a2( f ) =
Cxx( f )− Cyy( f )
Cxx( f ) + Cyy( f )

, (11)

b2( f ) =
2Cxy( f )

Cxx( f ) + Cyy( f )
. (12)

Therefore, in the TFS approach, the directional spreading function becomes [16,27]

D( f , θ) =
1

2π
+

1
π
(a1cos θ + b1sin θ + a2cos 2θ + b2sin 2θ). (13)

Yet, in this formulation, negative values may appear. To avoid that, the weighted
truncated Fourier series (WTFS) was proposed, which reads

D( f , θ) =
1

2π
+

2
3π

(a1cos θ + bsin θ) +
1

6π
(a2cos 2θ + b2sin 2θ). (14)

Both approaches will be considered and discussed in the following sections.

2.3. Spectrum Estimation Methods

The required spectra can be estimated in different ways [29–31]. In this study, Welch’s
overlapped segment averaging (WOSA) approach has been adopted [32]. Testing is planned
for other approaches in the ensuing development of this study.

In the WOSA method, the available data record of duration T is parsed in segments
of duration T0 with partial overlap. Each segment is pre-treated by tapering with a smooth
window, w, to reduce the bias due to spectral leakage, and the square of the discrete Fourier
transform is calculated for each of them. For historical reasons, these partial results are called
(modified) periodograms, and the final estimate is obtained by averaging such periodograms.
In this approach, tapering allows us to contain bias and averaging to reduce variance.

Let us then denote the series of measurements by xi = x(i∆t), where ∆t is the sampling
interval, i = 1, . . . N, T = N∆t, and T0 = N0∆t. Let w1, . . . , wN0 be a data taper, and then
the modified periodogram for the l-th segment is

Ŝl( f ) = ∆t

∣∣∣∣∣ N0

∑
i=1

wixi+l−1e−j2π f i∆t

∣∣∣∣∣
2

, (15)

and the final estimate is given by

Ŝ( f ) =
1
n

n−1

∑
k=0

Ŝkm+1( f ), (16)

where n is the number of segments and m is an integer-valued shift factor, satisfying
0 < m ≤ N0 and m(n− 1) = N − N0.

To optimize the result, proper choice of the analysis features is required. They include
the kind of taper, the degree of overlap, and, especially, the duration of individual segments,
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T0. In particular, the choice of T0 greatly influences the quality of the result: it should be
large enough to provide a good spectral resolution and small enough for reducing the
variance, allowing us to average a greater number of segments. Criteria for proper choice
of analysis parameters, for both unimodal and bimodal sea states, were developed and
proposed in [29,30]. Here, a cosine (Hanning) taper was adopted, with a 50% overlap.
This is the original setup proposed by Welch and has proven to be effective in many
circumstances. It is also recommended in [16]. With this choice, in [29] it emerged that
for a unimodal sea state, for a long duration (T = 3600 s), a segment duration T0 = 120 s
proved to be optimal, while for a short duration (T = 600 s), T0 = 80 s was best. In the case
of bimodal spectra, larger values are recommended, ranging from T0 = 100 s in the case
of short duration up to T0 = 240 s for long duration [30]. In this study, for simulation, a
duration of T = 1320 s has been typically adopted, which is similar to the one occurring in
typical monitoring systems, and T0 = 120 s was chosen. Additional details on the choice of
T0 and on the corresponding expected performance will be given in Section 4.

3. Implementation and Testing of the Procedure
3.1. Testing on Discrete (Deterministic) Spectra

Both approaches to directional spectrum estimation, namely TFS and WTFS, have
been implemented in a MatLab environment, with spectral estimation based on the WOSA
method, and have been tested through signals obtained by simulation. Firstly, harmonic
signals with few frequencies with different directions were considered, and then signals
outcoming from continuous stochastic processes were examined.

In the case of discrete (deterministic) spectra, we obtain the following:

z(t) = ∑N
n=1 ancos[−2π fnt + ϕn], (17)

x(t) = ∑N
n=1−ancos θnsin[−2π fnt + ϕn], (18)

y(t) = ∑N
n=1−ansin θnsin[−2π fnt + ϕn], (19)

with an = Hn/2, where Hn is the n-th wave height, and fn = 1/Tn, where Tn is the n-th
wave period. For example, for N = 2, H1 = 1 m, H2 = 0.5 m, T1 = 10 s, T2 = 4 s, θ1 = 30◦,
and θ2 = 60◦, with the TFS approach, the directional spectrum in Figure 2 was obtained,
and with the WTFS method, the one in Figure 3 was obtained.
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In both cases, the directions of the two components are clearly detected. There are
some border artifacts, close to the 360◦ region, that depend on the low-order approximation
of the Fourier series in (5). However, they disappear if the result is plotted in the range
(θmax − 180◦, θmax + 180◦) rather than (0, 360◦), as will be shown in the next subsection.

However, it appears that the former approach gives rise sometimes to negative values
of the spectrum, which are physically meaningless.

This does not happen with the latter approach, which, on the other hand, has a lower
spectral resolution, as can be noticed by the lower values of the peaks.

After considering these two aspects, the authors generally prefer and recommend the
latter approach. Both, however, have been occasionally considered in the following and
compared, when needed.

3.2. The Main Direction and the Directional Spread Function

At each frequency, the main direction can be estimated by

θ0( f ) = atan
(

b1( f )
a1( f )

)
, (20)

where a1( f ) and b1( f ) are defined in (9) and (10), respectively. In the example above, the
two directions were correctly identified. Furthermore, an overall direction can be estimated
by weighted averaging, as follows.

Introducing the overall “power” of the elevation signal,

P =
∫ fmax

0
S( f )d f , (21)

where S( f ) = Szz( f ), the average propagation direction can be estimated as

θ0 =
1
P

∫ fmax

0
θ0( f )S( f )d f . (22)

In the example above, θ0 = 36◦ was obtained, which makes sense, since most of energy
was in the component having direction at 30◦. If the directional spectrum is plotted in the
range (−144◦, +216◦), it appears as in Figure 4, where the effects have disappeared.
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Figure 4. Directional spectrum centered in the main propagation direction.

In much the same way, it is suggested to calculate the overall directional spreading
function as follows:

D(θ) =
1
P

∫ fmax

0
D( f , θ)S( f )d f . (23)

In Figure 5, the directional spreading functions at the two frequencies and the overall
function are displayed.
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The issue of spectral resolution has also been checked.
Towards this goal, two components of equal amplitude, H = 1 m, were considered, at

the same frequencies as in the example above. The former was fixed at θ01 = 30◦, and the
latter was moved up to seeing two peaks in the overall directional spread function.

This happened with ∆θ > 120◦. For example, in Figure 6, the case of ∆θ = 130◦

is shown.
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3.3. Testing on Continuous (Stochastic) Spectra

For this kind of testing, non-directional JONSWAP spectra, combined with a paramet-
rical cosine-shaped DSF, were considered.

As is well known, the JONSWAP power spectral density (PSD) is defined by [29,33]

SJ( f ) = AγSPM( f )γ
exp(−0.5(

f− fp
σ f p

)
2
)
, (24)

having been denoted by f the wave frequency, Aγ = 1− 0.287lnγ the normalizing fac-
tor, Tp the peak period, fp = 1

Tp
the peak frequency, σ the spectral width parameter,

equal to 0.07 if f ≤ fp and 0.09 otherwise, γ the peak enhancement factor, and SPM the
Pierson–Moskowitz spectrum:

SPM( f ) =
5
16

H2
s f 4

p f−5exp

(
−5

4

(
f
fp

)−4
)

. (25)

For γ ranging from 1 to 7 and unimodal wave spectra, the peak period and the average
period, Tm, are linked by the approximate formula

Tm

Tp
= a + bγ + cγ2 + dγ3 (26)

where a = 0.7303, b = 0.04936, c = −0.006556, and d = 0.000361.
For the DSF, the following expression was used [27,34]:

D(θ) =
1

Λ(p)
cos2p(θ − α) (27)

where Λ(p) is a scaling factor that ensures that the function has a unitary integral, according
to (4), α is the propagation direction, D is non-null only for θ ∈

[
α− π

2 , α + π
2
]
, and p

governs the degree of spread, in that the higher p is, the lower the spread results.
Then, according to (1), the directional spectrum is

S( f , θ) = SJ( f )D(θ). (28)
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As an example, with H = 1 m, Tm = 10 s, fp = 0.09 Hz, γ = 6, and α = 60◦, with
either p = 1 or p = 10, the directional spectra appear as in Figure 7.
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The synthesis of an associated sea state field, which constitutes a realization of the
stochastic field characterized by (28), can be obtained in different ways, including the
double summation approach [35,36], which can be expressed in the following way:

z(x, y, t) =
L

∑
i=1

M

∑
j=1

aijcos
[
ki
(
xcos θj + ysin θj

)
− 2π fi + ϕij

]
(29)

with a slight abuse of notation, since here x and y denote (constant) sea surface spatial
coordinates, while in (18) and (19), x(t) and y(t) denote (time-dependent) buoy signals.
According to the random phase (RP) approach, the parameters in (29) can be specified
as follows:

• fi = i∆ f
• ki = (2π fi)

2/g
• θj = θ0 + j∆θ

• aij =
√

2S
(

fi, θj
)
∆ f ∆θ

• ϕij = 2πU[0, 1]

where U denotes a uniform probability distribution. For wave numbers ki, a deep-water
approximation has been applied. This is justified by the fact that the buoy to be considered
in the case studies in Section 4 is deployed a few miles from the coast, at a water depth of
85 m. Such values are like those of the other RON buoys. This approach has been used
extensively for directional wave simulation, although criticism has been raised against it,
since it was noted that the resultant wave field is neither ergodic nor spatially homogeneous
for finite values of L and M [36]. Yet, spatial homogeneity is no concern here, since a single
observation point (the buoy) is considered. Indeed, limited ergodicity may be more critical;
yet, since the estimation methods considered here have a relatively low spatial resolution,
this approach has still been considered appropriate for the present testing and selected for
its simplicity, leaving the exploration of different approaches to a future study devoted to
high-resolution analyzers, as will be mentioned in the concluding section.

Examples of synthesis of sea waves associated with spectra in Figure 7 are shown
in Figure 8.



Sensors 2023, 23, 5371 12 of 23

Sensors 2023, 23, x FOR PEER REVIEW 12 of 24 
 

 

  
(a) (b) 

Figure 8. Realizations of the directional spectra reported in Figure 7, with 𝑝 = 1 (a) and 𝑝 = 10 (b), 
respectively. 

The corresponding buoy signals, at spatial coordinates 𝑥 = 0  and 𝑦 = 0 , are as 
follows: 𝑧(𝑡) = ∑ ∑ 𝑎 cos −2𝜋𝑓 + 𝜑   (30)𝑥(𝑡) = ∑ ∑ −𝑎 cos 𝜃 sin −2𝜋𝑓 + 𝜑   (31)𝑦(𝑡) = ∑ ∑ −𝑎 sin 𝜃 sin −2𝜋𝑓 + 𝜑   (32)

to be compared to (17)–(19). For the simulation, parameters like those occurring in typical 
monitoring systems, i.e., total observation time: 𝑇 = 1320 s = 22 min , sampling 
frequency: 𝑓 = 2 Hz, were assumed. An example of such signals is presented in Figure 9. 

    
(a) (b) 

Figure 9. An example of simulated buoy signals, with 𝑝 = 1 (a) and 𝑝 = 10 (b). 

The corresponding estimated directional spectra, obtained through the WOSA 
method and through Equations (9)–(14), are reported in Figure 10. 

0 200 400 600 800 1000 1200
− 1

0

1

0 200 400 600 800 1000 1200
− 1

0

1

0 200 400 600 800 1000 1200
 time (s)

− 1

0

1

0 200 400 600 800 1000 1200
− 1

0

1

0 200 400 600 800 1000 1200
− 1

0

1

0 200 400 600 800 1000 1200
 time (s)

− 1

0

1

Figure 8. Realizations of the directional spectra reported in Figure 7, with p = 1 (a) and
p = 10 (b), respectively.

The corresponding buoy signals, at spatial coordinates x = 0 and y = 0, are as follows:

z(t) = ∑L
i=1 ∑M

j=1 aijcos
[
−2π fi + ϕij

]
(30)

x(t) = ∑L
i=1 ∑M

j=1−aijcos θj sin
[
−2π fi + ϕij

]
(31)

y(t) = ∑L
i=1 ∑M

j=1−aijsin θj sin
[
−2π fi + ϕij

]
(32)

to be compared to (17)–(19). For the simulation, parameters like those occurring in typical
monitoring systems, i.e., total observation time: T = 1320 s = 22 min, sampling frequency:
fs = 2 Hz, were assumed. An example of such signals is presented in Figure 9.
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The corresponding estimated directional spectra, obtained through the WOSA method
and through Equations (9)–(14), are reported in Figure 10.
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Figure 10. Estimated spectra, to be compared to those presented in Figure 7, with p = 1 (a) and
p = 10 (b).

From the testing, it appeared that the following is true:

• with medium-high values of p, e.g., p = 10, the estimation of the propagation direc-
tion is more accurate, typically ±2◦, while with small values of p, e.g., p = 1, the
uncertainty is of the order of ±5◦;

• on the other hand, if the estimation of the directional spread is of interest, this will
be worse with high values of p due to the convolution effect with the directional
observation window; to enhance this, it would be necessary to consider other spectrum
estimators, which is out of the scope of this study, since here the estimation of the
direction is of primary interest.

To sum up, this testing campaign has confirmed the soundness of the method and
provided insight for its conscious application.

4. Case Studies
4.1. The Site and the Instrumentation

The above procedures were applied to three test cases, representative of typical
Mediterranean Sea state conditions, along Italian coasts west to Sardinia Island. In fact,
they include

1. a mid-intensity storm with a prevailing Libeccio (a strong south-westerly wind blow-
ing on the sea to the west of Italy) propagation direction;

2. a lower-intensity storm with a bimodal spectrum; and
3. a mid–high-intensity event, associated with a mistral wind (a strong, cold, dry wind

that blows south through France to the Mediterranean).

Observations were taken from a RON buoy (model Axys Watchkeeper 1.7 m, depicted
in Figure 11) equipped with the TRIAXYS wave sensor. The buoy is deployed in the
Western Mediterranean Sea at 40◦32′55′ ′ N–08◦06′25′ ′ E, approximately 2.7 NM off the
coast of Alghero (island of Sardinia, Italy) in 85 m of water, as in Figure 12. This met-ocean
buoy (for joint monitoring of meteorological and oceanographic parameters) has a yellow
polyethylene hull specially designed for installations in coastal areas, uses a powerful and
energy-efficient controller to integrate signals from sensor systems and provides onboard
directional wave data processing. It is widely used internationally and can be considered
one of the reference tools for coastal sea monitoring networks.



Sensors 2023, 23, 5371 14 of 23

Sensors 2023, 23, x FOR PEER REVIEW 14 of 24 
 

 

4. Case Studies 
4.1. The Site and the Instrumentation 

The above procedures were applied to three test cases, representative of typical 
Mediterranean Sea state conditions, along Italian coasts west to Sardinia Island. In fact, 
they include 
1. a mid-intensity storm with a prevailing Libeccio (a strong south-westerly wind 

blowing on the sea to the west of Italy) propagation direction; 
2. a lower-intensity storm with a bimodal spectrum; and 
3. a mid–high-intensity event, associated with a mistral wind (a strong, cold, dry wind 

that blows south through France to the Mediterranean). 
Observations were taken from a RON buoy (model Axys Watchkeeper 1.7 m, 

depicted in Figure 11) equipped with the TRIAXYS wave sensor. The buoy is deployed in 
the Western Mediterranean Sea at 40°32′55′′ N–08°06′25′′ E, approximately 2.7 NM off the 
coast of Alghero (island of Sardinia, Italy) in 85 m of water, as in Figure 12. This met-ocean 
buoy (for joint monitoring of meteorological and oceanographic parameters) has a yellow 
polyethylene hull specially designed for installations in coastal areas, uses a powerful and 
energy-efficient controller to integrate signals from sensor systems and provides onboard 
directional wave data processing. It is widely used internationally and can be considered 
one of the reference tools for coastal sea monitoring networks. 

 
Figure 11. The Alghero buoy, April 2014. 

  

Figure 12. The Alghero buoy position. 

Figure 11. The Alghero buoy, April 2014.

Sensors 2023, 23, x FOR PEER REVIEW 14 of 24 
 

 

4. Case Studies 
4.1. The Site and the Instrumentation 

The above procedures were applied to three test cases, representative of typical 
Mediterranean Sea state conditions, along Italian coasts west to Sardinia Island. In fact, 
they include 
1. a mid-intensity storm with a prevailing Libeccio (a strong south-westerly wind 

blowing on the sea to the west of Italy) propagation direction; 
2. a lower-intensity storm with a bimodal spectrum; and 
3. a mid–high-intensity event, associated with a mistral wind (a strong, cold, dry wind 

that blows south through France to the Mediterranean). 
Observations were taken from a RON buoy (model Axys Watchkeeper 1.7 m, 

depicted in Figure 11) equipped with the TRIAXYS wave sensor. The buoy is deployed in 
the Western Mediterranean Sea at 40°32′55′′ N–08°06′25′′ E, approximately 2.7 NM off the 
coast of Alghero (island of Sardinia, Italy) in 85 m of water, as in Figure 12. This met-ocean 
buoy (for joint monitoring of meteorological and oceanographic parameters) has a yellow 
polyethylene hull specially designed for installations in coastal areas, uses a powerful and 
energy-efficient controller to integrate signals from sensor systems and provides onboard 
directional wave data processing. It is widely used internationally and can be considered 
one of the reference tools for coastal sea monitoring networks. 

 
Figure 11. The Alghero buoy, April 2014. 

  

Figure 12. The Alghero buoy position. Figure 12. The Alghero buoy position.

4.2. Test Case 1: A Mid-Intensity Storm with a Libeccio Wind Propagation Direction

The first case event considered consists of a mid-intensity storm between 4 April and
6 April 2014. The significant wave height (Hm0) reached values of 3.71 m, which lies above
the 95th percentile of the historical distribution. The whole time series of the significant
wave height frequencies for the Alghero buoy presents a graph with an absolute maximum
in the direction of the Mistral wind (approx. 310◦ N) and a secondary peak in the direction
of the Libeccio wind (approx. 240◦ N).

Let us discuss the estimation of the directional spectrum in some detail. Available
data include records of elevation, z, displacement toward the East, x, and displacement
toward the North, y, of duration T = 22.5 min, acquired each half hour. In [29], values of T0
between 80 s and 120 s were found to perform best for this kind of data. Here, T0 = 120 s
was adopted, which corresponds to an apparent spectral resolution ∆ f = 8 mHz, an
effective bandwidth ∆ fe = 12 mHz, and a relative standard uncertainty (related to the
variance of the estimate), urel = 0.23. This has been considered as an acceptable trade-off
between the conflicting requirements of having a good spectral resolution, which implies a
low effective bandwidth, and a limited variance of the estimate.

After obtaining the required spectra with this approach, the directional spectra were
estimated through both the TFS and WTFS approaches. An example of one such spectrum
is shown in Figure 13. The propagation direction was θ0 = 46◦, and the overall direction
spread function appeared as in Figure 14.
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Considering the overall monitoring of the meteorological event, in Figure 15, an
example of the directionality analysis output on the Alghero buoy is reported. The run
used is 4 April 2014, 12:00 UTC. The direction reported in the polar histogram refers to the
origin of the wave and is weighted by the CZZ spectrum. The weighted average direction
and the peak direction are reported as well. Here, the NDBC (National Data Buoy Center)
convention is used, where direction is measured clockwise from true north [16].

The distribution in Figure 15 shows a clear prominence of southwest wave origin,
compatible with a strong Libeccio component.
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Figure 15. Wave origin direction distribution integrated over one run, for case study 1. Wave
weighted mean direction (orange arrow) and wave peak direction (black arrow) are also reported.

4.3. Test Case 2: A Lower Intensity Storm with a Bimodal Spectrum and Libeccio Wind Direction

The second case event considered lies within a moderate sea state event on 22 February
2010, with a significant wave height (Hm0) around 1.5 m. The event features a dominant
Libeccio component, around 210◦ N. This meteorological event follows a stronger storm
with peak intensity on 20 February ( Hm0 ∼ 6 m), which is instead dominated by a promi-
nent Mistral component.

Concerning spectrum estimation, the observation conditions were similar to those in
the previous case; therefore, the same estimation parameters were used, with, in particular,
T0 = 120 s. Both the TFS and WTFS approaches were applied. The non-directional (heave)
spectrum is reported in Figure 16, and the directional one, obtained by the WTFS approach,
is displayed in Figure 17.
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Figure 17. The directional spectrum for the second case study. (a) Three-dimensional plot; (b) Contour
polar plot.

The spectrum exhibits two peaks at f1 = 0.14 Hz and f2 = 0.22 Hz, respectively.
However, the propagation distributions are very similar, being α1 = 63◦ and α2 = 69◦. The
overall direction is α = 68◦, showing that there is more energy in the higher frequency
region. The estimated DSF at peak frequency and the overall DSF are reported in Figure 18.
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Figure 18. The directional spread functions at peak frequencies and the overall (average) one.

Figure 19 summarizes the meteorological event in terms of its directional features.
The run used is 22 February 2010, 23:00 UTC. The same convention used for Figure 15 is
applied. The distribution reported in Figure 19 shows a clear Libeccio component in the
southwest direction.
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Figure 19. Wave origin direction distribution integrated over one run, for case study 2. Wave
weighted mean direction (orange arrow) and wave peak direction (black arrow) are also reported.

4.4. Test Case 3: A Mid–High-Intensity Event, Associated with a Mistral Wind

The third case event analyzed in this work is situated within a storm that occurred
within 19 February and 21 February 2010, with a significant wave height in the range
of (3− 5)m. The dominant wind component is the Mistral one, pointing to the north-
west direction. For the validation of the method, in this case study, the significant wave
height detected by the simultaneous observation of the Jason-2 satellite altimeter was
verified, which is independent of the data observed at sea level from the buoys, as shown
in Figure 20.
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Figure 20. Significant wave heights (in meters) near the Alghero buoy on 20 February 2010; triangle: value
observed by the buoy at 9:30 UTC; circles: values observed by satellite altimeter Jason-2 at 9:18 UTC.

The estimation of the directional spectrum, still made with the observation window
having a duration T0 = 120 s, has yielded the directional spectrum reported in Figure 21.
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polar plot.

The corresponding average dispersion function is presented in Figure 22.
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Figure 22. Average directional dispersion function for case study 3.

The run considered is 20 February 2010, 09:30 UTC, which features a value for Hm0
of 4.65 m. The outcome of the directionality analysis is reported in Figure 23, and the con-
vention follows the same rules adopted for Figures 15 and 19. The directional distribution
confirms a strong northwest component.
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Figure 23. Wave origin direction distribution integrated over one run for case study 3. Wave weighted
mean direction (orange arrow) and wave peak direction (black arrow) are also reported.

5. Results and Comments

The estimation of directional spectra of sea has been investigated, considering the
needs of a national (Italian) sea-waves monitoring system. Two main algorithms, namely
the truncated Fourier series (TFS) and the weighted truncated Fourier series (WTFS), have
been implemented, tailored to the output of the buoys under consideration, which is
calculated in terms of three-dimensional displacements rather than on the more common
heave, pitch, and roll system. The methods have been tested by both simulation and
application to selected test cases.

Simulations have been performed both by discrete-spectrum signals and by signals
generated by continuous spectra. The former study has shown the following aspects.

• Both methods correctly identify the propagation direction at each frequency in
the spectrum.

• An average overall directional spreading function has been defined and calculated:
such a function is useful in that it properly identifies the mean propagation direction
of the overall process, but it has a limited directional resolution, since, in the (worst)
case of components having the same significant elevation, it resolves the direction only
if they are over 120◦ apart.

• Even if the TFS has a slightly higher directional resolution, it has the severe drawback
of possibly exhibiting negative spectrum values. Therefore, although it seems widely
used [16], the authors consider the WTFS approach generally preferable.

• For both methods, the outcome of the directional dispersion is severely affected by the
limitation of the terms of the truncated Fourier series.

The simulation of signals generated by continuous spectra was performed by adopting
a JONSWAP spectrum multiplied by a parametric cosine DSF, depending upon a parameter
p the governs the spread, in that a high value of p corresponds to a low spread dispersion
and vice versa. The signals were generated by the double summation random phase
approach. Simulation highlighted the following aspects:

• The WTFS was still considered preferable for the same reasons discussed above.
• Concerning the estimation of the non-directional spectrum, the Welch method with

a Hanning taper and a 50% segment overlap proved to be effective. The most im-
portant parameter to be chosen, then, is the local window duration, T0. With the
typical recording time of the buoy system under consideration, T = 22.5 min, and
the optimum choice was T0 = 120 s, which corresponds to an apparent spectral reso-
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lution ∆ f = 8 mHz, an effective bandwidth ∆ fe = 12 mHz, and a relative standard
uncertainty urel = 0.23.

• The estimation of the direction is reliable. It was possible to make an evaluation of its
uncertainty, ranging from±2◦ for highly directional seas (p = 10) to±5◦ for dispersed
sea conditions (p = 1).

• On the other hand, the outcome of the dispersion spread is generally unsatisfactory,
and the corresponding error is greater for highly directional seas, where this infor-
mation is more important. This appeared to be the main drawback to be faced in
future studies.

Then, the preferred method (WTFS) was tested with real signals recorded by a RON
buoy (model Axys Watchkeeper) deployed in the Western Mediterranean off the coast
of Alghero (Sardinia Island). Three test cases were considered, representative of typical
Mediterranean Sea state conditions, along Italian coasts, with different wave intensities and
wind directions, including both mono- and bimodal spectra. In this regard, some features
of the Mediterranean Sea deserve attention. In fact, due to the reduced dimensions with
respect to the oceans, the complex orography of the coasts and the existence of mountain
ranges that often affect the local climate, and the presence of a great number of islands
and open and enclosed or semi-enclosed basins, the physical processes appear accentuated
or reduced [37,38]. It is well known that relevant events in terms of waves and currents
are shorter and less severe with respect to the corresponding events in the oceans. On the
other hand, storm surges are relevant in particular basins such as the northern Adriatic Sea.
In this context, Mediterranean and ocean waves are different in terms of intensities and
spectral parameters. In fact, in the case of relevant events, ocean wave spectra appear well
concentrated around the modal value, while often the Mediterranean wave spectra appear
noisier because, in general, more than one component is observed. Therefore, the testing
based on real case studies was particularly significant for this study. In all three cases, the
reliability of the method was confirmed by additional meteorological data, including, in
one case, satellite observations.

The main drawback of the method is its limited directional resolution. Therefore,
future studies will be devoted to investigation of alternative high-resolution methods, like
the Maximum Entropy Method (MEM), used at the CDIP [18]. Yet, they may be less robust
since they may produce artifacts [27,28]. Then, another possibility is to consider spectral
partitioning, i.e., the process of identifying and separating different systems—typically
wind and swell—that coexist in a complex sea state [39,40]. They could then be treated
separately in terms of directional spectra.

6. Conclusions

The lines of development of the postprocessing of wave buoys= data for a national
wave buoy monitoring system have been outlined by presenting a method that is indepen-
dent from the buoy vendor encapsulated algorithms. The usage of such private algorithms
prevents a government agency from easily switching vendors when the contract period
expires, since it would require changing the output standards. In this regard, the estimation
of the directional wave spectrum has been deeply considered, with respect to two key meth-
ods, namely TFS and WTFS. The methods have been implemented, and their characteristics
have been first investigated through simulated test signals, including both discrete spec-
trum (deterministic) phenomena and then continuous spectrum (stochastic) processes. This
investigation has provided useful insight for their practical application. The application
to three case studies representative of typical sea states in the central Mediterranean Sea
has also been considered, providing an additional validation opportunity. The following
results emerged:

• The WFTS method is preferrable to the FTS one.
• The method provides a reliable estimation of the main wave propagation direction,

whose uncertainty was estimated by simulation and whose reliability was confirmed
by infield testing.
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• The averaged directional dispersion function provided a useful overall description of
the energy directional propagation.

The main limitation of the method consists of a limited directional resolution. There-
fore, successive developments are envisioned, including the implementation and testing of
other methods, with a special eye on directional resolution and the study of spectral parti-
tioning for the automatic recognition of multimodal sea states and an accurate estimation
of directions in such cases.

Author Contributions: Conceptualization, G.B.R., G.N., G.S., M.P., F.C. and M.B.; supervision, G.N.
and G.B.R.; software, G.B.R. and G.S.; data curation M.P., G.S., F.C. and M.B.; validation, G.N., G.S.,
M.P., F.C. and M.B.; writing—review and editing, G.B.R., G.N., G.S., M.P., F.C. and M.B. All authors
have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data equivalent to those used in simulation (not strictly equal, due to
the stochastic nature of simulation) are available upon request to the authors. Experimental data, in
an aggregated form, are available at https://dati.isprambiente.it (accessed on 29 May 2023).

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Re, C.L.; Manno, G.; Ciraolo, G.; Besio, G. Wave Energy Assessment around the Aegadian Islands (Sicily). Energies 2019, 12, 333.

[CrossRef]
2. Dentale, F.; Furcolo, P.; Carratelli, E.P.; Reale, F.; Contestabile, P.; Tomasicchio, G.R. Extreme Wave Analysis by Integrating Model

and Wave Buoy Data. Water 2018, 10, 373. [CrossRef]
3. Mentaschi, L.; Besio, G.; Cassola, F.; Mazzino, A. Performance evaluation of Wavewatch III in the Mediterranean Sea. Ocean

Model. 2015, 90, 82–94. [CrossRef]
4. de Boni, M.; Cavaleri, L.; Rusconi, A. The Italian Waves Measurement Network. Coast. Eng. 1992, 1840–1850.
5. Piscopia, R.; Inghilesi, R.; Panizzo, A.; Corsini, S.; Franco, L. Analysis of 12-year wave measurements by the Italian Wave Network.

In Proceedings of the 28th International Conference on Coastal Engineering, Cardiff, UK, 7–12 July 2002; pp. 121–133.
6. Bencivenga, M.; Nardone, G.; Ruggiero, F.; Calore, D. The Italian Data Buoy Network. WTI Trans. Eng. Sci. 2012, 74, 321–332.
7. Prud’hommeaux, E.; Seaborne, A. SPARQL Query Language for RDF. W3C Recommendation 15 January 2008. 2008. Available

online: https://www.w3.org/TR/rdf-sparql-query/ (accessed on 29 May 2023).
8. Ferla, M.; Nardone, G.; Orasi, A.; Picone, M.; Falco, P.; Zambianchi, E. Sea Monitoring Networks. In Measurement for the

Sea; Daponte, P., Rossi, G.B., Piscopo, V., Eds.; Springer Series in Measurement Science and Technology; Springer: Cham,
Switzerland, 2022. [CrossRef]

9. Gerritzen, P.L. The Calibration of Wave Buoys. In Calibration of Hydrographic Instrumentation; Special Publication No. 31 of the
Hydrographic Society; Datawell BV: Haarlem, The Netherlands, 1993.

10. Mariani, P.; Bachmayer, R.; Kosta, S.; Pietrosemoli, E.; Ardelan, M.V.; Connelly, D.P.; Delory, E.; Pearlman, J.S.; Petihakis, G.;
Thompson, F.; et al. Collaborative Automation and IoT Technologies for Coastal Ocean Observing Systems. Front. Mar. Sci. 2021,
8, 647368. [CrossRef]

11. Aronica, S.; Cannata, A.; Cannavò, F.; Capodici, F.; Ciraolo, G.; D’Amico, S.; Gauci, A.; Re, C.L.; Manno, G.; Nardone, G.; et al. The
i-waveNet project and the integrated sea wave measurements in the Mediterranean Sea. In Proceedings of the IEEE International
Workshop on Metrology for the Sea; Learning to Measure Sea Health Parameters (MetroSea), Milazzo, Italy, 3–5 October
2022; pp. 484–487. [CrossRef]

12. Hauser, D.; Kahma, K.; Krogstad, H.E.; Lehner, S.; Monbaliu, J.A.J.; Wyatt, L.R. (Eds.) Measuring and Analysing the Directional
Spectra of Ocean Waves; COST Action 714; Office for Official Publications of the European Communities: Luxembourg, 2005.

13. Gorman, R.M. Estimation of directional spectra from wave buoys for model validation. Procedia IUTAM 2018, 26, 81–91. [CrossRef]
14. Young, I.R. Regular, Irregular Waves and the Wave Spectrum. In Encyclopedia of Maritime and Offshore Engineering; John Wiley &

Sons, Ltd.: Hoboken, NJ, USA, 2017.
15. Rossi, G.B.; Nardone, G.; Picone, M.; Settanta, G.; Crenna, F.; Berardengo, M. Improvement in the Post-Processing of Wave Buoy

Data. In Proceedings of the 2022 IEEE International Workshop on Metrology for the Sea, Milazzo, Italy, 3–5 October 2022.
16. Earl, M.D. Non-directional and directional wave data analysis procedure. NDBC Tech. Doc. 1996, 96, 780.
17. O’Reilly, W.C.; Olfe, C.B.; Thomas, J.; Seymour, R.J.; Guza, R.T. The California coastal wave monitoring and prediction system.

Coast. Eng. 2016, 116, 118–132, ISSN 0378-3839. [CrossRef]

https://dati.isprambiente.it
https://doi.org/10.3390/en12030333
https://doi.org/10.3390/w10040373
https://doi.org/10.1016/j.ocemod.2015.04.003
https://www.w3.org/TR/rdf-sparql-query/
https://doi.org/10.1007/978-3-030-82024-4_9
https://doi.org/10.3389/fmars.2021.647368
https://doi.org/10.1109/MetroSea55331.2022.9950876
https://doi.org/10.1016/j.piutam.2018.03.008
https://doi.org/10.1016/j.coastaleng.2016.06.005


Sensors 2023, 23, 5371 23 of 23

18. Lygre, A.; Krogstad, H.E. Maximum entropy estimation of the directional distribution of ocean wave spectra. J. Phys. Oceanogr.
1986, 16, 2052–2060. [CrossRef]

19. Steele, K.E.; Earle, M.D. Directional ocean wave spectra using buoy azimuth, pitch, and roll derived from magnetic field
components. IEEE J. Ocean. Eng. 1991, 16, 427–433. [CrossRef]

20. Steele, K.E.; Teng, C.-C.; Wang, D.W.C. Wave direction measurements using pitch-roll buoys. Ocean Eng. 1992, 19, 349–375,
ISSN 0029-8018. [CrossRef]

21. Longuet-Higgins, M.S.; Cartwright, D.E.; Smith, N.D. Observations of the directional spectrum of sea waves using the motions of
a floating buoy. In Proceedings of the Conference on Ocean Wave Spectra, Easton, MD, USA, 1–4 May 1961; pp. 111–136.

22. Kuik, A.J.; Vledder, G.P.V.; Holthuijsen, L.H. A method for the routine analysis of pitch-and-roll buoy wave data. J. Phys. Oceanogr.
1988, 18, 1020–1034. [CrossRef]

23. Steele, K.E.; Wang, D.W.; Earle, M.D.; Michelena, E.D.; Dagnall, R.J. Buoy pitch and roll computed using three angular rate
sensors. Coast. Eng. 1998, 35, 123–139, ISSN 0378-3839. [CrossRef]

24. Sofar. Spotter Technical Reference Manual; Sofar Ocean Technologies: San Francisco, CA, USA. Available online: https://www.
sofarocean.com/posts/spotter-product-documentation (accessed on 29 May 2023).

25. Rossi, G.B.; Cannata, A.; Iengo, A.; Migliaccio, M.; Nardone, G.; Piscopo, V.; Zambianchi, E. Measurement of Sea Waves. Sensors
2022, 22, 78. [CrossRef]

26. Bendat, J.S.; Piersol, A.G. Random Data: Analysis and Measurement Procedures; John Wiley & Sons: New York, NY, USA, 1986.
27. Benoit, M. Practical comparative performance survey of methods used for estimating directional wave spectra from heave-pitch-

roll data. In Proceedings of the 23rd Coastal Engineering Conference, Venice, Italy, 4–9 October 1992; American Society of Civil
Engineers: New York, NY, USA, 1992; pp. 62–75.

28. Benoit, M. Analyzing multidirectional wave spectra: A tentative classification of available methods. In Proceedings of the 1997
IAHR Conference, San Francisco, CA, USA, 10–15 August 1997.

29. Rossi, G.B.; Crenna, F.; Piscopo, V.; Scamardella, A. Comparison of Spectrum Estimation Methods for the Accurate Evaluation of
Sea State Parameters. Sensors 2020, 20, 1416. [CrossRef]

30. Rossi, G.B.; Crenna, F.; Berardengo, M.; Piscopo, V.; Scamardella, A. Investigation on Spectrum Estimation Methods for Bimodal
Sea State Conditions. Sensors 2021, 21, 2995. [CrossRef]

31. Berardengo, M.; Rossi, G.B.; Crenna, F. Sea Spectral Estimation Using ARMA Models. Sensors 2021, 21, 4280. [CrossRef]
32. Percival, D.B.; Walden, A.T. Spectral Analysis for Univariate Time Series; Cambridge University Press: Cambridge, UK, 2020.
33. Det Norske Veritas. Environmental Conditions and Environmental Loads; Recommended Practice DNV-RP-C205; Det Norske Veritas:

Oslo, Norway, 2010.
34. Goda, Y. A comparative review of the functional forms of directional wave spectra. Coast. Eng. J. 1999, 41, 1–20. [CrossRef]
35. Miles, M.D. A note on directional random wave synthesis by the single summation method. In Proceedings of the 23rd IAHR

Congress, Ottawa, ON, Canada, 21–25 August 1989; pp. 243–250.
36. Miles, M.D.; Funke, E.R. A comparison of methods of synthesis of directional seas. J. Offshore Mech. Arct. Eng. 1989, 111, 43–48.

[CrossRef]
37. Cavaleri, L.; Sclavo, M. The calibration of wind and wave model data in the Mediterranean Sea. Coast. Eng. 2006, 53, 613–627,

ISSN 0378-3839. [CrossRef]
38. Schroeder, K.; Chiggiato, J. (Eds.) Oceanography of the Mediterranean Sea: An Introductory Guide, 1st ed.; Elsevier: Amsterdam, The

Netherlands, 2022; ISBN 9780128236932.
39. Ailliota, P.; Maisondieub, C.; Monbetc, V. Dynamical partitioning of directional ocean wave spectra. Probabilistic Eng. Mech. 2013,

33, 95–102. [CrossRef]
40. Wyatt, L.R.; Green, J.J. Swell and wind-sea partitioning of HF radar directional spectra. J. Oper. Oceanogr. 2022, 1–12. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1175/1520-0485(1986)016&lt;2052:MEEOTD&gt;2.0.CO;2
https://doi.org/10.1109/48.90909
https://doi.org/10.1016/0029-8018(92)90035-3
https://doi.org/10.1175/1520-0485(1988)018&lt;1020:AMFTRA&gt;2.0.CO;2
https://doi.org/10.1016/S0378-3839(98)00025-8
https://www.sofarocean.com/posts/spotter-product-documentation
https://www.sofarocean.com/posts/spotter-product-documentation
https://doi.org/10.3390/s22010078
https://doi.org/10.3390/s20051416
https://doi.org/10.3390/s21092995
https://doi.org/10.3390/s21134280
https://doi.org/10.1142/S0578563499000024
https://doi.org/10.1115/1.3257137
https://doi.org/10.1016/j.coastaleng.2005.12.006
https://doi.org/10.1016/j.probengmech.2013.03.002
https://doi.org/10.1080/1755876X.2022.2127232

	Introduction: Post-Processing Needs for a National Wave Buoy Network 
	Historical 
	Currents Needs 
	Future Perspectives 

	Directional Wave Spectra 
	General Issues 
	Implementation Aspects 
	Spectrum Estimation Methods 

	Implementation and Testing of the Procedure 
	Testing on Discrete (Deterministic) Spectra 
	The Main Direction and the Directional Spread Function 
	Testing on Continuous (Stochastic) Spectra 

	Case Studies 
	The Site and the Instrumentation 
	Test Case 1: A Mid-Intensity Storm with a Libeccio Wind Propagation Direction 
	Test Case 2: A Lower Intensity Storm with a Bimodal Spectrum and Libeccio Wind Direction 
	Test Case 3: A Mid–High-Intensity Event, Associated with a Mistral Wind 

	Results and Comments 
	Conclusions 
	References

