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Abstract. The increasing complexity of modern and future pre-exascale
high-performance computing (HPC) systems necessitate the introduction
of machine learning methodologies that support systems administrators.
The key element of these monitoring and support systems is anomaly
detection. This presentation discusses my current work - as part of my
Ph.D. research - in developing anomaly detection systems for the HPC
systems. Specifically, I discuss my ongoing work in improving upon the
previous SoA anomaly detection system. The proposed approach is eval-
uated on the Maroni 100 supercomputer located in CIENCA. Based on
a large-scale evaluation (on all 980 nodes), we see that the proposed
approach outperforms the previous SoA.

Keywords: Anomaly detection · High-performance computing · Ma-
chine learning

1 Introduction

In the move towards exascale, modern High-performance computing (HPC) sys-
tems are becoming increasingly larger and more complex [9]. A typical modern
HPC system consists of hundreds of compute nodes with future pre-exascale sys-
tems expending this number into thousands [6]. This increased complexity ne-
cessitates the introduction of monitoring systems supported by AI/ML method-
ologies that support system administrators in managing the HPC system.

The most critical application of AI tools in support of system administrators
is the introduction of anomaly detection systems. Anmol detection systems are
crucial as they allow system administrators to react to the downtime (or unavail-
ability event) faster and thus reduce the time between the anomaly (evet) and
their response. This faster response time severely reduces the time the compute
nodes are unavailable and increases the overall availability of the HPC system
[8]. This anomaly detection signal is then included in the dashboard presented
to the system administrators as a part of a digital twin of the datacentre.

The foundation for the creation of AI-augmented monitoring systems is the
holistic monitoring infrastructure that combines out-of-band power monitoring,
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Fig. 1. Data collection schema of M100 HPC system. Data from various sensors is
collected by ExaMon and then passed to the encoder/decoder network.

system monitoring, and historical availability data [3, 7]. My Ph.D. thesis focuses
on data collected by the ExaMon monitoring system developed by the University
of Bologna [5]. I study the data collected from the Marconi 100, which is a Tier-
0 HPC system located in CINECA Italy [2] (ranked 9th in Jun. 2020 Top500
list[1]).

The state-of-the-art (SoA) approach to anomaly detection is to deploy a
semi-supervised approach [8, 4]. This stems from the fact that the anomalies are
rare events, and it would be impossible to collect a significant enough dataset
for classical supervised classification methods [4]. The current SoA approach to
anomaly detection proposed by Borghesi et al. [4] is a semi-supervised anomaly
detection approach that takes minimal advantage of the temporal dependencies
in the anomaly signal. Our current work - discussed in this paper - is thus how
to extend this approach to include temporal dynamics. We propose to do this by
deploying an encoder network consisting of Long Short-Term Memory (LSTM)
cells.

1.1 Contributions

The key research question that this work discussed is how to extend our previous
work [4] (which is the current SoA) with temporal dependency data. Specifically,
we propose an LSTM-based approach that we evaluate in a very large scale
experiment: we train two different models for each of the 980 nodes of Marconi
100; an extensive scale experiment thus supports the results (and the claim of
the new SoA).
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1.2 Anomalies and dataset

The proposed methodology is evaluated on the complete first ten-month oper-
ation history of all 980 nodes of the Marconi 100 HPC system. The collected
dataset contains out-of-bound hardware monitoring data and system data. The
complete list of used features is presented in table 1. The anomalies are de-
termined as events where the nodes are unavailable to accept (or continue to
execute) compute jobs. The dataset is prepared in collaboration between the
University of Bologna and CINECA [2].

Source Features

Hardware monitoring

ambient temp., dimm[0-15] temp.,
fan[0-7] speed, fan disk power,
GPU[0-3] core temp. ,
GPU[0-3] mem temp. ,
gv100card[0-3], core[0-3] temp. ,
p[0-1] io power,
p[0-1] mem power,
p[0-1] power, p[0-1] vdd temp. ,
part max used,
ps[0-1] input power,
ps[0-1] input voltage,
ps[0-1] output current,
ps[0-1] output voltage, total power

System monitoring

CPU system, bytes out, CPU idle,
proc. run, mem. total,
pkts. out, bytes in, boot time,
CPU steal, mem. cached, stamp,
CPU speed, mem. free, CPU num.,
swap total, CPU user, proc. total,
pkts. in, mem. buffers, CPU idle,
CPU nice, mem. shared, PCIe,
CPU wio, swap free

Table 1. An anomaly detection model is created only on hardware and application
monitoring features. More granular information regarding individual jobs is not col-
lected to ensure the privacy of the HPC system users.

2 The LSTM Autoencoder Network

To improve the current SoA, we propose an LSTM encoder-dense decoder model.
The key innovation, compared to the current SoA [4] is that we are encoding a
sequence leading up to (and including) the last timestamp. This improves upon
the dense autoencoder as it better captures the temporal dependencies inherent
in the dataset. The critical insight in this innovation is that while the data
describing supercomputing nodes is composed of multi-variate time series, the
state-of-the-art does not explicitly consider the temporal dimension – the dense
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Anomaly detection method: AUC:

Exponential smoothing 0.4276

Dense autoencoder (current SoA) 0.7470

LSTM autoencoder (proposed approach) 0.7582
Table 2. AUC performance of different AD models. Proposed approach outperforms
the current SoA for AD.

autoencoder has no notion of time nor of sequence of data points. To overcome
this limitation, our approach works by encoding the sequence of values leading
up to the anomaly. The encoder network is composed of LSTM layers, which
have often been proved to be well suited to the context where the temporal
dimension is relevant. An LSTM layer consists of recurrent cells with input from
the previous timestamp and the long-term memory. The latent layer (vector)
output is passed into a dense decoder trained by reproducing the final vector
in an input sequence. The decoder network is thus composed of fully connected
dense layers.

The proposed LSTM encoder/dense decoder model takes as input a sequence
of vectors of features x leading up to the current time t0 and then tries to
reconstruct only the last vector in the sequence x̂t0 :

M : xt0−W , · · · ,xt0 → x̂t0 . (1)

The length of the input sequence W leading up to the current time t0 is a
tunable parameter. For experimental results, the length of the input sequence
is set to 10. The proposed model M outputs the probability (estimated from
the reconstruction error between xt0 and x̂t0) that the node is in an anomalous
state at time t0.

3 Experimental results

To remove the potential for bias by setting up the decision threshold, we compare
the proposed approach against the current SoA ([4]) by evaluating the area
under the receiver-operator characteristic curve (AUC ROC). An exponential
smoothing baseline is implemented as a sanity check - if the anomalies were
simple jumps in value, the exponential smoothing would be able to catch them.
As it is clear from the results, this is not the case - exponential smoothing
performs even worse than the trivial classifier (AUC smaller than 0.5). As seen in
the table 2), the proposed model (combined results from 980 nodes) outperforms
the current SoA. This confirms our hypothesis about the usefulness of considering
temporal dependencies when modeling anomalies.

4 Conclusions

This work presents the genesis of developing anomaly detection systems on a
Tier-0 supercomputer. It reevaluates our previous work [4] against a new pro-
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posed approach. This approach, based on LSTM cells, outperforms the old SoA
approach.

Both deep learning-based approaches are evaluated on a very large-scale ex-
periment consisting of the whole dataset collected from Marconi 100. Results
from this large-scale experiment strongly support our claim that the proposed
SoA approach sets a new SoA benchmark for anomaly detection in HPC systems.
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