
Nuclear Instruments and Methods in Physics Research A 1062 (2024) 169226

Available online 6 March 2024
0168-9002/© 2024 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).

Calibration-free 3D ray-tracing beam hardening correction in 
computed tomography 

Marco Seracini a,b, Matteo Bettuzzi a,b, Rosa Brancaccio a,b,*, Maria Pia Morigi a,b 

a Department of Physics and Astronomy “Augusto Righi”, University of Bologna, Viale Berti Pichat, 6/2, Bologna, 40127, Italy 
b National Institute for Nuclear Physics, Section of Bologna, Viale Berti Pichat, 6/2, Bologna, 40127, Italy   

A R T I C L E  I N F O   

Keywords: 
Beam hardening correction 
Cone-beam geometry 
Computed tomography 
Imaging 

A B S T R A C T   

In this paper we introduce a calibration-free beam-hardening correction technique in computed tomography, 
which improves the results achieved by a state-of-the-art correction method. Two main practical points are here 
underlined: (1) the need to perform a beam hardening correction without previous calibration; (2) the need to 
consider the shape of the object in all its whole three-dimensional extent. The proposed method requires: (a) a 
first complete reconstruction of the object by means of a cone-beam filtered back projection algorithm; (b) a 
segmentation of the reconstructed volume; (c) the construction of the attenuation when varying path-length 
graph; (d) the interpolation of the experimental data on the graph with a convenient mathematical function; 
(e) the correction of the measured attenuation values; (f) to perform again the complete cone-beam recon
struction. The result is an effective beam-hardening calibration-free correction over a large variety of objects, 
easy to use and quite fast. The proposed method results particularly useful when both the measurement time and 
the control of the geometry of the system are limited, like the ones generally faced in Cultural Heritage di
agnostics. Computed Tomography reconstructions for test samples and for real cases are provided to highlight 
the effectiveness and the advantages of the new suggested approach.   

1. Introduction 

Computed Tomography (CT) is a consolidated technique allowing to 
reconstruct a 3D virtual model of the object under investigation by 
means of multiple projections from different observation angles. The 
goal of CT imaging in Cultural Heritage (CH) [1–3] is to achieve a 
three-dimensional representation of the object under investigation. This 
outcome is of great importance both from a historical perspective, to 
study the construction techniques of the artworks and to provide re
storers with information about their state of conservation. Last but not 
least, the reconstructed volume can serve as the foundation for the 
virtual exploration and the creation of Digital Twins in CH [4]. 

In this work we focus on X-ray CT, Filtered Back Projection (FBP) 
based reconstruction [5], which employs radiation sources to perform 
attenuation measurements. The attenuation values depend on different 
physical parameters: the length of the path crossed by the X-rays; the 
density distribution and the atomic number of the object; the energy of 
the X-ray beam. 

Generally, the used X-ray tube emits a polyenergetic beam, giving 
reason to a distributed energy spectrum (in keV for each specific tube). 

Neglecting this frequency distribution causes undesired artifacts: a 
typical one is represented by the so called “cupping effect”, that occurs 
when a homogeneous material layer, characterized by density and 
composition giving a constant linear attenuation coefficient (in a loga
rithmic scale), is instead typically reconstructed with a radial gradient 
decreasing towards the centre of the object (see Fig. 1). This class of 
artifacts is due to different attenuation rates of low and high energy 
photons, such that the average beam energy increases with the pene
tration depth through the material. The correction of these artifacts, due 
to the X-ray beam hardening, is generally referred to as Beam Hardening 
Correction (BHC). It is possible to narrow to some extent the energy 
spectrum range by means of filtration with metal layers positioned at the 
output of the source (the so-called filters) or using particular dual or 
multi energy-selective detectors. However, these hardware solutions 
still have physical limitations (an ideal monochromatic spectrum cannot 
be achieved), and it also significantly reduces the intensity of the inci
dent beam, resulting in noisier images or longer acquisitions, making it 
not always a practical choice. 

In the literature, different techniques for the BHC have been 
proposed. 
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From one hand, exploiting a formal physical/mathematical formal
ization, it has been seen that a bimodal energy model for the detected 
energy spectrum can be used for BHC in well-specified conditions [6,7]. 
On the other hand, in presence of considerable data amount, the need for 
a reduced time to set up the experiment and to compute the recon
struction, makes the proposed solution not acceptable in some real 
cases. For these reasons, more experimental-oriented methods have 
been introduced and proved to be effective, even if mostly validated on 
experimental results. 

To perform the BHC, techniques employing physical prefiltration 
with metal filters are available. In this kind of techniques metal layers of 
opportune material (e.g., aluminium, copper) and thickness are inserted 
before the measurement stage to harden the beam [8–10]. This method 
is effective especially when the internal structure of the object under 
investigation is known, as it happens in the medical CT. In the CH 
context, this approach is not always viable, due to the unknown internal 
structure and composition of the artifacts and to the limited available 
time for the acquisitions. 

Other BHC approaches use phantoms, i.e., ad hoc built specimens: 
they are employed to experimentally determine the detector calibration 
curves for specific materials, such that the correction can be propagated 
to the acquired data [11–13]. This technique is mostly used for water 
beam hardening correction, generally useful for medical scans. Again, 
the difficulties to apply this class of techniques to the CH context reside 
in the unknown internal structure and material of the artifacts. 

The last group of BHC techniques involves the introduction of image- 
content based techniques [14–18]. 

In this case, the acquired CT projections are used to achieve a first 
estimate of the material composition and of the measurement errors due 
to beam hardening artifacts. Subsequently, the identified errors are 
compensated on the acquisition data, such that the final reconstructions 
will appear beam hardening corrected. The BHC method that we pro
pose in this work belongs to this class of algorithms. 

Other image-based techniques have also been proposed to attempt 
the BHC of multi-material objects: in these cases, image processing al
gorithms are used to individuate homogeneous zones inside the virtual 
object reconstruction and then the correction is operated for each single 
uniform area [19]. The application of this class of methods is strongly 
connected to the efficiency of the segmentation algorithm. In the CH 
context, the segmentation of different structures can be difficult, and, in 
some cases, the extent of the homogeneous area can be large enough, 
such that problems of saturation can corrupt the final reconstructions 
(see, e.g., Fig. 12). Therefore, a mathematical model able to face these 

situations is needed. 
Once again, we highlight how in the context of Cultural Heritage CT 

scans, objects under examination are often made up of inadequately 
characterized materials. As a case study, this article examines Canova’s 
sketches. Canova models are primarily composed of terracotta or plas
ter, materials that currently exhibit uncertainty in purity and concen
trations and that evolved over the years due to natural degradation. 
Consequently, the use of a contemporary terracotta or plaster phantom 
for beam hardening analysis could be both misleading and expensive in 
terms of time and costs. Moreover, CH works can be fashioned from a 
variety of materials, including different types of wood, ceramics, clay, 
marble, and more. Phantoms must not only replicate the original state of 
the object but also its current condition, which can impact density and 
chemical-physical properties. This wide range of materials and di
mensions needs the selection of different beam energies and, conse
quently, various acquisition components, such as X-ray tubes with 
different focal spots, currents, and distinct detectors. 

Hence, in this context, the creation of a dedicated phantom for each 
individual object is indeed impractical. This is why a flexible calibration 
free BHC tool that can be applied post-acquisition is needed. 

Differently from the medical case, in CH there is no issue related to 
radiation dose. Extensive studies have shown that X-ray tomography 
analysis does not alter the material properties because it does not 
involve living organisms [20–22]. The only known case of damage is 
that of amber and glass, which may experience yellowing but can be 
reversed with mild heating of the artifact [23]. Radiation damage ef
fects, on the other hand, have been observed at high beam intensities 
[24] and elevated energies beyond the power of the common X-ray tubes 
used in this study. 

On the other hand, our research group conducts in situ CT analyses. 
This involves transporting the equipment to the museum and restricting 
visitors access to certain areas, as well as the privation to exhibit the 
artworks under examination for the entire duration of the analyses. 
Additionally, large artworks like statues require multiple scans from 
various angles to achieve higher resolution over multiple sections of the 
same work. As a result, for each sizable object, the acquisition time 
multiplies by the number of sections necessary for a comprehensive scan 
(In some cases, we acquired up to thirty thousand radiographs for each 
object). 

In addition, the cost of the equipment, the transportation, and the 
stay in the museum is substantial, being these analyses often funded by 
limited budgets. Then, it is evident that reducing the investigation time 
is of the greatest importance. Fixed the campaign duration, the goal 

Fig. 1. Typical beam hardening artifact: cup-shaped trend of the intensity in case of a homogeneous 1 cm diameter aluminium cylinder. In (a) a reconstruction on the 
transversal plane; in (b) the profile of the grey levels on the reference red line plotted in (a). 
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usually is to analyse as many artworks as possible. Then, a saving-time 
calibration-free method for BHC appears to be the best suitable solu
tion in the CH scenario. 

To speed up the procedure, among BHC methods which are 
calibration-free (e.g., Refs. [12,14,25]), we decided to follow the 
approach of Zhao et al. [26] because of its experiment-related nature. 
The method is based on real uncorrected CT data, used to build the X-ray 
attenuation when varying the path-length graph on which the correction 
is then calculated. The proposed technique has been successfully 
applied, e.g., to the micro-CT analysis of small lead spheres of archae
ological interest [27]. However, the proposed approach of taking into 
consideration just the central slice of one object (the only one that can be 
correctly reconstructed with a fan-beam FBP algorithm) appears soon 
inadequate when objects of more complex shapes are scanned with a 
cone-beam CT system (kind of objects that are easily found in CH). For 
these reasons, in this paper we introduce an extension of the method 
proposed by Ref. [26]: a ray-tracing algorithm calculates the X-ray 
path-length through the object in 3D and it puts them properly in rela
tion with the measured attenuation values. 

Moreover, after the positioning of the mobile in-situ system, to avoid 
photon starvation and saturation, some fast tests for the setting of the 
acquisition parameters are performed on representative given artifacts. 
Even if the two phenomena are opposite, the setting of the acquisition 
parameters is made to have on the detector the best possible level of 
signal for the acquisition. This operation guarantees that, in most cases, 
the acquired images have enough level of contrast and that the dynamic 
range of the detector is fully exploited. 

Differently from Ref. [26], our method suggests managing the BHC 
by the introduction of two different regions of correction, depending on 
the ray-path length: for high values of it, our “far field” approximation 
avoids saturation in the final reconstructions. Moreover, we perform 
preventive volumetric analysis to heuristically tune the model with a 
suitable numerical value to bound the two approximation regions. 

The proposed method requires: (a) a first complete reconstruction of 
the object by means of a cone-beam Feldkamp (FDK) algorithm; (b) a 
segmentation of the reconstructed volume based on a threshold that has 
to be carefully evaluated; (c) the construction of the graph of the 
attenuation as a function of path-length; (d) the interpolation of the 
experimental data on the graph with a convenient mathematical func
tion; (e) the correction of the measured attenuation values to match a 
Beer-Lambert type pure exponential law; (f) to perform again the com
plete cone-beam FPB reconstruction of the object. 

The method proposed in Ref. [26] bases its efficacy on implicit as
sumptions on the shape and structure of the object, being strictly valid 
only when two conditions are met:  

• central symmetry;  
• homogeneity in the constructive material. 

Both of the previous conditions are not feasible in most real cases. If a 
certain degree of symmetry can be assumed for industrial parts, this 
assumption is commonly not true for CH objects (see, e.g., Ref. [28]), 

which, on the contrary, are characterized by the irregularity of their 
shape and the inhomogeneity of their construction materials, as can be 
observed in the case of the two Canova’s sketches illustrated in Sec. 3. 

Moreover, the method proposed in Ref. [26] considers only the 
mid-plane (CRS) of the source-object-system to be representative of the 
whole dataset: the CRS is then employed to generate the correction 
polynomial model. Again, this condition is far to be respected if the 
object is strongly asymmetrical. 

For these reasons a more accurate modelling is desirable, and it is 
proposed in Sec. 2. 

Moreover, to evaluate the quality of the BHC, achieved by the new 
proposed model, we extended it to complex cases in the CH context, for 
which the time available for in situ measurements is limited and the 
dataset of a single acquisition can amount to tens (sometimes hundreds) 
of Gigabytes. 

In the following, the mathematical model is the core of Sec. 2.1, 
while in Sec. 2.2, Sec. 3.1 and Sec. 3.2 the software implementation and 
the associated results are respectively discussed. A conclusive paragraph 
summarizes the advantages of the proposed method. 

2. Methods 

2.1. Mathematical model 

The cause of the beam hardening stands in the polyenergetic nature 
of the X-ray beam generally employed for CT scanning. The X-ray 
attenuation is modelled by the well-known Lambert-Beer law: 

I = I0e−
∫

μ(E,ρ,Z)dr (1)  

where I is the measured intensity, due to the presence of the object, I0 is 
the beam intensity, measured in absence of the object, μ is the linear 
attenuation coefficient and r is the X-ray path length. The linear atten
uation coefficient μ depends on the object density ρ, the atomic number 
Z, and on the energy spectrum E emitted by the tube, such that this 
dependency can be explicitly expressed as μ(E,ρ,Z). 

Starting from equation (1), the attenuated radiograph A(r) can be 
defined as follows: 

A(r)= − ln
(

I
I0

)

= −

∫

μ(E, ρ, Z)dr . (2) 

Attenuated radiograph is then directly proportional to the sum of the 
attenuation contributions along the path through the object. If the beam 
were monochromatic, the relationship between A(r) and r would be 
linear (in a logarithmic scale); however, in the real case, as the beam 
passes through the object, the less energetic component is attenuated, 
and the average energy of the beam increases. The subtraction of less 
energetic photons from the beam is higher as the ray-path through the 
object increases. Consequently, the values of A(r), acquired from longer 
ray-paths, decrease, being obtained by a more energetic, ‘hardened’, 
beam: this phenomenon is referred to as Beam Hardening. Experimen
tally, what is measured, when computing the values of each pixel in the 

Fig. 2. (a) in blue, the data obtained from ray-tracing on the central slice, in red the second-degree polynomial fit, and in green the tangent at the origin of the 
polynomial. (b) The correction curve calculated using the formula (6). 
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attenuated radiographs for each angle as a function of ray-paths through 
the object, is a curve that, for high values, deviates from the theoretical 
straight line, as illustrated in Fig. 2. This is the cause of the cupping 
effect shown in Fig. 1 

The approach of Zhao et al. [26] is to perform a polynomial fit A′(r) of 
the experimental data A(r) in the central slice of the tomography. The N 
order fit can be expressed as follows: 

A′(r)=
∑N

n=1
Cnrn (3)  

where Cn are the coefficients of the N order polynomial and C0 =

0 because when the ray-path is equal to zero the attenuation should be 
null. Regardless of the chosen polynomial order, the theoretical line 
representing the correct relationship between attenuated radiograph 
and ray-path is determined by the tangent f of polynomial (3) calculated 
at the origin, taking the following form: 

f (r)=C1r (4) 

Once C1 has been experimentally determined, it is then possible to 
correct the attenuated radiographs at each angle by calculating, for each 
pixel, the respective ray-path through the object and replacing the 
measured value with the one obtained from the formula (4). In Ref. [26], 
the authors experimented their solution using both N = 4 and N = 2. The 
choice for N = 4 has been experimentally determined and its correctness 
seems to vary from case to case: in Refs. [29,30], where human thorax 
phantoms are employed, the author claims that the second order is 
enough to achieve opportune corrections and moreover, he underlines 
how higher values for N do not provide appreciable improvements. 

Summarizing the details, the procedure described in Ref. [26] needs 
that the analysed object is firstly 3D reconstructed, then a segmentation 
is operated, using the Otsu method [31] and the Canny operators [32], 
and finally a correction to the data is applied. This correction is calcu
lated considering the tangent f(r) to A’(r) in the origin, i.e., where the 
attenuation of the low energy component of the beam has not occurred 
yet (or, at least, it is negligible), thanks to the reduced r. The procedure 
is computed point by-point and only the central slice is considered to 
calculate the correction values (see Fig. 2). 

This approach is not particularly convenient in case of a large 
amount of data, because the individuation of the ray-path for each data 
of each A(r) can be computationally demanding. For this reason, we 
introduce a new approach that drops the dependency from r and directly 
calculates the corrected value A*(r) from the experimentally measured 
value A(r), assuming a polynomial trend of order 2, obtaining r(A*) from 
(4) and replacing it in (3): 

A(A∗)=C2

(
A∗

C1

)2

+ C1
A∗

C1
(5) 

Inverting (5) we obtain: 

A∗(A)=
− 1 ±

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + 4C2A

C1
2

√

2C2
/

C1
2 (6)  

where the negative solution has not physical meaning. This substitution 
allows to work directly on the acquired intensity values in the correction 
step, without the need to calculate the ray paths and the corrections 
point-by-point through the volume, thus reducing the execution time. 

Even if the introduced approximation is not generally valid from a 
theoretical point of view, it can be assumed to be acceptable when the 
different layers constituting the scanned object are each one internally 
quite homogeneous, behaviour that normally occurs in real experi
mental cases. 

An example of data acquired experimentally by ray-tracing in the 
central slice, polynomial fit A’(r), and tangent f(r) is shown in Fig. 2 (a), 
while the results after correction are shown in Fig. 2 (b). 

The solution proposed to solve the BHC problem approximating the 
trend of the CRS with A′(r) is not effective in complex cases. In presence 
of a cone beam geometry (see Fig. 3) the usage of the CRS as reference to 
calculate A’(r) is not enough accurate, with the risk that the CRS may not 
contain X-ray paths representative of the object under study. In fact, it 
could only contain a region with very long or very short paths when the 
object has a highly irregular shape, as in the case of a statue. Another 
common cause of polynomial approximation failure is represented by 
data exhibiting significant statistical fluctuations in the region corre
sponding to high attenuation and long ray-paths through the object. In 
this region, the signal is so high that it approaches saturation, and as a 
result, the polynomial fit may yield a curve with a maximum before the 
actual maximum path length, which clearly does not make sense from a 
physical point of view (attenuation cannot decrease with longer paths). 
When the data fit does not represent a correct physical trend, applying 
the proposed formula (6) results in an undesired over-correction in the 
region beyond the maximum in the fit. In summary, the cause of failure 

Fig. 3. Scheme of the fan geometry investing the object O (a sphere in this 
case). In blue the central slice individuated on the detector at the height h of the 
source S, respect to the ground plane. Highlighted in grey the Central Recon
structed Slice (CRS) while in red an example of a fan not passing for the cen
tral slice. 

Fig. 4. In red, the polynomial function A′(r) (here N = 2) fitting the experi
mental data available in the CRS (in blue). In green the tangent to A′(r) in the 
origin. Measurement data are available, in the CRS only for r ∈ [0, RmaxCRS], 
where RmaxCRS = maxr ∈ CRS {r}. All the black points (i.e., outside the CRS, but 
anyway present somewhere in the object volume) are prone to over correction: 
in this example only the ones belonging to the area with r > 40 mm. 
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can be summarized in the following reasons:  

• whatever A′(r), with N > 1, is not monotonic but exhibits maxima 
and minima points (their number depending on N and on its 
coefficients);  

• the CRS does contain nor all the reconstructed attenuation values of 
the object, nor all the possible r, but only a subset of them both. 

To overcome these problems, we propose a new mathematical model 
for calculating the correction of attenuated radiographs and the imple
mentation of ray-tracing in 3D. 

As shown in Fig. 4, if the maximum M of A’(r) is such that M >
RmaxCRS, where RmaxCRS is the maximum thickness available in the 
CRS, the operated correction tends to increase in a not acceptable way 
(see the area for r > 40 mm in Fig. 4 again). 

Moreover, when varying r, two cases can occur to the higher energy 
components of the beam after the filtering of the lower energy ones:  

• they tend to pass through without any meaningful alterations of the 
average energy of the beam;  

• they are completely attenuated. 

This last behaviour expresses a stabilization of the phenomenon 
when increasing r, such that A(r) does not decrease anymore with r. 

In Fig. 4, a typical trend of the measured data is shown: the mea
surements can be grouped in two main regions, one with a polynomial 
character (on the left of the graph) and the other one where a saturation 
occurs (on the right of the graph). Starting from this consideration, we 
propose a new attenuation model, in a different management of the 
points belonging to these two different regions, the limit separating 
them being indicated by R* (Fig. 5). 

We formalize the new model as: 

A′(r)=
{ pN(r) if r ∈ [0,R∗]

l(r) otherwise,
(7)  

where l(r) = ar + b expresses the tangent line to pN(r) in R*. If we assume 
N = 2 and p2(r) = k2r2 + k1r + k0, we can explicitly calculate the values 
of a and b as: 

a = 2k2R∗ + k1, b = − k2R∗2
+ k0 (8)  

In what follows, we will refer to the model formalized in (7) using the 
expression “mixed model”, to distinguish it from the standard 

polynomial one. 
For the “mixed model,” we can also invert the equations to directly 

calculate the correction A* as a function of A, as we did in equations (5) 
and (6), and we can obtain the correction A*(A) even for r > R*, as 
shown in (9): 

A∗(A)=
k1A − b

a
; for r > R∗ (9) 

What has been achieved so far has been explicitly calculated for the 
second-degree polynomial and under the assumption that the tangent to 
the curve passes through the origin. However, it can be readily applied, 
with the appropriate mathematical modifications, also for higher-degree 
polynomial fit. 

Approximations have been calculated for both N = 2 and N = 4 when 
r < R* and the results are shown in Fig. 6 and in Table 1. As can be seen 
from Fig. 6 there is no meaningful improvement between the second and 
the fourth order polynomial fit: the values of the coefficients are indi
cated in Table 1. The values of the Pearson Coefficient R2 show how in 
the case of the cylinders the fits are equivalent while, in the case of a not 
homogeneous sketch the second order polynomial better correlates with 
the experimental data. 

The new model is able to manage the data avoiding saturation in 
what we individuated to be the linear region. In particular we recall that, 
being the attenuation plotted in a logarithmic scale, the used approxi
mation is, in effect, logarithmic: it is well known as many other physical 
phenomena involving saturation are realistically described by loga
rithmic/exponential trends. 

We put in evidence that it is not possible to a priori calculate the 
value of R* but it needs to be experimentally determined and it strongly 
depends on the particular case. A first estimate can be performed 
assuming that R* must be contained in a neighbourhood of the 
maximum of pN, i.e., R* ≤ M (see Figs. 6 and 7). The value of R* can be 
determined in a single approximation phase, given that all the data in 
the volume are available, differently from what happens in the CRS case. 

Fig. 5. Regions of approximation for the proposed model, when varying r. 
From left to right: in green the N-order polynomial approximation region, in 
orange the linear trend approximation region. 

Fig. 6. Experimental data and the two polynomial fits for (a) a 3 cm cylinder and (b) a Canova’s sketch. The fourth-degree polynomial does not improve the data fit 
for the 3 cm cylinder (a) while it worsens in the case of non-symmetric data from a Canova’s statue affected by saturation (b). 

Table 1 
Values of the coefficients for the second and fourth-degree polynomials and the 
correlation coefficient for the data in Fig. 6.   

Cylinder 3 cm Canova’s statue 

Polynomial 
degree 

2 4 2 4 

C0 0.00 ± 0.02 0.000 ± 0.017 0.000 ±
0.019 

0.000 ±
0.006 

C1 0.19 ± 0.02 0.269 ± 0.017 0.027 ±
0.019 

0.034 ±
0.006 

C2 − 0.00 ±
0.02 

− 0.017 ±
0.017 

0.000 ±
0.019 

0.000 ±
0.006 

C3  0.001 ± 0.017  0.000 ±
0.006 

C4  0.000 ± 0.017  0.000 ±
0.006 

R2 0.988 ±
0.001 

0.9921 ±
0.0008 

0.85 ± 0.01 0.783 ±
0.005  
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Then, the new proposed mixed model completes the polynomial one, 
expanding the field of applications of the BHC to more complex cases. 

2.2. Reconstruction software 

An important aspect, when working with huge amount of data, as it 
is frequent in the CH field, is the computational cost of the used 
algorithms. 

In this work, for the 3D object reconstructions, the proprietary 
software developed at the Department of Physics and Astronomy 
“Augusto Righi” of the University of Bologna and called PARREC 
(PARallel REConstruction) has been used (see, e.g. Refs. [33–35,36] for 
further details). PARREC uses an FBP approach to perform the 3D re
constructions, exploiting the CPU parallelization. 

PARREC is implemented in C, importing the MPICH2 and National 
Instruments libraries. It is a graphical, interactive, and parallel software 
that can run on both regular computers and computer clusters [36]. In 
our case, the choice of using CPUs instead of GPUs is determined by two 
main reasons: the need to frequently move gigabytes of data and the 
possibility of integrating instrument acquisition and control tools. In 
fact, it is well known that GPUs offer significant computational power, 
but it is equally well known that there is a bottleneck due to data loading 
and unloading [37], operation that is particularly frequent during the CT 
reconstruction process, when it is necessary to load and unload several 
Gigabytes of data at each step of the algorithm [38,39], This represents a 

significant system slowdown. Finally, PARREC follows an interactive 
policy, such to allow the user to control every step of data analysis. 

Essential, for the success of the correction procedure, is the imple
mentation of a 3D ray-tracing algorithm, needed to measure the thick
ness of the material crossed by the X-rays. 

As previously anticipated, the amount of memory necessary to store 
the data is of the order of Gigabytes, such that a complete 3D ray-tracing 
will employ a too high computational time. Using 90◦ only is faster, but 
it requires that the object is positioned with its maximum thickness 
parallel to the detector plane, otherwise a 180◦ ray-tracing option is also 
possible (see Fig. 8). This reduced volume portion limits the execution 
time and, at the same time, provides ten thousand of points spanning a 
wide range of thickness, usually enough for a comprehensive analysis of 
the object shape. To the best of our knowledge, it is the first time that 
this approach is employed for BHC of complex shaped objects. 

Generally, the BHC has been performed following four main steps:  

• the choice of the subset of data with which to retrieve the relation 
between r and A′(r) (CRS-only or volumetric);  

• the segmentation of the object from the background (using well 
known segmentation procedures);  

• the choice of the model for the BHC;  
• the correction and the reconstruction. 

Finally, the corrections and the reconstructions have been achieved 
employing a Red-Hat virtual machine with Windows 11, 2 CPU AMD 
EPYC-Rome Processor, 12 cores and 24 logical processors, 24 tasks with 
hyperthreading, 64 GB RAM, 4 TB hard disk. 

Using the previously described system, we achieved the reconstruc
tion times indicated in Table 2. 

3. Experiments 

3.1. Experimental setup 

Two groups of samples have been employed to perform experimental 
tests. 

To the first one the scans of two aluminium cylinders of 1 cm and 3 

Fig. 7. (a) data obtained by computing the values of the attenuated radiographs as a function of the ray-paths, polynomial fit, tangent to the origin. (b) In violet, the 
correction curve calculated following [26]; in blue the one achieved using the mixed model. 

Fig. 8. Scheme of ray-tracing under 90◦ viewing angle. Each ray represents one 
of the 18 directions along which the 3D ray-tracing is performed. In this case 
the maximum thickness is found at the zero angle as the object is prop
erly positioned. 

Table 2 
Data and processing times related to the reconstruction of the statue in Fig. 11 
with a binning of 3 × 3.  

Number of attenuated radiographs 900 

Dimensions of a single attenuated radiograph (pixels) 879 × 1034 
Dimensions of a single attenuated radiograph (MB) 3.46 
Number of slices 879 
Dimensions of a single slice (pixels) 879 × 1034 
Time for ray-tracing (s) 27 
Time for correction of all attenuated radiographs (s) 129 
Time for correction of a single attenuated radiograph (s) 0.17 
Time for reconstruction of all slices (s) 527 
Time for reconstruction of a single slice (s) 0.6  
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cm diameters belong: they have been acquired at the CT laboratories of 
the Department of Physics and Astronomy of Bologna University. We 
used an operational X-ray tube voltage (industrial liquid cooled Bosello 
XRG120IT, focal spot 0.8 IEC) of 70 kV and a current of 2.7 mA. A Varian 
PaxScan 2520D indirect conversion flat-panel (1536 × 1920 pixels, size 
127 μm) was employed as the detector. We acquired 900 angles for each 
section. The Source-Detector Distance (SDD) was measured to be 1216 
mm and the Source-Object Distance (SOD) was equal to 1027 mm. Those 
parameters resulted in a magnification ratio of 1.184 and a final voxel 
size of 107.26 μm. The CRS was measured to be at line number 990 of 
the detector. 

The second group consists of two Canova’s clay sketches preserved at 
the Museo Gypsotheca “Antonio Canova”, located in Possagno, Italy: the 
scans have been performed with a portable equipment, mounted directly 
in the museum. The used setup consisted in a portable Comet X-ray tube, 
model EVO 200D, and the same flat-panel detector described above. 

After the assembling, the SDD was measured to be 1398 mm and the 
SOD was equal to 1188.5 mm, with a consequent magnification ratio of 
1.176 and a final voxel size of 108 μm. 

The scan has been operated with an X-ray tube voltage of 170 kV, 3 
mA current, with a 1 mm steel filter. Being the scanned object bigger 
than the detector field of view (FOV), the tile scanning technique has 
been used (this technique involves the division of the scanned object in 
different sections, performing a separate scan for each one of them, and 
grouping them together before the reconstruction [40]). After the 
alignment, the position of the CRS plane was measured to be at line 
number 411 of the detector. 

3.2. Experimental results 

Experimentally, the two groups of samples have been used to test the 
efficacy of the proposed method and its implementation. 

For the first group, including a couple of aluminium cylinders, of 
diameter 1 cm and 3 cm, a CRS analysis has been compared with a 3D 
ray-tracing one. An example of the segmentation of the central slice is 
shown in Fig. 9. 

In this phase, we want to compare the behaviour of the fitting when 
using only the CRS or a complete 3D ray-tracing, in absence of central 
symmetry. 

The profiles of the corrected values, for a single slice, are shown in 
Fig. 10. In these simple geometrical cases, the results achieved by the 
two different approaches are similar, confirming they both work 
correctly, with a small improvement in the 3D ray-tracing case. 

The scans for the second group of samples have been acquired during 
the same measurement campaign, therefore with the same system 
parameters. 

The first sketch mainly develops vertically, the CRS falling around 

Fig. 9. Top views of the segmentation of the 1 cm diameter cylinder. On the 
left, the reconstructed central slice (before the BHC); on the right, the result of 
the segmentation. 

Fig. 10. Reconstruction profiles for a single slice from the 1 cm (left) and 3 cm (right) diameter cylinders. In blue the original data, in orange the BHC using the CRS 
approach, in yellow the BHC using the 3D ray-tracing: both provide similar results, with a slightly increased contrast in case of the mixed model. In this case, being 
the magnification of both cylinders close to one, the CRS with a polynomial approximation is suitable for the BHC and both models provide similar results. 

Fig. 11. (a) An attenuated radiograph with the indication of the center of rotation of the scanning system, individuated by the intersections of the green and the 
magenta lines. (b) Segmentation of the CRS (in magenta) over the basement (in yellow), view from top. The reference lines for the segmentation are indicated in (a) 
with the respective colours. The size of the CRS is reduced if compared with the dimensions of the basement, such that its single analysis is not suitable for the BHC. 
(a) An attenuated radiograph of the first Canova’s sketch (b) Segmentation. 
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one half of the height of the manufact (see Fig. 11). 
In Fig. 12, two examples of reconstruction employing the method 

proposed in Ref. [26] are shown. It is evident how the saturation cor
rupts the final reconstructions. 

Initially, we compared the profiles of the reconstructions achieved by 
using two different algorithms: the CRS analysis together with the 
polynomial model (CRS-P), and the volumetric ray-tracing combined 
with the mixed model (VRT-M), described by eq. (4) and eq. (6). The 
results, shown in Fig. 13, exhibit a better correction of our proposed 

model, compared with the standard CRS-P. 
Moreover, we verified that the second order polynomial approxi

mation is actually affected by over correction, confirmed by the exper
imental trend shown in Fig. 14: on the other hand, the fitting of the 
mixed model avoids this effect. 

An example of a reconstructed slice with and without the BHC with 
the proposed method is provided in Fig. 15. 

The last example consists of the challenging BHC of another clay 
sketch by Canova. In this case, due to positioning problems, the CRS of 
the object belongs to a slice not meaningful for the BHC. Our proposed 
method, working on the whole volume of the object, is able to achieve an 
effective BHC also in this particularly difficult case, in which the sketch 
is asymmetric, its thickness is varying and the CRS is positioned at a level 
for which the data are far to be representative of the whole volume (see 
Fig. 16). 

The missing consideration of an appropriate subset of thickness 
values would give rise to the impossibility to manage the BHC for most 
points in the data (see Fig. 17). 

This lack depends on the not monotonic trend of the polynomial 
function, given that the central slice is not fully representative of the 
whole object. To overcome this limitation, we perform the 3D ray- 
tracing process. 

The corrections are shown, again, in Fig. 14: the grey vertical line 
represents the value of R*, after which the linear model is considered. 

In general cases, due to the variability of the data, it is not possible to 
state a priori what is the best value for R*. Thanks to the reduced 
execution time, subsequent reconstructions are possible: they are useful 
to experimentally determine a suitable value for R*. In Fig. 19 the final 
reconstruction is presented, while in Fig. 20 the comparison between 
two grey level profiles for a single corrected and not corrected slice is 

Fig. 12. an example of ineffective BHC of one Canova’s sketch using polynomial approximation (4th order). The black and white points in the basement of the sketch 
are the result of the saturation corrupting the final reconstruction, described in Fig. 4. For comparison, the reconstruction achieved using our new model is shown in 
(b). In (c) the real image of the analysed sketch (image courtesy of the Museo Gypsotheca “Antonio Canova”, Possagno, Italy). 

Fig. 13. Plot of the grey levels after the reconstruction achieved with CRS-P 
(blue) and VRT-M (orange). The reconstruction achieved by using the mixed 
model exhibits an improved contrast. 

Fig. 14. Experimental trend of the polynomial fitting (orange), given the 
measured data (in blue). The green line is the tangent to the 2nd order poly
nomial fit. The vertical grey line individuates R*. The yellow line is the tangent 
to the polynomial in the mixed model, thanks to which the overcorrection 
is avoided. 

Fig. 15. A single slice reconstruction with (a) and without (b) the mixed model 
BHC. The corrected figure on the left exhibits more uniformity with a higher 
contrast, as shown in Table 1. 
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shown. 
For both the clay sketches, the contrast values, calculated according 

to Weber [41], are much higher in the corrected images than in the 
original ones, as shown in Table 3. 

In addition, the grey level profiles, along a line crossing inner cavities 
in the objects, are shown in Fig. 21: the increased steepness of the 
profiles underlines a higher visual definition of the reconstructions after 
BHC. 

Even if the new method has its own advantages, it is not possible 
anyway to correct too extreme situations, caused by the almost complete 
lack of an adequate signal level (e.g., in the basement of the sketch of 
Fig. 19). 

4. Conclusions and final remarks 

In real cases, to perform calibration-free and reliable BHC on objects 
with complex shapes and heterogeneous material, a model capable to 
manage the behaviour for high values of thickness, is needed. Generally, 
the polynomial fitting, due to its mathematical formulation and the lack 

Fig. 16. Segmentation of the central slice of the Canova’s sketch. (a) The purple line highlights the height of the central slice on one single attenuated radiograph. On 
the same figure, the yellow line highlights the thicker base level. (b) The segmentation (in purple) of the CRS section, view from top. The yellow area represents the 
base of the draft, much larger than the CRS, that is therefore not representative. 
(a) An attenuated radiograph of the second Canova’s sketch. (b) Segmentation. 

Fig. 17. On the left, highlighted in orange, in the middle of the object, the set of points that cannot be correctly managed without the introduction of a proper model. 
On the right, the reconstruction using the second order polynomial model. 

Fig. 18. Correction settings using the new model. The red line is the second 
order polynomial fit, operated on the measured data (in blue). Where the trend 
of the data changes (vertical grey line), the tangent to the polynomial is 
introduced (in green). The orange straight line represents the line compared to 
which the correction is operated. 

Fig. 19. (a) A single slice of the reconstruction of the Canova’s clay sketch, using the correction parameters of Fig. 18. (b) The reconstruction of the data without the 
BHC. Visually improvements are evident. In particular: the border lines are much more well delineated, on the borders of the object, and internally in the holes of the 
material. The blurring effect, present in the Fig. 19b) and resulting in a visual resolution loss, is reduced by the BHC. The bottom part of the object remains practically 
unchanged, missing a set of consistent attenuation data. 
(a) Reconstruction with BHC. (b) Reconstruction without BHC. 
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of a complete set of back-projected data, exhibits a not monotonicity 
that not correctly describes the attenuation phenomenon. To compen
sate this lack, we extended an existing method for calibration-free BHC, 
introducing a new model, justified from a theoretical perspective and 
proven to be effective from the applications point of view. 

Moreover, for those cases when the CRS is not representative of the 
different values of the thicknesses in the object, we implemented a 3D 
ray-tracing procedure, to correct for higher values of r. 

The new method has shown practical advantages in applications, and 
it has been validated on complex CH manufacts scans. 

In particular, we proved the new model avoids over corrections and 

correctly manage otherwise “saturating” values, that normally cause 
artifacts and saturation in the 3D final reconstructions. 

We implemented the model with a contained computational cost, 
that allows to apply it on big datasets, also of several Gigabytes: in this 
sense, the correction is effective for concrete real cases. To achieve these 
performances and reduce the execution time, further software algo
rithmic approximations have been introduced. 

Like each experimental method, the new proposed one makes no 
claims of absolute effectiveness and is subject to uncertainty. However, 
it allows for adaptable fast post-correction tailored to each specific case. 
We assume that the object is primarily composed of the same material 
and apply this method exclusively to cases where the composition is 
primarily attributed to a single material. In the specific example of 
Canova’s sketches, terracotta and plaster are evidently the predominant 
materials in the artwork. 

Anyway, in line of principle, it is possible to think to extend our 
proposed methodology to multi-material cases by using image process
ing algorithms for the segmentation of uniform or quite-uniform areas. 
In those cases, the BHC would be locally applied for each segmented 
zone. The level of difficulties for the implementation of the solution for 
such a multi-dimensional problem could be the object for future 
researches. 

Thanks to its parametric nature and to the software implementation, 
in which the parameters can be easily set by the user, the proposed 
methodology is suitable to perform multiple tests in a contained time, 
allowing to choose the best solution case by case. This fact makes it 
versatile and particularly suitable, but not limited, for Cultural Heritage 
measurement campaigns. 
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Figure 20. Curves of the grey levels for a single reconstruction before the BHC 
(cyan line) and after it (yellow line). The profiles refer to the respective yellow 
and cyan lines plotted at the heights highlighted in Fig. 19. An improvement of 
the contrast, after the BHC, is evident. 

Table 3 
Weber contrast for the two Canova’s sketches. After the BHC the contrast is 
considerably increased.  

Sketch nr. Original contrast BHC contrast 

1 0.92 ± 0.17 5.25 ± 0.21 
2 0.55 ± 0.17 4.95 ± 0.29  

Fig. 21. Under the image of each clay sketch, its grey level profile, for the highlighted blue line. In the graphs, in blue the trend for the not corrected reconstruction; 
in yellow the trend after the BHC. The higher steepness of the curves when crossing the holes puts in evidence the advantage achieved after the BHC. 
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