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Optically active solid-state spin defects have the potential to become a versatile resource for quantum
information processing applications. Nitrogen-vacancy defect centers (NV) in diamond act as quantum
memories and can be interfaced with coherent photons as demonstrated in entanglement protocols. However,
particularly in diamond nanostructures, the effect of spectral diffusion leads to optical decoherence hindering
entanglement generation. In this work, we present strategies to significantly reduce the electric noise in
diamond nanostructures. We demonstrate single N'Vs in nanopillars exhibiting a lifetime-limited linewidth on
a timescale of one second and long-term spectral stability with an inhomogeneous linewidth as low as
150 MHz over three minutes. Excitation power and energy-dependent measurements in combination with
nanoscopic Monte Carlo simulations contribute to a better understanding of the impact of bulk and surface
defects on the NV’s spectral properties. Finally, we propose an entanglement protocol for nanostructure-
coupled NVs providing entanglement generation rates up to hundreds of kHz.
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I. INTRODUCTION

Optically active solid-state spin defects are a resource for
a variety of quantum applications, including sensing [1],
secure communication [2,3], and information processing
applications [4,5]. In many proposed quantum repeater
protocols, quantum information transfer is achieved by
interfacing spin qubits with photons [6-9]. Prominently, the
negatively charged nitrogen-vacancy defect center (NV) in
diamond has enabled spin-photon and subsequent spin-spin
entanglement of distant qubits [10,11], recently even for a
three-node quantum network [12]. However, all these
impressive experiments have been performed with NVs
in bulk samples using solid immersion lenses [13] that are
relatively inefficient photonic structures compared to nano-
structures [14]. Nanostructures have enabled high photon
detection rates [15,16], more efficient fiber coupling
[17,18], and increased light-matter interaction [19], and
they allow for photonic integration [20]. These improve-
ments are crucial requirements for further quantum tech-
nology development, but to date, NVs in any nanostructure
have not yet enabled the generation of coherent
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single-photon states, which are the basis of any entangle-
ment protocol. Lifetime-limited optical transition linewidths
for NVs in nanostructures are hindered by the effect of
spectral diffusion [21-23]. Defects in the vicinity of the NV
act as charge traps and electron donors that can be photo-
ionized, inducing electromagnetic noise and a fluctuating
dc Stark shift Ug, = —d - E(t) of the optical transition
frequency over time, as illustrated in Fig. 1(a). While in
bulklike samples NVs with narrow inhomogeneous optical
linewidths below 100 MHz have been demonstrated
[24-28], in nanostructures the linewidth is inhomogeneously
broadened to hundreds of MHz or even several GHz
[20,22,29]. The NV charge environment depends strongly
on the material properties and fabrication process, i.e., NV
formation, defect density, and diamond structuring methods,
as well as the distance from the NV to the surface. In recent
works, it was shown that narrow linewidth N'Vs can be found
predominantly for NVs formed from native nitrogen rather
than for NVs created by ion implantation, which introduces
local lattice damage such as vacancies [25,26]. For shallow
NVs, surface defects are considered the main source of
charge noise [27]. Although significant efforts have been
made over the past decade, the development of micro- and
nanofabrication techniques [30,31] and surface termination
[32] for improved material quality, as well as active control
schemes [33], have not yet been able to sufficiently prevent
spectral diffusion in diamond nanostructures.

Here, we investigate the spectral properties of natural,
single NVs incorporated in diamond nanostructures with
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FIG. 1. Nanostructure and single-scan linewidth. (a) Schematic sketch of a NV incorporated in a nanopillar. Green laser irradiation
causes ionization of present surface and bulk defects; i.e., charges are released and move within the lattice, for example, to other
defects that act as charge traps. This dynamic induces fluctuations of the electrostatic environment of the NV and leads to spectral
diffusion of the NV ZPL. Insets: scanning electron microscopy images of a single nanopillar with a radius of 125 nm and a height of
1.6 pm (top) and an array of identical nanopillars (bottom). The scale bar corresponds to a dimension of 2 pm. (b) Single PLE scan
described by a Voigt profile. The exemplarily selected spectrum shows a linewidth close to the lifetime limit maintained for about one
second. (c) Histogram presenting the occurrence of single-scan linewidth obtained from 3031 PLE scans. The measured data are
simulated by a Monte Carlo approach. From the simulations, a power-broadened linewidth of 28 MHz is determined. The gray dashed
line indicates the lifetime-limited linewidth of 14 MHz. (d) Single-scan linewidth as a function of excitation power at a
scan speed of 6 GHz/s. The single-scan linewidths are evaluated using three methods. The data can be fitted by the function
¥ =70/ 1+ P/Pg, describing laser-induced power broadening of the linewidth. For the Monte Carlo simulation, the saturation
power and natural linewidth are determined as Pgpc = (5.4 £2.2) nW and yypc = (16.2 £ 1.8) MHz, and for the mean value
approach as Py, v = (8.1 £2.9) nW and yo v = (24.4 + 2.2) MHz. (e) Plot summarizing the single-scan linewidths of eight single
NVs in different nanopillars from different sample regions (blue circles and red squares). The NVs are labeled with the number of
PLE scans that were taken into account. The excitation power is 19 nW, and the scan speed is 50 GHz/s. In contrast to panel (d), we
apply a 525 nm initialization pulse before every line scan. For the linewidth analysis, the Monte Carlo simulation (filled circles and
squares) and inverse-variance weighting (empty diamonds) methods are used. The uncertainties of the single-scan linewidths
determined by the Monte Carlo simulation are given by the 99% confidence interval. For this fast scan speed, the inverse-variance
method is not valid anymore.
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radii of 125 nm by performing photoluminescence excita-
tion (PLE) spectroscopy. We systematically examine spec-
tral diffusion in three different excitation regimes: (1) red
continuous wave (cw) illumination, (2) two-color excita-
tion with red and higher energetic laser light, and (3) a
shutter experiment where the NV is excited after periods of
darkness. All three regimes are relevant for prospective
quantum applications, for example, entanglement gener-
ation. We identify key parameters in control schemes for
preserving spectral stability on a timescale of minutes.
Furthermore, the comparison of experimental results with
nanoscopic Monte Carlo simulations reveals the relation
of spectral diffusion dynamics to the type and number of
ionized defects. In the presented system, both bulk and
surface defects contribute to an overall linewidth broad-
ening. Finally, we propose a control protocol for efficient
entanglement generation using N'Vs coupled to nanostruc-
tures based on the findings of this paper.

II. SAMPLE

In contrast to most previous investigations, we select a
commercial chemical-vapor-deposition-grown sample with
a relatively high density of 1 ppm nitrogen atoms [34]
resulting in a density of roughly 10 ppb NV defect centers
and a suitable yield in our NV-nanostructure device fab-
rication of about 10%. Nanopillar fabrication of the (100)-
oriented single-crystalline diamond substrate was carried out
with dry etching processes [35] (Appendix A). The param-
eters of each step are similar to recipes used in other works
but have been adjusted and optimized for the fabrication
tools used, minimizing the structural damage of the diamond
surface, thus enabling repeatable high-quality fabrication
over large areas, as evident in the scanning electron
microscopy images in Fig. 1(a). A smooth diamond surface
indicates less damage to the crystal structure below the
surface. The nanopillar radii of 125 nm are optimized for
photon coupling, and the height of 1.6 pm allows for the
optical separation of nanopillar NVs from bulk NVs.

III. SINGLE-SCAN LINEWIDTH

The linewidth of the NV zero-phonon line (ZPL) is
investigated at temperatures below 4 K by PLE spectros-
copy. Here, the frequency of the excitation laser is tuned
across the ZPL at 637 nm, and the photons emitted in the
phonon-sideband (650-800 nm) are detected. Single-scan
linewidths reveal information about the indistinguishability
of emitted photons. The data in Fig. 1(b) demonstrate the
lifetime-limited linewidth of a single NV embedded in a
diamond nanostructure for scan speeds as slow as approx-
imately one natural linewidth per second and for excitation
powers of half of the saturation power (Pg, =5 nW, see
Appendix C for further details). While this PLE scan is
postselected, we also statistically analyze the NV linewidth
at different scan speeds and laser powers by performing

thousands of PLE scans. Individual linewidths are fitted by
a Voigt profile, and the characteristic single-scan linewidth
of a data set is determined by using the inverse-variance
weighting method and a new evaluation method based on
Monte Carlo simulations that we introduce in this work
(Appendix C). Because of a low number of detection events
per time bin at fast scan speeds resulting in a large relative
uncertainty assuming Poissonian statistics, the recorded
spectra not only display a large distribution of linewidths
but also produce unphysically narrow lines below the
lifetime-limited linewidth [Fig. 1(c)]. This discrepancy
does not allow for a direct analysis of the linewidth via
simple averaging or weighting of the data, a challenge that
also applies to previous works. To address this problem, we
employ a Monte Carlo simulation: Cauchy-distributed
detection events and noise are fitted with a Voigt profile.
The resulting linewidths are summarized in a histogram.
We then use a y? test to find the best linewidth correspond-
ing to the measured data.

Excitation power-dependent measurements [Fig. 1(d)]
allow for finding a parameter regime in which the spectral
stability and the negative charge state are preserved for long
times while a large number of photons are still emitted. For
a scan speed of 6 GHz/s, the effect of power broadening
limits the preservation of the lifetime-limited linewidth on
average, which is extracted to be (14.2 +2.0) MHz for
zero excitation power. Comparing standard data analysis
methods with our Monte Carlo approach, we find a
significant offset for the mean value and only a small
deviation by applying the inverse-variance weighting
method. However, for faster scan speeds when the number
of single-photon detection events is too low to sample the
line profile with low relative uncertainty, linewidths deter-
mined with both previously used standard methods are
prone to non-negligible errors [Fig. 1(e)].

The observed NV properties can be similarly reproduced
with N'Vs in other nanopillars. We investigate two sample
regions containing, in total, 180 nanopillars. Of these,
about 10% contain single NVs, i.e., appear bright in PL
scans. Finally, we measure a PLE signal of eight single
NVs in different nanopillars, exhibiting overall narrow
linewidths with an extracted single-scan linewidth ranging
from close to the lifetime limit to about a sixfold broad-
ening of 83 MHz [Fig. 1(e)]. For this overview measure-
ment, we apply, in contrast to the other measurements,
a green re-pump pulse before every line scan to ensure
initialization into the negative NV charge state, leading to
an additional broadening of the single-scan linewidth
compared to Fig. 1(d). All subsequent results presented
in this work stem from characterization of NV3.

IV. INHOMOGENEOUS LINEWIDTH AND
IONIZATION TIME

Besides single-scan linewidths, which determine
photon coherence on short timescales, the inhomogeneous
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linewidth of single N'Vs is an important figure of merit for ~ conditions, a remarkably narrow linewidth can be preserved
the performance of quantum entanglement protocols. In  for minutes in diamond nanostructures. In Fig. 2(b), the
this section, we investigate the inhomogeneous linewidth ~ time evolution of the inhomogeneous linewidth is shown.
over a timescale of several minutes. After preparing the NV The full width at half maximum (FWHM) of the inhomo-
in the negative charge state by using a green initialization =~ geneous line is determined from a set of trajectories
pulse, hundreds of consecutive PLE scans are recorded at ~ summing the respective intensities for a given time of up
2 nW (half of the saturation power) without reinitialization ~ to seven minutes, corresponding to 500 consecutive PLE
(regime 1). Figure 2(a) shows an example of a range of  scans. The data include the trajectory shown in Fig. 2(a)
about 250 PLE scans and the summed PL intensity  (blue circles) as well as the averaged values of equivalent
recorded on a timescale of more than three minutes. The  postselected data sets (red triangles), and the results from
process of spectral diffusion, in which the transition  all measured data sets (dark blue squares). As a postselection
frequency randomly shifts in time, can be clearly seen in  criterion, we reject trajectories exhibiting a spectral jump that
the bottom of Fig. 2(a). The sum of intensities of the causes a line-to-line increase of more than 200 MHz of the

individual scans constitutes an inhomogeneously broad-  cumulatively summed inhomogeneous linewidth. In 28% of
ened linewidth of about 150 MHz, only an 11-fold broad-  the measured data, the NV is spectrally stable (< 400 MHz)
ening compared to the natural linewidth [top of Fig. 2(a)].  and remains in its negative charge state for seven minutes
Although the trajectory presented here is postselected and  while PLE scans are performed. A power law fitindicates that
does not represent the average inhomogeneous linewidth, the phenomenon of spectral diffusion induced by resonant

we demonstrate that under suitable fabrication and control ~ laser irradiation is an anomalous diffusion process, more
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FIG. 2. Inhomogeneous linewidth and ionization time (regime 1). (a) More than 250 PLE scans performed without reinitialization of
the NV with green laser pulses. The excitation power of the resonant laser is 2 nW, and the scan speed is 50 GHz/s (bottom). The
inhomogeneous linewidth is given by the intensity sum of all scanned lines recorded over a time of more than three minutes and is fitted
by a Gaussian function (top). The determined FWHM of (150 + 3) MHz is indicated by dashed lines (bottom). (b) Cumulative
inhomogeneous linewidth evolution in time. Data of the single trajectory corresponding to the PLE scans in (a) (n = 1, blue circles),
average of postselected trajectories (n = 14, red triangles), and all trajectories (n = 42, dark blue squares) are shown. The simulated data
(gray line) are obtained from modeling a normal diffusion process. The experimental data are fitted by a power law yy,, = bP¢ with
exponents a = 0.22 (blue line), a = 0.41 (red line), and a = 0.42 (dark blue line). A scaling exponent a < 1 is characteristic for
subdiffusive processes. (c) Average ionization time for different excitation powers extracted from many tens of PLE data sets recorded at
a scan speed of 12 GHz/s. The uncertainty is given by the standard deviation of the individual ionization times. The ionization time
decays exponentially for increased excitation power with a power constant of (8.7 + 1.4) nW. The NV transition is driven at a duty
cycle of about 0.2%. Inset: ionization rate I" as a function of excitation power.
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precisely, a subdiffusive process [36]. Additionally, we use a
simple stochastic process (Wiener process, Appendix F) to
model the spectral diffusion of the ZPL resonance. We also
implement the Ornstein-Uhlenbeck model, but both
approaches fail to reproduce the observed evolution of the
inhomogeneous linewidth, confirming our conclusion that
for the investigated system and chosen excitation parameters,
spectral diffusion is likely not characterized by a normal
diffusion process.

In addition to spectral diffusion, charge-state stability has
been a challenge for NVs in nanostructures [20]. For
investigating the ionization time, i.e., the time until the
NV converts from the negative to the neutral charge state,
we again use a PLE excitation scheme. The NV ZPL

transition is driven about 0.2% of the time (duty cycle).
The ionization time decays exponentially as a function of
excitation power [Fig. 2(c)]. At excitation powers on the
order of the saturation power of 5 nW, the ionization time is
several minutes. During this time, no green laser pulse
needs to be applied for reinitializing the system, resulting in
a significantly reduced spectral diffusion, as evaluated in
the following section.

V. SPECTRAL DIFFUSION DYNAMICS

Although we have found comparatively long NV ioniza-
tion times, occasionally the system ionizes. For the charge-
state conversion from NVO to NV-, off-resonant excitation
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FIG. 3. Spectral diffusion dynamics (regime 2). (a) Hundreds of PLE scans performed with only resonant excitation laser irradiation
(bottom) and with a mixture of resonant and green (525 nm) laser irradiation, with an equal ratio of a total power of 4 nW (top). While
red laser irradiation induces a small drift of the ZPL resonance frequency, additional green laser light causes large spectral jumps.
(b) Spectral diffusion (SD) rate measured for different excitation wavelengths. A two-color PLE scheme, involving resonant and off-
resonant laser irradiation, is applied with a total power of 4 nW. The gray dashed line highlights the wavelength of 564 nm, which
corresponds to the ionization energy of substitutional nitrogen defects. As a guide for the eye, the supposed spectral diffusion rate
evolution is drawn, assuming bulk diamond containing only nitrogen defects (orange dashed line) and additional surface defects (red
dashed line). Inset: relative occurrence of spectral shifts described by a normal distribution function. Here, the data excited with a
mixture of resonant and 575 nm light are shown. (c) Spectral diffusion rate as a function of the total excitation power, recorded for
resonant excitation and two-color excitation with 525 nm light (equal power ratio of on- and off-resonant excitation laser). The spectral
diffusion rate scales like a square-root power law with respect to the excitation power: I'spr = bP¢, with exponents a = 0.49 for red
only and a = 0.53 for two-color excitation. The filled markers correspond to data recorded after ten weeks at cryogenic temperatures,
and the empty markers to data recorded directly after a warm-up and a second cooldown. (d) Monte Carlo approach with the spectral
diffusion of the NV ZPL simulated by placing a certain number of bulk and surface charges at random positions and evaluating the
resulting line shift, repeated over many iterations. The number of surface charges is increased from 2 to 452 in the direction of the arrow.
Different charge configurations correspond to the fluctuating charge environment during repeated PLE line scans. The increase in
spectral diffusion follows an approximate square-root power law by increasing the number of charges.
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at 510 to 593 nm [37], as well as energies resonant to the
NVO transition at 575 nm [38], have been used, leading to
different reinitialization efficiencies. Compared to 637 nm,
the higher laser energies cause ionization of additional
diamond impurities and charge dynamics, which in turn
lead to increased spectral diffusion, strongly reducing the
optical coherence of NV defects [29]. While in PLE scans
with only resonant laser light (regime 1, see above) a
relatively slow drift of the ZPL resonance over time is
observed, two-color excitation using a mixture of resonant
and green laser light (regime 2) causes large spectral jumps
of the ZPL resonance far exceeding the natural linewidth,
as shown in Fig. 3(a). This is not surprising since the
sample exhibits a high intrinsic concentration of nitrogen
bulk impurities, whose ionization energies are above
637 nm but below 525 nm. Moreover, higher laser energies
also enable activation of additional surface defects, induc-
ing further charge noise.

To date, the effect of nonresonant laser irradiation on
spectral diffusion of a spectrally stable NV in a nano-
structure has not been investigated systematically. We
therefore examine energy-dependent spectral diffusion by
applying a two-color excitation scheme, using 637 nm in
combination with lower wavelength (higher energy) laser
light ranging from 525 to 615 nm, and compare it to
resonant single-color PLE scans. As a characteristic quan-
tity, we examine the spectral diffusion rate, which is
determined as the difference of resonance center frequen-
cies in consecutive line scans normalized by the time
step between each scan. In the two-color excitation experi-
ment, we observe a significant increase of the spectral
diffusion rate at wavelengths of 555 nm (2.23 eV) and
lower [Fig. 3(b)]. Above 555 nm, the relatively low spectral
diffusion could be caused by ionization of the relatively
few lattice vacancies (GR1, 1.67 eV) [39], defect states
based on hydrogen (1.2 eV) [40], or rare boron defects
(0.37 eV) [41] in bulk. Below 555 nm, the much stronger
spectral diffusion is linked to the ionization of numerous
nitrogen C centers (2.20 eV) [40] and a variety of surface
defects that are not identified individually (see below).

While energy-dependent measurements reveal the type
of defect contributing to spectral diffusion, investigating the
excitation power dependence provides insights into the
number of defects. We find an approximate square-root
power law describing the increase of the spectral diffusion
rate as a function of excitation power for both one- and two-
color excitation, where the magnitude of the spectral
diffusion rate is significantly higher for excitation with
additional green laser light [Fig. 3(c)]. This functional
relationship is qualitatively confirmed by modeling the
impact of a fluctuating charge environment on the NV ZPL
resonance with a Monte Carlo simulation [Fig. 3(d),
Appendix G]. For the simulation, the NV is placed in
the center of a cylindrical volume with the same dimensions
as the investigated nanopillars, and it is surrounded by

randomly distributed charge traps at a density of 1 ppm
according to the density of the C centers. In many iterations,
a fixed number of positive and negative charges are
randomly distributed among the charge traps, representing
the change of the charge environment during repeated line
scans. A comparison of experiment and simulations indi-
cates that there is a direct correlation between laser power
and number of charges participating in the process.

Further insights into the contribution of bulk and surface
defects are gained by comparing the sample after ten weeks
at cryogenic temperatures and directly after a warm-up and
a second cooldown. Remarkably, the overall excellent
spectral properties of the investigated NV were preserved.
Moreover, a comparison of the spectral diffusion rates
produced by the two-color excitation at 525 nm with a
power of 4 nW before the second cooldown with the
corresponding values after the second cooldown reveals a
significant reduction, whereas the spectral diffusion rate for
resonant excitation remains similar [Fig. 3(c)]. Although
changes of the defect formation in the bulk crystal are
possible, we suppose it is far more likely that the warm-up
led to a release of nonubiquitous surface defects, e.g., a
layer of ice that had built up over time. Our simulations
support this idea: For low excitation powers, the number of
participating bulk charges is relatively small. The impact of
surface charges in this regime is much more pronounced
and can cause a manyfold increase of the spectral diffusion
rate, as shown in Fig. 3(d).

VI. NV IN THE DARK

In previously demonstrated entanglement protocols,
NVs were not exposed to laser light permanently, but
resonant single-shot excitation pulses of the ZPL transitions
were applied. To investigate the influence of spectral
diffusion in nanostructures during darkness (regime 3),
we perform a shutter experiment. Here, the defect is
exposed to resonance-scanning laser irradiation of 2 nW
for 20 seconds and kept in darkness for 60 seconds in
alternation without using green repump pulses [Fig. 4(a),
Appendix B]. The frequency difference of the ZPL reso-
nances before and after darkness (which would correspond
to the difference of two single-shot readout events) is,
on average, 40 MHz, and the main occurrence is about
10 MHz, as summarized in the histogram in Fig. 4(b). This
measurement shows that without laser irradiation, spectral
diffusion is strongly reduced.

VII. TOWARDS ENTANGLEMENT PROTOCOLS

All previous long-distance spin-spin entanglement
experiments based on defect centers in diamond [10-12]
were demonstrated with NVs embedded in solid immersion
lenses, which are bulklike microstructures that maintain
optical coherence but provide limited NV-to-fiber coup-
ling efficiencies. Entanglement attempt rates as large as
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FIG. 4. NV in the dark (regime 3). (a) Shutter experiment in which we alternate between PLE scanning for 20 s and blocking the
radiation for 60 s. When PLE scans are performed, the center frequency of the ZPL resonance is extracted from Voigt fits (gray dots).
Here, a data set is exemplarily presented. (b) Occurrence of spectral shifts obtained from many data sets. The extracted spectral diffusion
value for “Laser on” corresponds to the spanned frequency range recorded in a period of 20 s. The spectral diffusion for “Laser off” is
extracted from the spectral difference of the last PLE scan before and the first scan after blocking the laser, as illustrated in panel (a).

182 kHz and successful deterministic entanglement deliv-
ery at 10 Hz were demonstrated [11]. Nanostructures could
potentially enhance the performance: Improved design
parameters enable enhanced photon collection efficiencies
[16—18], and increased light-matter interaction in the form
of Purcell enhancement can be achieved [19,22,42.43].
Considering the findings of our work, it might be possible
to apply nanostructure-embedded NVs for the generation
of entanglement. To quantify the potential advantage, we
adapt the established entanglement protocols based on
z-pulse excitation to the specific requirements of our
NV-nanostructure system. In particular, we analyze the
protocol with respect to the three investigated excitation
regimes that represent the different laser control regimes in
entanglement generation, namely, (1) resonant excitation,
(2) higher energetic laser irradiation for initialization, and
(3) dark diffusion.

We determine resonant sz-pulse parameters for the
investigated NV of a duration of 2 ns and a peak power
of 3 pW, which is technically easy to achieve (see
Appendix D for further details). From the spectral diffusion
power-law fit [Fig. 3(c)], we extract a spectral diffusion rate
of 640 MHz/s during excitation pulses and use this value
as an input parameter in a simple stochastic model of the
spectral diffusion process to evaluate the coherence of the
emitted photons (Appendix E). We assume that the inho-
mogeneous linewidth oy, is bounded by the diffusion law
o « I'sprv/2, where I'gpy is the spectral diffusion rate and
t the evolution time. Based on this diffusion law, we derive

the number of entanglement attempts, i.e., 7-pulse excita-
tions, that can be applied until the line is broadened by a
certain amount. For example, an inhomogeneous broad-
ening of 1% is a relevant regime as it still enables a Hong-
Ou-Mandel visibility of around 90% and an entanglement
fidelity for creating a photonic Bell state with an optical
circuit of up to 87%, which we extract from Ref. [44].
Independent of the type of nanostructure, the NV’s
spectral properties are assumed to be similar as presented
in this work when the NV is located with at least a 125 nm
distance to the surface. Considering an optical nanocavity,
Purcell enhancement leads to a lifetime reduction and,
consequently, to a broadening of the homogeneous line-
width [19]. According to our stochastic model, for a fixed
spectral diffusion rate, a broadening of the homogeneous
linewidth allows for more entanglement attempts that
can be applied while optical coherence is maintained
[Fig. 5(b)]. Assuming a threefold broadening of the natural
linewidth, we expect to make 222 entanglement attempts
until the total linewidth is broadened by 1%. Based on this
result, we propose a control protocol for NVs in different
types of nanostructures, taking into account the average
time it takes for steady spectral realignment as well
as system preparation after reinitialization based on PLE
scans and Stark tuning [45] [Fig. 5(a), Appendix E].
Entanglement attempt rates ranging from 4 kHz up to
370 kHz can be achieved, considering the present system
with a Purcell factor set to one and other types of
nanostructures that provide larger Purcell enhancement
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FIG. 5. Towards entanglement generation. (a) Entanglement protocol consisting of periods of system preparation (red) and
entanglement generation (blue), with different periods assigned to the three excitation regimes discussed in this work. Here, we assume a
threefold Purcell enhancement of the ZPL emission, and the protocol is bounded to the condition that only entanglement attempts
(including optical spin-repump pulses) can be applied until the inhomogeneous linewidth is broadened by 1%. Then, a spectral
stabilization protocol needs to be applied to tune the resonance back to the target frequency (5 ms). When the NV ionizes, the system is
initialized by applying a green laser pulse. The protocol sequence for NV preparation involves charge-state initialization as well as
spectral realignment. Inset: illustration of entanglement generation of two distant NV spin qubits embedded in nanostructures by
applying coherent laser pulses (red) and microwave pulses (wavy line). (b) Entanglement attempts (number of z pulses) that can be
applied until the total linewidth broadens by p percent due to spectral diffusion at a rate of 640 MHz/s as a function of Purcell
enhancement, which can be engineered in different types of nanostructures. The estimated natural linewidth of y, = 14.2 +£ 2.0 MHz
considered in the model is increased by the corresponding Purcell factor. We model the inhomogeneous broadening of the linewidth with
a Wiener process. Here, an inhomogeneous linewidth broadening of 100% corresponds to a broadening of twice the homogeneous
linewidth. (c) Entanglement attempt rate using the protocol depicted in panel (a) as a function of the Purcell factor. For large Purcell
factors, the entanglement attempt rate approaches a value of 370 kHz, which is given by the z-pulse separation of 2 ps, the estimated
ionization time, and the initialization time.

[Fig. 5(c)]. Here, the maximum entanglement rate is limited
by the entanglement attempt duration of 2 ps adapted
from Ref. [11] and system preparation time after ionization,
which could both be technically improved.

Besides reducing the sensitivity to spectral diffusion,
resonant nanostructures can significantly increase the
successful entanglement delivery rate by optimized fiber
coupling. In previous work, a coupling of 54% of NV

enable appropriate entanglement delivery rates up to
hundreds of kHz.

VIII. CONCLUSION

In this article, we demonstrated spectrally stable NVs
in diamond nanostructures enabled by a combination of
methods ranging from selection of material properties and

emission into a cavity mode was demonstrated, together
with a 2.7-fold Purcell enhancement [19]. It was also
shown that diamond cavity photons can be fiber coupled
and detected with an overall system efficiency of 85% [46].
Combining these achievements, we expect that, for a
cavity-coupled NV, 46% of all photons are emitted into
the ZPL and fiber coupled for entanglement generation.
An enhancement in ZPL emission and photon collection
efficiency by more than 2 orders of magnitude would

suitable fabrication recipes to specific control schemes. The
choice of a substrate providing natural NVs and the careful
adaption of established fabrication methods facilitate
reduced structural damage. In addition, the high density
of 1 ppm of substitutional N possibly introduces a screen-
ing volume between the NV and the bulk, as well as surface
charge traps when only a low-energy resonant laser is
applied. However, additional systematic investigations are
required to quantify the influence of the N density on
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spectral diffusion rates and to fully reveal the mechanisms
that lead to the observed, reduced diffusion in nanostruc-
tures. Under high-energy green laser irradiation, the sub-
stitutional N, however, is ionized, leading to strong charge
dynamics inducing fast spectral diffusion. We therefore
implemented sample-specific control sequences, i.e., maxi-
mizing sequences of weak resonant excitation and reducing
high-energy initialization pulses. Increasing resonant con-
trol sequences is enabled by sample-specific properties,
such as long ionization times. Not applying high-energy
reinitialization pulses and possible screening of surface
charge dynamics significantly reduces charge noise com-
pared to previous works of NVs in nanostructures. Finally,
a narrow inhomogeneous linewidth of the NV ZPL over
minutes was demonstrated.

The overall spectral stability was confirmed by recording
a large number of trajectories, ensuring statistical signifi-
cance of our findings. While one defect was investigated in
detail, we identified seven other color centers with narrow
single-scan linewidths. We performed a systematic char-
acterization of the spectral diffusion of the NV ZPL
resonance under different excitation regimes and inves-
tigated the contribution of bulk and surface defects by
complementing the experimental results with a nanoscopic
model. We suppose that our methods are applicable to any
other nanostructure with natural NVs located about 125 nm
from the surface. Therefore, a proposal of distributed
NV-NV entanglement generation is presented, which can,
taking advantage of increased photon collection efficien-
cies and Purcell enhancement in nanocavities, prospec-
tively yield increased entanglement rates up to hundreds of
kHz. In conclusion, we demonstrated a device based on a
nanostructure-coupled NV with optical properties suitable
for quantum coherent control protocols.

The data that support the findings of this study are
available from the corresponding author upon reasonable
request. The most relevant code for data analysis and
simulations can be freely accessed at [47].
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APPENDIX A: SAMPLE PREPARATION

The nanostructures were fabricated on a commercially
available (100)-oriented single-crystalline diamond sub-
strate, grown by chemical vapor deposition [34]. The
sample surface was initially cleaned in a boiling tri-acid
solution (1:1:1 of H,SO,: HNO;: HCIO,) [48] and
subsequently etched in Cl,- and O,-based plasmas in order
to remove any organic contaminants and structural defects
[49]. The fabrication process of the nanopillars is sche-
matically outlined in Fig. 6 and similar to those presented in
previous works [35]. After the deposition of a 200 nm-thick
layer of SizN, in an inductively coupled-plasma (ICP)
enhanced CVD system, the sample is spin coated with
300 nm of electro-sensitive resist (ZEP520A) and patterned
by e-beam lithography. After development, the pattern is
transferred into the Siz;Ny layer by a reactive ion etching
process in a CFs-based plasma (10 sccm, rfpower =
100 W, P =1 Pa) and subsequently etched into the dia-
mond during an ICP process (O,, 80 sccm, ICP power =
750 W, rf power = 200 W, P = 0.3 Pa). We use pure O,
plasma and not a mixture of O, and Ar as some groups
report, which may have resulted in a reduced level of
damage on the exposed diamond surface. Ar is mainly used
to enhance the sputtering effect during the plasma process,
usually to improve etch rate and verticality. This process,
however, is quite “physical”” and energetic, as it is based on
the fact that the Ar particles in the plasma are accelerated
towards the exposed surfaces of the diamond and remove
the material by sputtering away the C atoms. The sample is
finally cleaned in a buffered-HF solution, which completely
dissolves the SisN, layer and thus exposes the diamond
surface.

A scanning electron microscopy (SEM) image of a
section of the nanopillar array is shown in Fig. 1(a). The
nanopillars investigated in this work have a diameter of
approximately 250 nm and a height of 1.6 pm, as estimated
from SEM images.

We investigated two sample regions containing 180
nanopillars. Of these, about 10% contained at least a single
NV, i.e., appeared bright in PL scans. In 44% of these
nanopillars, we were able to measure a PLE signal. No
effort was put into understanding why PLE measurements
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FIG. 6. Fabrication steps. Dry-etching fabrication process of diamond nanostructures.

were not successful in the remaining 56%, but it could be
due to fast ionization rates or long T1 times after spin
mixing, as no repump signal was applied.

APPENDIX B: EXPERIMENTAL DETAILS
1. Setup

The nanostructures are investigated in a home-built
confocal microscopy setup at cryogenic temperatures at
about 3.8 K by using a closed-cycle helium cryostat
(AttoDRY800). The signal photons are collected by using
an objective with a numerical aperture of 0.82 and coupling
the signal into a single-mode fiber. For resonant excitation,
a tunable diode laser (New Focus Velocity TLB-6704) is
used, which is scanned by applying an external piezo
voltage. Energy-dependent measurements are performed
by applying a SuperK FIANIUM FIU-15 laser system with
a bandwidth of 10 nm and a repetition rate of 78 MHz. For
the wavelength readout, a wavelength meter (HighFinesse
WS/7) at an integration time of 2 ms is used. Single
photons are detected by two avalanche photodiodes of the
series SPCM-AQRH by Excelitas Technologies. For con-
trolling and synchronizing all devices involved in the
experiment, a control software based on QuDi [50]—a
modular laboratory experiment management suite—is
used. All devices were interfaced with the PYTHON-based
software suite, and already-existing modules were adapted
for our purposes. As a hardware interface, the USB-6343
Multifunction I/O Device from National Instruments is
used. In this work, no microwave driving or optical spin-
state manipulation such as resonant excitation of the
mg = =£1 transitions is applied.

In PLE scans, we recorded single-scan linewidths while
the laser was scanned back and forth. The duration of a
single scan is given by the scan speed and scan range,
which was, in most experiments, about 6 GHz. Between a
back and forth scan, there is a break of approximately
150 ms. To limit an error due to laser piezo hysteresis, we
only considered data that were recorded when the laser was

scanned in one direction for analysis of the inhomogeneous
linewidth. In this work, the laser frequency scan speed
ranged from as low as 13 MHz/s up to 50 GHz/s depend-
ing on the purpose of the measurement. A high scan speed,
for example, is beneficial for finding bright and stable NVs.
However, we noticed that, for our sample, the optimal scan
speed for detailed linewidth characterization was 6 GHz/s.
Too-fast scan speeds can lead to undersampling of indi-
vidual PLE scans, and in this case, reliable results cannot be
extracted by using standard methods such as inverse-
variance weighting.

In all measurements, except the data presented in
Fig. 1(e), the NV was only initialized by a green repump
pulse, when it was ionized after performing many individ-
ual PLE scans.

2. Shutter experiment

The laser was switched on and off by using a mechanical
shutter while PLE scans were performed continuously.
Since even weak laser irradiation during the PLE scans (a
few hundred ms) induces spectral diffusion, we argued that
for a m-pulsed single-shot excitation on the nanosecond
timescale, spectral diffusion would be much more sup-
pressed, if not fully absent.

3. Two cooldowns

The experiments were performed on a timescale of
12 weeks in total. After ten weeks, we warmed up the
system to room temperature and subsequently cooled it
down again to continue measurements for another two
weeks. We were able to find exactly the same defect
NV3 that we used for detailed investigations discussed in
the main text. In the first cooldown, we recorded the data
presented in Figs. 1(b)-1(e) (red and NV3), 2, 3(a) and 3(c),
as well as the shutter experiment shown in Fig. 4. In the
second run, the data presented in Figs. 3(b) and 1(e) (blue)
were recorded. By comparing the excitation power-
dependent spectral diffusion rate and single scan linewidth
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at resonant excitation power, the preservation of the overall
good optical properties could be confirmed. However,
for two-color excitation schemes with additional green laser
light, we notice a significant difference in the spectral
diffusion rate. As discussed in the main text, we assume
that after a long time at cryogenic temperatures, a layer of ice
builds up on the surface, as was also already suggested in
previous works. Warming and again cooling down the
system led to a release of the nonubiquitous surface defects.
Although possible, we assume that a change of the defect
configuration inside the pillar is unlikely.

APPENDIX C: DATA ANALYSIS

The raw PLE data are binned to a resolution of 4 MHz.
To ensure that only PLE scans providing sufficient signal
photons are taken into account in the analysis, we only
consider scans where at least one bin contains at least three
photons.

The single-scan line profile is described by a Voigt
profile that is the convolution of a Gaussian and a
Lorentzian distribution function. We use a least-squares
minimization algorithm for fitting, in the implementation
provided by the Imfit PYTHON package [51]. The Voigt
distribution function is modeled by

(A u,0.7) :%\/v%z)]’ (C1)
where
_x—ptiy
7= Tor (C2)
and
w(z) = e erfe(—iz). (C3)

Here, A is the amplitude, o corresponds to the characteristic
width, and yu is the center. The FWHM is approximated
by 3.60136. The characteristic single-scan linewidth of a
data set is determined by the inverse-variance weighted
average [52], if the Monte Carlo method for fast scan
speeds is not used (see below). The spectral diffusion rate is
obtained by calculating the difference between extracted
resonance center frequencies of consecutive line scans,
computing the inverse-variance weighted average, and
dividing it by the time between scans.

1. Error estimation and data processing

The relative measurement uncertainties due to slight
alignment inaccuracies is 5% for the single-scan linewidth
(FWHM) and 11% for the spectral diffusion rate. These
values are estimated by comparing similar measurements
that were performed on different days. Since the wave

meter is read out only at the beginning and end of each
scan, nonlinearities due to piezo hysteresis are unaccounted
for. By comparison with continuous readout, we can
quantify its contribution to the relative error budget to
be 6%. The finite precision of the wave meter contributes
2%. Both error sources are intrinsically reflected in the
overall relative measurement uncertainty.

2. Monte Carlo linewidth simulation

Fast spectral scans, for example at scan speeds of
50 GHz/s, make it difficult to determine the homogeneous
linewidth of an emitter because only a few photons are
collected in a single scan. Our statistical analysis shows that
fitting single-line scans with a Voigt profile, which involve
fewer than 20 photons, will skew the main occurrence of
linewidths towards unphysically narrow lines. To amelio-
rate this problem, we elect to use a Monte Carlo simulation
of the line scan and fitting procedure, allowing us to better
determine the homogeneous linewidth of spectrally unsta-
ble emitters. A single iteration of the simulation contains
the following steps: A number of detection events are
drawn from a Poisson distribution with a fixed mean. The
events are scattered along a fixed frequency interval,
weighted by a Cauchy distribution with a fixed width y.
The resulting spectrum is then fitted with a Voigt profile,
and the resulting FWHM and fitting error is recorded. This
is repeated for at least as many iterations as there are line
scans in the experiment. We reject lines, if no frequency bin
(4 MHz width) with at least three photon counts is present.
Crucially, the Monte Carlo simulation allows for a change
in the mean number of photon detection events (V) and the
linewidth of the Cauchy distribution. The linewidth sta-
tistics of the Monte Carlo simulation can then be used to
determine both parameters, linewidth and average photon
number, by comparing them with the experimental data.
As in Ref. [53], we use a y? test to determine a best estimate
of the parameters:

N [0; = Ei(y.N)]?
S(y’N):;[ Ei<y,(zyV) =

(C4)

where O; are the occurrences of the observed linewidths in
a spectral bin labeled by i and E;(y, N) are occurrences of
the simulated linewidths in the same spectral bin. By
minimizing S(y, N), we can determine the y and N that
best fit the observed data. Even though the simulations
qualitatively reproduce a large occurrence of unphysically
narrow lines, they still do not match the observed data
perfectly. Smaller linewidths y < 15 MHz are therefore
counted in a single bin. The binning for larger linewidths
has to be adjusted according to both the observed and
simulated data because frequency bins with fewer than 5
counts on average will make the fitting procedure more
unreliable. The details of the procedure can be found in
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Ref. [53]. The 99% confidence interval for y can be found

by determining the y and N for which
S(]/,N) S‘S‘(}/mlnﬁj\]mm)_"gzl (CS)

The results for a range of pillars for 50 GHz/s scan speeds

and an excitation power of 19 nW can be seen in Fig. 1(e)
and for a scan speed of 6 GHz/s in Figs. 1(c) and 1(d).

3. Saturation power and power broadening

The saturation power of a two-level system is a char-
acteristic parameter that, for example, will be used later to
determine z-pulse parameters. We examine two methods to
extract the saturation power of NV3. First, in an excitation
power-dependent PLE measurement, the mean peak count
rate is evaluated [Fig. 7, same data set as used for Fig. 1(d)].
The detected intensity / can be described as a function of
the incident laser power P,

P
I:Isati’ (C6)
P+Psat

where P, is the saturation power and I, is the corre-
sponding count rate. Before the fit is performed, we
subtract the background from the signal data. From the
saturation curve fit, we determine a saturation power
of Py =(5.1+1.4) nW and a saturation intensity of
I = (30 £ 3) kets/s.

Second, we investigate the broadening of the ZPL
linewidth as a function of the PLE laser power. In an ideal
two-level system—for example, an isolated atom—the
absorption linewidth broadens with excitation power [54],

P

r=voy/1+ (C7)
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Here, y corresponds to the broadened linewidth and y, to
the natural linewidth at zero laser power. The expression in
Eq. (C7) is used for fitting the data presented in Fig. 1(d).
From the power-broadening fit, we obtain a saturation
power Py = (5.0 +2.5) nW and a natural linewidth of
Yo = (14.2 £ 2.0) MHz at zero laser power. The values we
obtain for the saturation powers by applying the two
different methods are in very good agreement with each
other. While the obtained value for the natural linewidth
indicates a Purcell enhancement in comparison to the
expected bulk value of 12 MHz, in previous work, for
comparable nanostructures, a NV lifetime of (14.6 £+ 1.9)
ns was observed, leading to a natural linewidth ranging
from 9.6 to 12.5 MHz [35]. However, even though the
compared structures are not identical and the position of the
NVs within the nanopillars is not known, the natural
linewidths are overlapping within the given uncertainties.

To prove that the linewidths obtained from single-line
scans are predominantly homogeneously broadened and
the description of the broadening with Eq. (C7) is valid, we
evaluate the spectral diffusion rate. Considering a scan
speed of 5.88 GHz/s and an average single scan linewidth
of 29 MHz at 19 nW excitation power [compare with
Fig. 1(d)] leads to an average time of 4.9 ms where the
excitation laser is on resonance. The corresponding spectral
diffusion rate is 49 MHz/s. Finally, during the time of
4.9 ms that we probe the resonance with the excitation laser,
the induced spectral diffusion is estimated to be 0.24 MHz,
approximately 1% of the recorded average linewidth, and
thus negligible.

APPENDIX D: TOWARDS ENTANGLEMENT
GENERATION

In previous works, NVs in solid-immersion lenses were

used for demonstrating remote entanglement based on
resonant single-shot excitation of the ZPL transitions
(b) &
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Saturation measurement. (a) Mean peak count rate as a function of the resonant excitation power (scan speed 6 GHz/s)

extracted from the excitation power-dependent PLE measurements. The error bars are given by the standard deviations. The fit function
is from Eq. (C6). The background at the corresponding excitation power was already subtracted. (b) Background count rate increasing
linearly with excitation power. The intercept at zero excitation power is at 128 cts/s.
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through 7 pulses [10,11]. There, in optimized pro-
tocols, an entanglement attempt duration of 5.5 ps is
demonstrated, corresponding to a rate of 182 kHz,
whereas a duration of less than 2 ps (>500 kHz) is
proposed for minor modifications of the classical exper-
imental control protocol. As a final result, a rate of 10 Hz
for successful deterministic entanglement delivery was
achieved. Regarding successful entanglement genera-
tion using NVs in nanostructures, we propose that for
optimized protocols and system efficiencies, the lower
spectral stability in comparison to N'Vs in solid-immersion
lenses can be compensated. For NVs coupled to
nanostructures—for example, optical nanocavities—we
expect higher emission into the ZPL and increased photon
collection efficiencies, resulting in an overall increased
rate of entanglement generation by orders of magnitude.

In the main text, we derive an entanglement protocol and
a figure of merit for entanglement generation in diamond
nanostructures, taking our findings on spectral diffusion
dynamics into account. From experimental results, central
quantities such as z-pulse parameters and ionization time
are estimated.

1. n-pulse parameters

From the steady-state solution of the optical Bloch
equations, we derive

2
p_w o1
sat 70

Here, Q is the Rabi frequency of the two-level system. We
determine the power needed to perform a z-pulse rotation,
an electric field pulse driving the ZPL transition with
QT, = n, depending on the emitter lifetime 7, the pulse
duration T,, and the saturation power Pg,:

2
7
Pﬂ:2<ﬂ'T—ﬂ> Psat'

For the investigated NV from the homogeneous linewidth,
we estimate a lifetime of 7; = 11.2 ns and use the saturation
power of P = 5.0 nW as parameters for a rectangular 7
pulse with 7, = 2 ns pulse duration and a corresponding
power of P, = 3.1 pW.

(D2)

2. Spin-repump pulses

In previous work, additional optical spin-repump pulses
were applied before every entanglement attempt [10,11].
In the presented sample, there is no clear evidence for a
significant impact of spin mixing. When spin mixing
occurs with high probability, dark states induce strong
intensity fluctuations and adversely affect the PLE scans.
The assumption that possibly very short T1 times may lead
to a quick spin-repumping is unlikely, considering that

Hahn echo measurements in a similar optical grade sub-
strate show T2 times larger than 250 ps, which is in
agreement with results demonstrated in Ref. [55].
Another possible interpretation could be that although
we observe “permanently” bright lines, relatively fast
ionization and reinitialization lead to compensation of
spin-pumping-induced spin mixing under laser irradiation.
Beyond the data shown in this work, time-resolved PLE
data were investigated for specific on- and off-switching
behavior. Despite sweeping the bin size from very short
(revealing single-photon detection events) to timescales
that would be visible in the PLE scans themselves, we were
not able to identify these two regimes.

However, since the absence of spin mixing or benefits
from unknown repumping mechanisms cannot be ruled out,
spin-repump pulses are added to the entanglement gen-
eration protocol before every entanglement attempt.
According to Humphreys et al. [11], we apply resonant
repump pulses for the NV in a nanostructure equivalent to a
power of 200 nW and a duration of 1.5 ps applied to NVs in
bulk. In nanostructures with dimensions similar to the
presented nanopillars and transferable to waveguide pho-
tonic crystal cavities, a field enhancement by a factor of
about 15 is expected [35]. Therefore, we choose as spin-
repump pulse parameters a power of 20 nW and a duration
of 1 ps. The optical reset addresses both the ms = +1
and —1 transitions. The spectral diffusion rate at 20 nW
excitation, extracted from the fit presented in Fig. 3(c),
is 55 MHz/s.

In Fig. 8, we show the performance of the protocol
proposal with and without spin-repump pulses applied.
Analogous to Fig. 5, we calculate the number of entangle-
ment attempts that can be applied while spectral stability is
maintained.

3. Ionization time

To get a rough estimate of the ionization time, we use
the experimental data extracted from PLE measurements,
presented in Fig. 2(c). Here, the NV ZPL transition is only
driven when the laser is on resonance. However, most of the
time during the PLE scans, the laser is off resonant. The
duty cycle at which the ZPL transition is excited is about
0.2%. When z pulses of a duration of 2 ns and a power of
3.1 pW are applied at a repetition rate of 500 kHz, the
resulting average excitation power is 3.1 nW. By multi-
plying the experimentally determined ionization time
LonpLg = 272.7 s [Fig. 2(c)] at an excitation power of
3.1 nW with a duty cycle of 0.2%, a cw ionization time of
Lonew = 945.4 ms results.

As a next step, we take additional spin-repump pulses
into account. The ionization time is averaged over the
whole entanglement generation sequence as labeled in
Fig. 5(a). Here, the total ionization time depends on the
inhomogeneous broadening criterion since, in the pulse
sequence (including additional repump pulses) and spectral
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Modified version of Fig. 5. We add to the proposal of entanglement generation (solid lines) the results of a modified protocol

without considering resonant optical spin-repump pulses at 637 nm (20 nW, 1 ps) before every entanglement attempt (dashed lines).

realignment sequence (2 nW), different cw powers are
applied. For example, for an inhomogeneous broadening
criterion of 1% during entanglement attempts and sub-
sequent performance of spectral realignment, the ionization
time results in 558 ms.

APPENDIX E: ENTANGLEMENT PROTOCOL

We derive a quantitative estimate of the number of
entanglement attempts (z-pulse excitations) given a certain
spectral diffusion rate that can be applied until the linewidth
is broadened by a certain amount. We base our estimates
on the Wiener process, which provides an upper bound
estimation for the inhomogeneous linewidth broadening
and thus a lower bound on the number of attempts. The
time-dependent FWHM of a Voigt profile, which broadens
in time due to a random walk of the frequency, is given by

fv(t) = aoy + 4 bop + oy (1)*,

where we used the approximation of the FWHM of a Voigt
profile found in Ref. [56]. Note that oy, is the homo-
geneous linewidth, and the inhomogeneous contribution is
linked to the spectral diffusion rate by

Gih(t) = FSDR\/ A 11’1(2)Tt,

where 7 is the time step for which I'gpr was determined and
t is the time that has elapsed. The two constants are
a = 0.5346, b = 0.2166. We can calculate the time it takes
to broaden the line by p percent of its original value

[fv(t,) = (1 + p)oyl:

(ED)

(E2)

_(+p-a)i-b,

_Lrpmar=o E3
P T 4zin(2)2per P (E3)

The time ¢, is determined by the spectral diffusion rate
corresponding to the z-pulse power and the homogeneous

linewidth of the emitter. We assume that between the #
pulses, i.e., during darkness, spectral diffusion is not
present. Hence, in a protocol based on single-shot excita-
tion through z pulses with pulse duration 7', the number of
entanglement attempts during the time ¢, , is given by

t

_‘'prm

n
p.r
T

(E4)

In a similar way, we calculate the broadening contribution
from spin-repump pulses (Appendix D) before every
entanglement attempt. Taking both contributions from z
pulses and spin-repump pulses with different spectral
diffusion rates and pulse durations into account, the number
of entanglement attempts is given by
n, = f Ny r + (1 - f) * N p spin—repump- (ES)
The weighting factor f is determined by the condition for
an equal number of 7 pulses and spin-repump pulses,
f Npx = (1 - f) * 1 spin—repump- (E6)
The entanglement protocol consists of three parts, namely,
NV initialization (charge-state preparation and spectral
tuning), entanglement generation, and spectral realignment.
Entanglement generation is achieved by applying resonant
7 pulses with interpulse delays of 2 ps (repetition rate of
500 kHz) to the system. During a heralded single-photon
entanglement generation attempt, the spin state is prepared
optically; a microwave pulse is used to create the super-
position state; and finally, a resonant readout z pulse
generates spin-photon entanglement followed by an addi-
tional microwave 7 pulse [11]. After the estimated time
during which an inhomogeneous linewidth broadening of p
percent is induced, a spectral realignment is performed.
Here, the resonance is scanned in the vicinity (10 MHz)
of the target resonance frequency. The PLE scan is
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performed at a scan speed of 6 GHz/s, resulting in a scan
time of about 3.3 ms. Fitting the data and extracting the
resonance center frequency would take less than 0.7 ms.
Taking time for data processing and Stark tuning into
account, we estimate a spectral realignment time of
Ispeccrl = 5 ms when no large spectral jumps occur. The
number of entanglement attempts per ionization time (see
Appendix D), where entanglement generation schemes and
spectral realignment protocols are applied alternately, is
calculated by

fion
Rion = Npp———. E7
o P tp + [SpeCCtrl ( )
Here, ¢, corresponds to the entanglement attempt number
n, , multiplied by the z pulse separation time of 2 ps.
When the NV ionizes, it would be reinitialized by a 5 ps
green repump pulse and tuned again into resonance
(tinit = 60 ms). The high-energy initialization pulse likely
causes a large spectral jump of the ZPL resonance within the
inhomogeneous linewidth of 5 GHz. To localize the ZPL
resonance after the initialization pulse, a PLE scan at a scan
speed of 50 GHz/s is performed. On average, it takes 50 ms
for the tunable laser to reach the resonance and induce an
increase in count rate that will be detected. When the photon
number passes a threshold significantly exceeding the dark
count rate, the scan is stopped; the resonance would be
localized and a dc voltage applied for tuning the ZPL
resonance to the target frequency. For spectral fine-tuning,
again, the spectral realignment scheme with PLE scans in the
vicinity of the ZPL resonance frequency would be applied.
The final entanglement attempt rate is determined by
normalizing the number of entanglement attempts during
the ionization time by the total protocol duration

Tenag = — E8
EntAtt tion + tinit ( )
For increasing Purcell factors, a saturation of the entangle-
ment attempt rate towards 370 kHz can be observed. The
upper limit of the entanglement attempt rate is given by the
repetition rate of 500 kHz as well as the ratio of entangle-
ment generation time and system preparation time. Here, the
shown entanglement attempt rate is not limited by physical
laws but by technical issues that can be improved. For more
details on the estimation of z-pulse parameters and the
ionization time, the reader is referred to Appendix D.

APPENDIX F: STOCHASTIC DIFFUSION MODEL

We describe the spectral diffusion of the ZPL by a
Wiener process, which can be modeled by the stochastic
differential equation

o(t+1) = w(t) + 6Z+\/7, (F1)

where Z is a normally distributed random variable (white
noise) p(Z) =N(0,1) with mean u =0 and variance

o, = 1. The fixed time step 7 corresponds to the time
between repeated line scans in our experiments. We use this
model for studying the time-dependent broadening of the
spectral line as shown in Fig. 2(b). For the data sets that we
studied, we did not find saturation of the inhomogeneous
linewidth. Had the line stopped broadening, we would have
done a more extensive analysis with the more appropriate
Ornstein-Uhlenbeck process. The results that we obtained
with the Ornstein-Uhlenbeck process (not shown) did not
show better agreement with the experimental data.

The spectral diffusion rate we investigated in our experi-
ments is given by

P = (2022000 _ol2)

[2
I'spr = 0/ —. (F3)
nT

We observe that the spectral diffusion rate scales like a
square-root power law with respect to the intensity. We can
thus connect the spectral diffusion rate to an intensity by
assuming

which evaluates to

o = /nlw;, 1), (F4)

where 7n(w;,7) is some proportionality constant that
depends on the excitation frequency w; and the time step
7. Note that / is the intensity of the excitation light. We thus
find, for the spectral diffusion rate,

2In(wy, 7)

T = =7 F
SDR o (F5)

From Eq. (F2), it follows that I'gpg is the average of the
absolute value of the random variable,

which, by definition of the Wiener process (F1), is normally
distributed:

P(Zig) = N(0.6/ ). (F)
When we compare the simulation and the experimentally
measured distributions of Zgpgr, we find very good quali-
tative agreement (see, for example, Fig. 9). In Fig. 2(b), the
results of using the Wiener process to find the inhomoge-
neously broadened linewidth can be seen. The goal is
to find a distribution of inhomogeneous linewidths for
14 trajectories so that we can compare the simulated
diffusion with the experimental results. For that purpose,
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FIG. 9. Spectral diffusion rate distribution. Probability distribu-
tion of I'spgr for red and green excitation light at 5 nW. The
distribution agrees well with the theoretical prediction (red) derived
from the Wiener process at 77(w;, 7) = 3.41 x 10?*/Joule/s” for a
spectral diffusion rate of 75.35 MHz/s at 5 nW and 7 = 2.3s,
which was used for modeling the diffusion process.

we numerically generate a large set of trajectories using
Eq. (F1) with a spectral diffusion rate of ['spg = 41 MHz/s
and a time step of 0.8 s. The set of trajectories is then
divided into smaller sets of 14 lines. We use the following
method to determine the distribution of inhomogeneous
linewidths: At a given time step, the frequencies of 14
trajectories are taken as the center frequencies of 14
Lorentzians with a width of 60 MHz. This spectrum is
then fitted with a Voigt profile, whose FWHM determines
the inhomogeneous linewidth. We repeat this for all
trajectory subsets and record their respective FWHMs.
For each time step, we can then calculate the mean and the
variance as shown in Fig. 2(b).

For smaller times, the selected trajectories do not fall
within 1 standard deviation of the simulated linewidths.
This can either be attributed to the postselection or
subdiffusive behavior. For larger times, the mean of the
simulated trajectories deviates significantly from the
square-root behavior expected from a diffusion process.
This can be attributed to using only very few spectral lines,
which leads to large fluctuations in the fitting procedure.

We also use an Ornstein-Uhlenbeck process to model the
diffusion of the spectral line. We did not find good
qualitative agreement between the Ornstein-Uhlenbeck
process and the broadening of the spectral line for various
drift parameters. As discussed previously, the recorded
trajectories did not have enough time to drift and thus to
reproduce saturation of the inhomogeneous linewidth.

APPENDIX G: MONTE CARLO SIMULATION OF
FLUCTUATING ELECTRIC FIELD

In this section, we detail our analysis of the contribution
of a fluctuating charge environment to the inhomogene-
ously broadened ZPL of the NV center. The NV’s ZPL is

sensitive to local electric fields due to the lack of inversion
symmetry. A fluctuating charge environment produces a
fluctuating local electric field at the position of the NV,
which, in turn, Stark shifts the position of the emission line.
The accumulation of these shifts over time results in an
inhomogeneously broadened spectral line. We investigated
both the temporal change and the overall broadening in our
experiments. The goal of this section is to make quantitative
and qualitative estimates for the amount of broadening that
is caused by a fixed number of charges in the NV’s
environment. Because we were able to observe trajectories
of almost lifetime-limited spectral lines, we conclude that
changes in the charge environment take place on timescales
that are longer than the duration of individual line scans.
We thus argue that a Monte Carlo simulation, in which
we record the individual line shifts caused by randomly
distributing a fixed number of charges in the NV’s
environment, is an adequate method to determine the line
broadening produced by charge noise.

To tailor the Monte Carlo simulation as best as possible
to the experimental conditions, we have to find the local
electric field of a quasistatic charge distribution in a
diamond nanopillar and determine the magnitude of the
Stark shift. The tasks of finding the local field and its effect
on the NV can be separated: In the following sections we
present an expression for the electric field produced by the
point charges inside a dielectric cylinder and a microscopic
model of the interaction of a static field with the NV center.
We then describe the details and the results of the
Monte Carlo simulation. Charge screening is not system-
atically included in our simulations. However, screening
charges would significantly dampen the electric field on
length scales of the screening length and thus decrease the
magnitude of field fluctuations at the location of the NV.
This effect would lead to an overestimation of the SDR if
the number of charges is kept fixed. When using the
Thomas-Fermi model of screening, we find a screening
length of a few nanometers, which would eliminate most
of the SD. This means that a more involved model of
screening is needed, which, given the excitation scheme,
accurately predicts the trapped charge density and the
delocalized charge density. The delocalized charges will
then produce the screening effect. Such a model is beyond
the scope of this paper, but it would be highly valuable.
It would clarify how screening could be used to mitigate
SD because screening reduces the impact of fluctuating
charges on the NV’s ZPL resonance.

1. Electric field of a charge in a dielectric cylinder

The goal of this section is to present closed expressions for
the electric field produced by a group of point charges in a
diamond nanopillar. This will allow us to efficiently deter-
mine the local electric field at the position of the N'V. For this
purpose, we approximate the nanopillar as a dielectric
cylinder that has infinite length. This approximation will
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hold as long as the Stark shifts that are produced by surface
charges on the tip of the cylinder are smaller than the natural
linewidth. The extension of the pillar into an infinite cylinder
allows us to use the results of Ref. [57], where the
|

oo 1
#) = [T ceosk(z =) x [3 ko Kolkp-
4r-epe, Jo 2
q0(k)Ko(kRy)
_ 0WR0KR) 4 Y1k
210<kR0) 0( /0< 0 ,0>

where ¢ is the charge, /,, and K, are the modified Bessel
functions, R is the pillar’s radius, p_ and p., are the smaller
and bigger radii when comparing the observation point r
and the source point r’

1-¢€"/¢

R 2

qm

where €” (¢') is the relative permittivity inside (outside) the
pillar, and

= . G3
I Kﬁn(kRO)Im(kRO) ( )
|
/ /N
¢lr.r) = An’eye,

__a 1
 dzege, v -1

qu

electrostatic potential of a point charge in a cylindrical
dielectric was calculated. According to Ref. [57], the
potential of a point charge (in cylindrical coordinates) in
a dielectric cylinder is

)+ S (ko YKo (k) coslm(h — &)
W (kRo)

Malt x1m<kp<>1m<kp>>cos[m<¢—¢/>]} (G1)

|
The electric field is given by the gradient of the potential:

E(r,r') = -V¢(r,r') (G4)

~(p0,pte) 4L 00,000.0) 420,005 ).
(@)

For the Monte Carlo simulation, we assume that the NV is
located on the symmetry axis of the cylinder. We can
therefore place the coordinate origin at the location of the
NV. The first two terms of the integrand in Eq. (G1) do not
converge quickly. Fortunately, they can be evaluated [57] as
the “direct” field of a charge, which is given by the potential

[se]

% 1
q/o kcos[k(z — 2')] [210 kp)Ko(kp=) > 1u(kp ) K, (kps.) cos[m(¢p — ¢')]

=1

(Go)

If the observation point (r) lies on the cylinder’s axis, the derivation with respect to ¢ vanishes. The electric field at the

origin thus becomes

= q
E0,r)=-——
(0.r) 4n’eye,

where z and p are unit vectors in the z and p directions
so that

E0.v) = -V¢/'(r.,v)|,_o - E(0.1). (G8)

The second term in the above equation can be interpreted as
the effect of the surface polarization charge. For a group of
charges, the field generated by multiple charges at the
origin is given by

(G9)

E=>E(@.r,

(20, +pd,) Aw kcos[k(z — 7')]

qo(k)Ko(kRy)

Ly(kp)Io(k —0°
210(kR0) 0( p<) 0( p>)‘r—0

(G7)

where r, is the position of the nth charge. The integral in
Eq. (G7) is calculated numerically.

2. Interaction of NV with electric field

According to Ref. [58], the coupling of the electric field
to the excited states is given by

Hg=g(b+d)E,+ gaM(E), (G10)

where
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0 0 E,-Eyo,
M(E) = 0 E.o. + Ejo, 0
E,-Eo, 0 0
(G11)

Note that E = (E,, E,, E,), o; are the Pauli matrices, and 0
is a two-by-two matrix with all entries equal to zero.
Equation (G10) is stated in the basis {AI,AQ,EX,Ey,
E,,E,}. We label the E,, E,, orbitals with a tilde to avoid
confusion with the respective electric field components.
The ground-state triplet couples to the electric field
according to

Hg =2gbE, (G12)
in the basis {°A, ., *A,, *A,_}. The coupling parameters are
given by

g=~?2 pHz, (G13)
arbzc~03u (MV/m)™!, (G14)
d~3u (MV/m)™. (G15)

To compare the Monte Carlo simulation with the experi-
ment, we choose the Ex,y — 34, transition to determine the
change of the transition energy due to the presence of an
electric field. For this purpose, we diagonalize the above
Hamiltonians for a given electric field and record the
relative shifts in energy compared to the unperturbed
energy of the Exyy — 3A, transition. The Stark shifts are
given by

Ay = (b—d)gE, + agy\/E* + E2.

The electric field lifts the degeneracy of the Ex,y orbitals. In
the experiments, we only resolve one spectral line. For the
Monte Carlo simulations, we only use A_ because we
assume that the other transition is not bright enough to be
observed.

(G16)

3. Results
a. Bulk

In this section, we present the results of the Monte Carlo
simulation of the inhomogeneous linewidth produced by
electric charges in the environment of the NV. For now, we
do not consider any charge traps on the surface of the pillar
and only focus on charges in the bulk. For the simulation,
we randomly distribute charge traps in a cylindrical volume
with the dimensions of the pillars used in the experiment
(r =125 nm, h = 1600 nm). We set the density of the
charge traps to 1 ppm (approx. 13 800 traps) to imitate the
density of the P1 centers, which we assume are the primary
source of electric charge noise in our problem. P1 centers
are likely to be electron donors, which makes them a likely
candidate for a stationary charge impurity that can change
its charge state during repeated line scans. A single iteration
of our simulation consists of randomly distributing a fixed
number of charges among the charge traps. The local
electric field produced by the charges, which is calculated
according to Eq. (GY), causes a change in the position
of the resonance frequency as described by Eq. (G16). We
assume global charge neutrality (3, g, = 0). After a fixed
set of iterations, the frequency shifts are taken as the center
frequencies of lifetime-limited Lorentzians. The resulting
spectrum is the sum of all the Lorentzians. We fit the result
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FIG. 10. Inhomogeneous broadening. (a) Inhomogeneous broadening caused by random distribution of charges with a density of
1 ppm (approx. 13800) in a cylindrical volume with a height of 1600 nm and a radius of 125 nm. The blue triangles are calculated using
the electric field, including the contribution produced by the polarization surface charge [E in Eq. (G9)]. The red squares show the result
of only including the direct field. The black line represents a fit with the power law f(x) = b(x — x¢)“ (b) Blue triangles (100 charges)
and squares (1000 charges) mark the FWHM of the inhomogeneous line for two different charge densities depending on the number of
realizations of distributing the charges among the charge traps. The red squares and triangles show the root-mean-square error (RMSE)
of the fit and the spectrum. The error drops for a higher count of realizations and appears to be saturating, indicating that the resulting
spectrum reaches its equilibrium value. We chose 1000 realizations for the Monte Carlo simulation in panel (a).
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FIG. 11. Effect of surface charges on inhomogeneous line-

width. Inhomogeneous broadening due to surface charges for
different pillar radii. The lines represent a fit with the power law
f(x) = b(x —xy)*. The power law noticeably differs from the
power law found for bulk charges [Fig. 10(a)].

with a Voigt profile to determine the linewidth of the
inhomogeneously broadened line. The result of the pro-
cedure can be seen in Fig. 10(a). For the simulation 10 000
random charge distributions were sampled to produce a
point in Fig. 10(a). The inhomogeneous linewidth shows
reasonable saturation for 10 000 iterations [Fig. 10(b)]. In
Fig. 10(a), no charge traps were placed on the surface of the
cylinder. The surface charges are considered separately in
the next section. The correction caused by surface polari-
zation charges [E in Eq. (G9)] is almost negligible for the
chosen geometry and the positioning of the NV center, as
can be seen by comparing the squares and triangles in
Fig. 10(a).

b. Surface

Here, we repeat the previous analysis, but we focus on
surface defects. We apply the same reasoning as in the
previous section but limit trap locations to the cylinder
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FIG. 12.

surface (6000 in total). Thus, we can make an estimate on
the potential impact of surface charges and decide whether
they are contributing to the field noise at the location of the
NV. The impact of the trap density on the linewidth is no
longer a big concern for larger densities. This can be seen,
for example, in Fig. 14 where we investigated the inho-
mogeneous linewidth for different trap densities and a fixed
amount of charge. The surface can have a significant impact
on the broadening, as can be seen in Fig. 11, where the
inhomogeneous broadening is shown for a range of differ-
ent pillar radii. The impact of surface charges on the line
broadening is more and more noticeable for smaller radii.
It is interesting to observe that the power-law fits in Fig. 11
give exponents that are consistently below 0.5. This
distinguishes a pure surface charge contribution to the
broadening from randomly placing charges into the cylin-
der volume.

c. Surface vs bulk

In this section, we discuss the results of the impact on the
line broadening of both fluctuating surface and bulk
charges. Again, we assume a pillar with 4 = 1600 nm,
r = 125 nm, and a NV that is located at its center. In each
run of the simulation, a fixed amount of surface and bulk
charges are allowed to assume random positions deter-
mined by fixed trap locations. The spectral diffusion rate is
given by the difference of the Stark shifts of two subsequent
charge configurations divided by a time step. Because the
Monte Carlo simulation lacks any real time, an ad hoc time
step has to be introduced such that the spectral diffusion
rate and the broadening as predicted by the simulation
match the experimental data for a fixed intensity. Here, we
use the spectral diffusion rate of 1730 MHz/s and a total
inhomogeneous broadening of 5 GHz. The inhomogeneous
linewidth was measured by integrating over thousands of
PLE scans at 37 nW excitation power and by applying
strong green pulses between the PLE scans. The simulation
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Joint effect of surface and bulk charges. (a) Inhomogeneous broadening for a range of surface and bulk charges. (b) SDR

calculated by fixing the time step per reordered charge configuration at 2000 bulk charges, which corresponds to a broadening of

approximately 5 GHz (without screening).
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FIG. 13. Spectral diffusion rate scaling behavior. Shown are the

SDR for no bulk charges (red triangles) and no surface charges
(green squares) as a function of the number of charges contrib-
uting to the diffusion process. The parameters are the same as for
Fig. 12. The solid lines correspond to a power-law fit with
T'spr = b(n — ng)?. The power laws show a surprising similarity
to the power laws in Fig. 3(c).

method could, in principle, allow us to predict the average
amount of charge that contributes to the diffusion process
by measuring the spectral diffusion rate. The results of
the simulations can be seen in Figs. 12(a) and 12(b). We
refrain from inferring real-world charge densities from
comparing the Monte Carlo simulations with the exper-
imental data. For a satisfactory comparison, charge screen-
ing has to be included in the simulation. Without screening,
the Monte Carlo simulation underestimates the amount of
charge contributing to the diffusion process. We could not
determine the ad hoc time step for all excitation schemes
because the linewidth did not always saturate [see, for
example, Fig. 2(c)]. However, the qualitative behavior is
not significantly impeded by these shortcomings of the
simulation, and we see similarities in the scaling behavior
of the SDR in the simulation and the experiment [compare
Figs. 3(c) and 13].

d. Trap densities

In this section, we briefly comment on the relation
between trap densities and the inhomogeneous line broad-
ening. Performing the Monte Carlo simulations for differ-
ent trap and charge densities revealed a negligible impact of
the trap densities on the inhomogeneous linewidth. The
same appears to hold for the spectral diffusion rate, which is
given by the energy difference of two subsequent charge
configurations divided by some arbitrary time step. The
time step is not important here, as it does not impact the
results. In Fig. 14, we show both the impact of changing
the trap density on the line broadening and the spectral
diffusion rate. Each point is averaged over ten trap densities
equally spaced within 1 ppm increments. The error bars
represent the standard deviation for both the linewidths and
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3.0f I S —+— n,=600
5 % L I e
Sosltb 4+ s bty s | m=1000
=
) 207 }\f/’?—f—f\iﬁ%—%Aha
15 §—-f—~,§77—§7*'*f7§7 —&——= — % 3§
' 2 4 6 8 10
(p)/ppm
®) o
—+4— n,=200
5¢ 1 | 4 n.=400
~ P 1 + ne =600
R4 4 ; 4 n.=800
g e =1000
B3
[
2,

FIG. 14. Effect of trap densities. (a) Inhomogeneous linewidth
and (b) spectral diffusion rate as a function of the trap density
p/ppm for a range of charges and for 10 000 different configu-
rations. Each point is averaged over ten trap densities equally
spaced within 1-ppm increments. The error bars represent the
standard deviation for both the linewidths and diffusion rates. The
trap density appears to have little impact on the line broadening
and the spectral diffusion range. The time step for the spectral
diffusion rate is fixed to some arbitrary value, as it does not
impact the qualitative behavior of the spectral diffusion rate.

diffusion rates. The result is somewhat surprising, as trap
densities p > 2 ppm do not significantly decrease the
spectral diffusion. The amount of charge that is free to
fluctuate has a much greater impact for larger densities.
A decrease in the spectral diffusion rate can be seen for
densities p < 2 ppm. Here, a noticeable reduction in the
rate of spectral jumps can be seen for smaller charge
densities [see, e.g., the blue circles in Fig. 14(b), n, = 200].
The spectral diffusion rate features some outliers, which are
most likely an artifact of only considering a single trap
configuration for each trap density.
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