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Abstract: Dust storms are one of the major causes of the destruction of natural ecosystems and
human infrastructure worldwide. Therefore, the identification and mapping of susceptible regions
to dust storm formation (SRDSFs) is of great importance. Determining SRDSFs by considering the
concept of risk in the decision-making process and the kind of manager’s attitude and planning can
be very valuable in dedicating financial resources and time to identifying and controlling the negative
impacts of SRDSFs. The purpose of this study was to present a new risk-based method in decision
making to create SRDSF maps of pessimistic and optimistic scenarios. To achieve the purpose of
this research, effective criteria obtained from various sources were used, including simulated surface
data, satellite products, and soil data of Saudi Arabia. These effective criteria included vegetation
cover, soil moisture, soil erodibility, wind speed, precipitation, and absolute air humidity. For this
purpose, the ordered weighted averaging (OWA) model was employed to generate existing SRDSF
maps in different scenarios. The results showed that the wind speed and precipitation criteria had the
highest and lowest impact in identifying dust centers, respectively. The areas identified as SRDSFs in
very pessimistic, pessimistic, neutral, optimistic, and very optimistic scenarios were 85,950, 168,275,
255,225, 410,000, and 596,500 km2, respectively. The overall accuracy of very pessimistic, pessimistic,
neutral, optimistic, and very optimistic scenarios were 84.1, 83.3, 81.6, 78.2, and 73.2%, respectively.
The very pessimistic scenario can identify the SRDSFs in the study area with higher accuracy. The
overall accuracy of the results of these scenarios compared to the dust sources obtained from the
previous studies were 92.7, 94.2, 95.1, 88.4, and 79.7% respectively. The dust sources identified in
the previous studies have a higher agreement with the results of the neutral scenario. The proposed
method has high flexibility in producing a wide range of SRDSF maps in very pessimistic to very
optimistic scenarios. The results of the pessimistic scenarios are suitable for risk-averse managers
with limited financial resources and time, and the results of the optimistic scenarios are suitable for
risk-taking managers with sufficient financial resources and time.

Keywords: dust sources; risk-based scenarios; machine learning; ordered weighted averaging (OWA);
Saudi Arabia

1. Introduction

Nowadays, climate change and its negative effects have become one of the biggest
challenges on Earth [1–4]. This phenomenon, with its complexities, is recognized as one
of the critical and highly significant issues that have far-reaching impacts on economies,
the environment, public health, and the quality of human life [5–12]. Rising temperatures,
the melting of polar ice caps, the occurrence of severe storm events, and alterations in
precipitation patterns are just a few examples of the noticeable effects of this challenge
that rapidly alter the chain reactions in both climate and terrestrial systems [1,13–18]. This
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situation affects us not only on a local scale but also on a global scale, and due to its intricate
and extensive interactions, there is an increasing need for global cooperation to address it,
more than ever before [19–22]. For this reason, climate change and its adverse effects are
highlighted as one of the prominent issues of the present era. Generation and expansion
of susceptible regions to dust storm formation (SRDSF) is one of the significant, negative
effects of climate change [7,23]. The separation of soil particles is the first step associated
with dust storms. Wind erosion occurs when the soil surface is exposed to wind, which
results in the displacement and suspension of dust particles in the atmosphere and the
formation of dust storms [24–26].

Dust storms are one of the major causes of the destruction of natural ecosystems
and human infrastructure worldwide [26–31]. For example, SRDSFs have a two-way
relationship with deforestation and desertification. One of the major causes of the formation
of sources and dust storms is deforestation and desertification; on the other hand, dust
storms also cause deforestation and desertification [32–35]. Trees and vegetation play
a crucial role in stabilizing the soil and preventing erosion. When forests are cleared,
the soil becomes more susceptible to erosion, leading to the creation of barren, dusty
areas, contributing to desertification. Conversely, dust storms, which are characterized by
strong winds carrying particles of dust and sand, can also exacerbate deforestation and
desertification. The force of dust storms can uproot trees and vegetation, causing damage
to existing forests and accelerating the process of deforestation. Additionally, the particles
carried by dust storms can deposit on soil and vegetation, affecting their health and growth,
further contributing to desertification. In recent years, the scale and frequency of dust
storms have increased significantly [30,36–40]. Therefore, identifying SRDSF, effective
factors in their expansion and intensification, and predicting spatiotemporal changes of
these sources can be of significance for planners and decision makers in planning to control
and mitigate their negative impacts on the natural and human environment [30,41].

In recent years, various studies have been conducted in the field of SRDSFs [26,30,31,38,41–46].
Boloorani, et al. [41] identified the SRDSFs in the Tigris and Euphrates basins using long-
term satellite data. They used a combination of Geographic Information System (GIS) and
multicriteria decision analysis (MCDA) to extract SRDSFs and the number of observed dust
storms (ODSs) for accuracy assessment. Dolatkordestani, et al. [36] used a deep learning
artificial intelligence machine based on Sentinel 2 multispectral data to identify SRDSFs in
the Jazmurian basin of Iran. Alsubhi, et al. [30] used the combination of remote sensing
data and GIS-MCDA to identify SRDSFs and quantify their impact on urban growth and
vegetation cover conditions. The results of their study indicated the significant impact of
the distance from the SRDSF factor on the vegetation cover conditions and urban growth of
important cities in Saudi Arabia. Rayegani, et al. [38] developed a comprehensive approach
to identify the sources of dust storms in northern Iran and investigate their changing trends
based on remote sensing data. Rahmati, et al. [44] developed a new method based on
machine learning algorithms for spatial modelling of the SRDSFs. The results of their
study showed that the random forest (RF) algorithm had the best performance and land
cover and wind speed are the most important factors affecting the formation of SRDSFs.
Kandakji, et al. [47] identified point sources of dust in the southwestern United States using
a combination of GIS and remote sensing. A total of 1508 dust spots were detected, 1258
of which were located in the southern Great Plains and 187 of which were located in the
Chihuahuan Desert.

Their main focus has been identifying SRDSFs and optimal models, effective factors,
and spatial and temporal variations of them. Effective factors in identifying SRDSFs can
be divided into meteorological and climatic factors, surface topographic and biophysical
characteristics, and soil characteristics [38,39,41,48]. The influence of each of these factors
is different in different geographical areas and conditions. The models used in these
investigations included machine learning models, classification-based models, remote-
sensing-based models, numerical models, MCDA-based models, etc. [49–56]. In some
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studies, it was shown that the use of hybrid models can increase the accuracy of SRDSF
identification [41,48,57–63].

One of the important criteria in evaluating different models in identifying SRDSFs is
their flexibility for managers and decision makers with different attitudes and conditions.
Considering the concept of risk in decision making is one of the major research gaps
in identifying SRDSFs. Determining SRDSFs by considering the concept of risk in the
decision-making process and the kind of manager’s attitude and planning can be very
valuable in dedicating financial resources and time to mitigate the dust storm’s negative
impacts. Decision-making mental attitude can include very optimistic, optimistic, neutral,
pessimistic, and very pessimistic. Mapping potential SRDSFs is of importance for each of
these mental attitudes in controlling SRDSFs according to different available times and
financial situations. In optimistic and pessimistic mental attitudes, the risk degree in
decision making is low and high, respectively. For example, if there are no financial and
time constraints, managers can use the results of optimistic attitudes in their planning. In
case of financial and time constraints, the results of pessimistic attitudes can be used in
their planning.

The purpose of this study is to present a new risk-based method in decision making to
create SRDSF maps in different pessimistic and optimistic scenarios. The proposed method
for identifying SRDSFs can be effective and practical for managers and planners with
different attitudes towards managing risk, time, and financial costs. For this purpose, first,
the effective factors in identifying SRDSFs were determined based on the expert’s opinions
and previous studies, and the importance of each of these factors was determined based on
a machine learning model. Then, dust source maps were generated using the MCDA-GIS
model under different optimistic and pessimistic scenarios. Finally, the compatibility and
accuracy of the output of each of the different scenarios were evaluated based on the maps
of frequency dust sources obtained from the previous studies [30,56,63–66] and frequency
of occurrence (FoO) of high aerosol optical depth (AOD) values.

2. Study Area

The country of Saudi Arabia is located at 24.9◦N and 44.2◦E in terms of geographical
location (Figure 1). This country is the fifth largest country in Asia with an area of about
2,150,000 square kilometers. It has a population of about 35.1 million people and its climate
is a desert climate. The temperature difference between day and night is big. The average
temperature in summer is 34 degrees. Most of its lands are deserts, so about 75% of this area
is covered by dry, waterless, and grassy deserts. The three big deserts, Ad Dahna Desert, Al
Nufud Al Kabir, and Rub Al Khali, are the most important in Saudi Arabia (Figure 1). The
deserts of Ad Dahna Desert and Rub al-Khali are considered to be the source of sandstorms
in the Middle East due to their large grain resources. In some mountainous areas near the
Red Sea and Asir province, the weather is moderate for 8 months of the year, but the air
temperature rarely drops below zero degrees Celsius. The typical wind speed in Saudi
Arabia consistently stays below 10 m/s throughout the year. It slightly increases from
March to July and slightly decreases from October to December. The major wind currents
in the country are northern storms, which play a significant role. Additionally, prevailing
northwesterly winds, like the Al Shamaal winds, are a significant factor in the widespread
movement of dust across Saudi Arabia [30,67–69].
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Figure 1. Geographical location map of the study area.

3. Data and Methods
3.1. Data

To achieve the purpose of this research, data obtained from various sources were
used, including simulated surface data, satellite products, and soil data. The details of
the data used are presented in Table 1. The satellite products used in this study included
Normalized Difference Vegetation Index (NDVI), land surface temperature (LST), AOD,
and precipitation information. NDVI and LST data were obtained from MOD13C2 and
MOD11C3 products of Moderate Resolution Imaging Spectroradiometer (MODIS) with a
spatial resolution of 5000 m. To extract AOD information, the MCD19A2 product with a
spatial resolution of 1000 m was used. These data are available at https://earthexplorer.
usgs.gov/ website (10 April 2023). Rainfall information was extracted from TRMM satellite
data with a spatial resolution of 25,000 m. These data are available at https://giovanni.
gsfc.nasa.gov/giovanni/ website. Soil moisture data for 10 cm depth, wind speed at
10 m height, and air humidity were used from the Global Land Data Assimilation System
(GLDAS). These data are simulated based on the combination of satellite and ground data
based on numerical models. These data were derived from the https://giovanni.gsfc.nasa.
gov/giovanni website (8 April 2023). Simulated data and satellite products were compiled
for the period from 2000 to 2022. Additionally, soil information was derived from maps
provided by the Food and Agriculture Organization (FAO). This information included soil
texture and the composition of soil constituents, including the percentage of silt, sand, and
clay, with a spatial resolution of 1000 m. The spatial resolution of various data and products
was converted to 5000 m.

https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://giovanni.gsfc.nasa.gov/giovanni/
https://giovanni.gsfc.nasa.gov/giovanni/
https://giovanni.gsfc.nasa.gov/giovanni
https://giovanni.gsfc.nasa.gov/giovanni
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Table 1. Details of the data used in the study.

Data Type Criteria Temporal
Resolution Products Spatial

Resolution (m) Source Period

Remote
sensing data

Vegetation cover Monthly MOD13C2 5000
https://ladsweb.modaps.

eosdis.nasa.gov/
(10 April 2023)

2000–2022

LST Monthly MOD11C3 5000

AOD Daily MCD19A2 1000

Precipitation Monthly TRTM 25,000

Climatic data

Wind speed
(10 m high) Monthly GLDAS 5000

https://giovanni.gsfc.
nasa.gov/giovanni

(8 April 2023)

Soil moisture
(10 cm deep) Monthly GLDAS 5000

Evaporation
soil surface Monthly GLDAS 5000

Absolute
air humidity Monthly GLDAS 5000

Soil data

Soil texture
(percentage of

sand, silt and clay
and texture)

- FAO 1000

https://www.fao.org/
soils-portal/soil-survey/
soil-maps-and-databases

(10 April 2023)

3.2. Method

The proposed method in this study to identify SRDSFs includes four main steps
(Figure 2). In the first step, according to the expert’s opinion and an in-depth examination
of the relevant literature, criteria affecting the SRDSF identification process were identified
and maps of various criteria were prepared. In the second step, the weight of effective
criteria (degree of importance) in SRDSF identification were determined, and previous dust
source maps of the study area were generated based on a machine learning algorithm. In
the third step, the ordered weighted averaging (OWA) model was employed to generate
dust source maps in different scenarios (each scenario indicates a degree of optimism or
pessimism or risk in the decision). In the fourth step, the accuracy and spatial compatibility
of SRDSFs identified in different scenarios were evaluated based on the frequency of dust
sources obtained from the previous studies and the frequency of occurrence (FoO) of high
AOD values.

3.2.1. Effective Criteria

First, a map database of criteria affecting the identification of SRDSFs was prepared
based on the opinion of experts and a review of past studies [30,37,41,48]. In this study, the
opinions and expertise of 35 specialists with backgrounds in dust storms, dust-storm-prone
regions, desertification, environmental studies, and natural resources were utilized. The
selection criteria for these experts included having practical and research experience that
is particularly relevant to the identification and mitigation of SRDSFs. These effective
criteria included vegetation cover, soil moisture, soil erodibility, wind speed, precipitation,
and absolute air humidity. The type of impact of these criteria on the creation of SRDSFs
was presented.

Vegetation cover: This parameter acts as a natural mechanical barrier and causes a
decrease in wind speed and generally decreases the power of wind erosion on the soil
surface. In areas with poor vegetation, the risk of soil erosion and subsequent occurrence
of dust is much higher than in areas with dense vegetation.

Soil moisture: Dry soils are much more erosive in front of the wind compared to wet
soils, which is due to the reduction of adhesion between soil particles due to the reduction
of soil moisture. With the increase of soil moisture, the threshold speed of wind erosion
increases. Hence, dust storms are strongly associated with dry climates.

https://ladsweb.modaps.eosdis.nasa.gov/
https://ladsweb.modaps.eosdis.nasa.gov/
https://giovanni.gsfc.nasa.gov/giovanni
https://giovanni.gsfc.nasa.gov/giovanni
https://www.fao.org/soils-portal/soil-survey/soil-maps-and-databases
https://www.fao.org/soils-portal/soil-survey/soil-maps-and-databases
https://www.fao.org/soils-portal/soil-survey/soil-maps-and-databases
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Soil erodibility: Soil erodibility is considered an effective factor in the formation of
SRDSF. Soil particles with lower erodibility are more prone to wind erosion and can be
carried more easily. On the other hand, soil erodibility is an important factor in determining
the amount of moisture capacity and particle adhesion. In this study, the soil erodibility
coefficient was calculated based on the soil texture information including the amount of
clay, silt, and sand (Table 2) [70].

Wind speed: Wind is one of the main factors in dust storms. The wind causes uprooting
and movement of particles and also reduces the surface soil moisture. In general, with the
availability of other environmental conditions, the wind speed exceeding a threshold is
necessary to create a dust storm. Therefore, wind speed can be introduced as a limiting
factor concerning the formation of the dust source. Obviously, as the wind speed increases,
the probability of dust source formation in an area increases.

Precipitation: With the decrease in precipitation, the moisture content of soil and
vegetation decreases. Following the reduction of surface soil moisture and vegetation, soil
particles are more easily and quickly affected by wind erosion. As a result, the potential for
SRDSF formation is greater for areas with less precipitation.
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Table 2. Soil erodibility coefficients for different soil texture.

Soil Texture Class Soil Erodibility Coefficient

Sand 0.3

Loamy sand 0.1

Sandy loam 0.24

Sandy loam 0.34

Silty loam–silt 0.42

Sandy clay loam 0.25

Clay loam 0.25

Silty clay loam 0.32

Clay–silty clay 0.15

Air humidity: There is an inverse relationship between air humidity and dust oc-
currence. An increase in air humidity increases the amount of water in the surface soil
layer and causes a decrease in the possibility of the formation of SRDSF, such that with the
decrease in air humidity, dust will occur when the wind blows, even with low power, due
to the dryness of the surface soil layers.

LST: As the surface temperature increases, the amount of evaporation from the surface
increases. As a result, the dry soil particles are unstable due to the lack of adhesive force
caused by the thin layer of water between the particles, and in this case, the wind is easily
able to transport the soil particles.

In terms of the type of influence, the effective criteria can be divided into two groups.
The first group of criteria includes wind speed and LST, which have a direct impact on the
formation of dust centers. The second group of criteria includes vegetation, soil moisture,
rainfall, LST, and absolute air humidity, which are involved in the formation of SRDSFs.
Therefore, for the standardization of the criteria of the first and second groups, the minimum
(Equation (1)) and the maximum (Equation (2)) methods were used, respectively.

aij =
Sij − Smin

j

Smax
j − Smin

j
(1)

aij =
Smax

j − Sij

Smax
j − Smin

j
(2)

where aij is the standardized value of the ith position for the jth criterion. Furthermore, Sij

is the value of the ith position for the jth criterion, Smin
j is the lowest value, and Smax

j is the
highest value of the jth criterion.

In addition to effective criteria, limiting layers were also used in the process of identi-
fying SRDSFs. Based on experts’ opinions and review of previous studies in similar areas,
two factors of vegetation cover (NDVI threshold less than 0.15) and wind speed (threshold
less than 6 m/s) were selected as limiting layers [54,71,72].

3.2.2. Criteria Weight Calculation

In this study, the random forest algorithm was employed as a machine learning
model. The random forest algorithm is an ensemble algorithm that utilizes decision
trees for classification [73–77]. In the random forest algorithm, multiple decision trees
are used. Essentially, a collection of decision trees collectively forms a forest, and this
forest can make better decisions (compared to a single tree). In this study, 100 trees were
considered. The random forest algorithm ultimately selects the class with the highest
number of votes through voting and assigns it as the final class for classification tasks.
The level of contribution of each variable in classification is calculated using the variables’



Remote Sens. 2023, 15, 5193 8 of 24

importance function, which is one of the outputs of the random forest algorithm [77,78].
Hence, to determine the degree of importance of effective criteria in the identification of
SRDSFs for the study area, the variables’ importance function output was used. The input
of the random forest algorithm includes the values of the effective criteria in the sample
points specified as SRDSFs and nonsources. In this study, two reference data were used to
select training samples as SRDSFs: (1) Areas designated as dust sources in past studies with
high frequency. The high-frequency threshold was set at 8. This means that geographic
locations that have been identified as centers in a minimum of 8 studies were selected as the
training samples of SRDSFs. (2) Areas with a frequency greater than 350 days AOD > 0.7 in
the period from 2000 to 2022. The minimum and maximum values of FoO of AOD > 0.70 for
the study area ranged from 20 to 425 days. This means that in some geographic locations
within the study area, AOD values exceeding 0.7 have occurred for up to 425 days from
2000 to 2022. When the FoO of AOD > 0.70 is higher in a geographic location, it indicates
a higher probability of being an SRDSF in that geographic area. The obtained values for
FoO of AOD > 0.70 were categorized into quartiles. The value of 350 was calculated as the
lower limit of the fourth quartile, which in this study serves as the threshold for selecting
the training samples of SRDSFs based on the FoO of AOD > 0.70 map.

3.2.3. SRDSF Mapping in Different Scenarios

One of the decision-making methods that can include the degree of risk taking and
risk aversion of managers and planners in decision-making issues is the OWA method.
Yager [79] developed the OWA operator to provide a method for combining criteria in
multicriteria decision making based on the risk factor. In the past years, the OWA model was
used in various spatial applications, such as determining suitable areas for the construction
of solar and wind power plants, land suitability, physical expansion of cities, etc. [80–86].

The OWA model has high flexibility and capability in defining and using different
combination operators because this operator is not defined by a parameter but by a weight
vector. By choosing the appropriate weight vector, it is possible to model various types of
relationships between the criteria that are to be combined. Therefore, different scenarios
can be modeled based on this model.

The n-dimensional operator of OWA is a mapping from the Rn to R space, which
is applied to aggregate the inputs of a system and has a weight vector in the form of
W = [w1, w2, . . ., wn], so that each member of this vector is in the interval [0, 1] and is
described using Equation (3):

OWA =
n

∑
j=1

{
wjvj

∑n
j=1 wjvj

}
Zij (3)

where vj is the order weight, wj is the criterion weight, and Zij is the attribute value of the j
index of the i pixel that has been standardized and hierarchically assigned. In this method,
two types of weights are used, including order weight and criteria weights. Order weights
are assigned based on the location of each pixel in criteria, but criteria weights show the
relative importance of one criterion compared to another criterion and are the same for all
pixels in a criterion. Therefore, in a criterion map, all pixels have the same criterion weight,
but their order weight is different. The sequence Zi1 ≥ Zi2 ≥ Zi3 ≥ . . . ≥ Zin is generated
by ordering the standard values of the criteria in the i-th location. The j-th criterion weight,
wj, is reordered according to the ordered values of the criteria, Zij. The first-order weight v1
is assigned to the largest value of criteria in the i-th location, the second-order weight v2 is
assigned to the second-largest value of the criteria in the same location, and vn is assigned
to the smallest criterion value in the that location. A certain amount of Zij does not have a
specific weight vj, but the weight belongs to the ordered position of Zij.
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The ORness parameter in the OWA model indicates the degree of risk taking or risk
aversion of the decision maker. The degree of ORness is calculated based on Equation (4).

ORness =
1

n − 1

n

∑
i=1

(n − i)vi, 0 ≤ ORness ≤ 1 (4)

The higher the value of ORness, the higher the degree of optimism or risk taking of
the decision maker, and the lower the value of ORness, the higher the degree of pessimism
or risk aversion of the decision maker (Figure 3). Usually, an ORness value less than 0.5
indicates a risk-averse decision maker, equal to 0.5 is a neutral decision maker, and more
than 0.5 indicates a risk-taking decision maker [80–82].
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Figure 3. The relation between decision-making conditions of mental and ORness values [83].

An example of OWA method calculations in different scenarios (different ORness) is
described in Figure 4.

In this study, the proposed method was used to prepare potential maps of SRDSFs in
5 different scenarios, including very optimistic, optimistic, neutral, pessimistic, and very
pessimistic. Potential maps of SRDSFs were classified into dust source and nondust source
classes by defining the appropriate threshold limit. The natural breaks clustering method
was used to determine the appropriate threshold. The method optimizes for total intraclass
variance, making the classes as homogeneous as possible.

3.2.4. Accuracy Assessment and Sensitivity Analysis

The extracted SRDSF map should be evaluated to use it more correctly and efficiently.
One of the widely used methods in evaluating the accuracy of classification results is the
error matrix, which can be used to extract a series of descriptive and analytical statistics. In
this study, based on the confusion matrix, the four metrics of omission error, commission
error, overall accuracy, and prediction rate were calculated.

Commission error shows the ratio of the area of regions wrongly classified in the class
of SRDSF to the actual area of nondust source regions in the study area. In other words,
the larger the area of the regions that are wrongly classified in the class of SRDSFs, the
higher the commission error value. These regions were not SRDSFs in reality, but they
were classified as SRDSFs in the output of the model. Omission error shows the ratio of
the area of the regions that were dust sources but not classified in the dust source class to
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the actual area of the dust sources in the study area. In other words, the larger the area of
the real SRDSFs that are not detected, the higher the omission error. The overall accuracy
shows the ratio of the total area of correctly classified areas in the SRDSF and nondust
source classes to the area of the studied area. To calculate the prediction rate, the value of
“producer’s accuracy for dust source class” is divided by the value of “the ratio of the area
of the regions identified as SRDSFs to the area of the study area”. The higher the prediction
rate for a model, the higher the efficiency of the model.
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In this study, to compare and evaluate the dust source maps obtained from different
scenarios, the FoO of AOD > 0.7 maps and the dust sources identification map in previous
studies were used as the basic and real maps. In this study:

• The accuracy of identified SRDSFs in different scenarios was evaluated based on
different thresholds of FoO of AOD > 0.7.

• The accuracy of identified SRDSFs in different scenarios was evaluated based on the
frequency of dust source identification in previous studies [30,56,63–66].

After evaluating the accuracy of different scenarios, the optimal scenario was deter-
mined to prepare a map of existing SRDSFs in the study area. Then, the sensitivity of the
areas designated as SRDSFs based on the optimal scenario was evaluated concerning the
effective criteria. One of the most important factors in most sensitivity analysis methods is
to investigate the effect of changing the weight of criteria on the output of MCDA models.
In this study, the one-at-a-time method was used [86]. In this method, sensitivity analysis
was performed with systematic changes in the weight of the criteria and checking its effect
on the area change of the regions identified as SRDSFs. In the first step, the weight of each
criterion was changed between 0 and 1 with a step size of 0.1. In the second step, after each
change in the weight of a criterion, the weight of other criteria was changed to compensate
for the change in weight according to their suitability because the sum of the weights of
the criteria must be 1 in each step. In the third step, after the weights of the criteria were
updated in each step, dust source maps were produced for the optimal scenario, and the
area of the identified SRDSF was calculated. If the change in the weight of a criterion from
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0 to 1 slope significantly changed the area of the identified SRDSF, it indicated the high
sensitivity of the model output to this criterion.

4. Results
4.1. Effective Criteria Weights

The weight of each criterion indicates the importance degree and its impact on the
preparation of the SRDSF map. The weights obtained for each criterion using the machine
learning method are shown in Figure 5. The weights of the criteria of vegetation cover, soil
moisture, soil erodibility, wind speed, precipitation, LST, and air humidity were 0.15, 0.17,
0.22, 0.21, 0.05, 0.13, and 0.07, respectively. Soil erodibility and precipitation criteria had the
highest and lowest impact in identifying dust sources, respectively. After soil erodibility,
the wind speed criterion had the highest importance degree in identifying SRDSFs. This
result shows that for areas with high soil erodibility and wind speed, the possibility of
SRDSFs is high.

Remote Sens. 2023, 15, x FOR PEER REVIEW  12  of  26 
 

 

 

Figure 5. Calculated weights for effective criteria in identifying SRDSFs based on a machine learning 

model. 

4.2. Identified SRDSFs in Different Scenarios 

The potential maps of SRDSFs in five scenarios from very pessimistic to very opti-

mistic are shown in Figure 6. The values of these maps vary between 0 and 1. The value 0 

indicates the regions with the lowest potential for creating SRDSFs and the value 1 indi-

cates  the regions with  the highest potential  for creating SRDSFs. The evaluation of  the 

potential maps shows that with the  increase  in the degree of optimism, the area of the 

regions with high potential for creating SRDSFs increases, and, on the other hand, the risk 

in decision making also increases. The average values of the SRDSF potential maps in very 

pessimistic, pessimistic, neutral, optimistic, and very optimistic scenarios are 0.22, 0.26, 

0.35, 0.41, and 0.48, respectively. By increasing the degree of optimism (risk degree) in the 

model,  the average potential of SRDSFs  in  the study area  increases. Regions with very 

high potential  (0.7–1) are deliberately  located  in  the eastern and  southeastern  regions. 

Also, most of the western, central, and northwestern regions have very low potential (0–

0.1). 

0

0.05

0.1

0.15

0.2

0.25

Vegetation
cover

Soil moisture Soil
erodibility

Wind speed Precipitation LST Air humidity

W
ei

gh
t

Criteria

Figure 5. Calculated weights for effective criteria in identifying SRDSFs based on a machine
learning model.

4.2. Identified SRDSFs in Different Scenarios

The potential maps of SRDSFs in five scenarios from very pessimistic to very optimistic
are shown in Figure 6. The values of these maps vary between 0 and 1. The value 0 indicates
the regions with the lowest potential for creating SRDSFs and the value 1 indicates the
regions with the highest potential for creating SRDSFs. The evaluation of the potential
maps shows that with the increase in the degree of optimism, the area of the regions with
high potential for creating SRDSFs increases, and, on the other hand, the risk in decision
making also increases. The average values of the SRDSF potential maps in very pessimistic,
pessimistic, neutral, optimistic, and very optimistic scenarios are 0.22, 0.26, 0.35, 0.41, and
0.48, respectively. By increasing the degree of optimism (risk degree) in the model, the
average potential of SRDSFs in the study area increases. Regions with very high potential
(0.7–1) are deliberately located in the eastern and southeastern regions. Also, most of the
western, central, and northwestern regions have very low potential (0–0.1).
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By defining the threshold limit on the potential maps, the study area was classified
into two classes of SRDSF (areas with values above 0.6), and non-SRDSF (areas with values
less than 0.6) and SRDSF were identified (Figure 7). The areas identified as SRDSFs in
very pessimistic, pessimistic, neutral, optimistic, and very optimistic scenarios were 85,950,
168,275, 255,225, 410,000, and 596,500 km2, respectively. Based on the analysis of the spatial
patterns of the regions identified as sources, 13, 19, 31, 40, and 55 sources were identified
for each of these scenarios. The area and the number of SRDSFs detected from the very
pessimistic scenario to the very optimistic scenario increased by 594 and 323%, respectively.
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The results show that by increasing the degree of risk in decision making (increasing the
degree of optimism) in addition to increasing the area of existing SRDSFs, new SRDSFs
were also identified.
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4.3. Accuracy Assessment of Identified SRDSFs in Different Scenarios

The spatial matching of SRDSFs extracted in different scenarios in this study with
(1) frequency of dust sources obtained from the previous studies and (2) FoO of AOD > 0.7
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from 2000 to 2021 is shown in Figure 8. The average frequency of dust sources obtained
from the previous studies in the geographical location of SRDSFs identified in very pes-
simistic, pessimistic, neutral, optimistic, and very optimistic scenarios were 7, 6, 5, 4, and
3, respectively. FoO of AOD > 0.7 varied between 20 and 425 days. Spatially, most of
the SRDSFs detected in the very pessimistic scenario correspond to the high-frequency
values of sources obtained from previous studies and FoO of AOD > 0.7. But many of the
SRDSFs identified in the optimistic and very optimistic scenarios were only identified as
dust sources in previous studies. Also, the value of FoO of AOD > 0.7 was low in a large
number of SRDSFs identified in these scenarios. In other words, choosing these areas as
SRDSFs has a high risk. The correlation coefficients between the potential values of SRDSFs
estimated based on very pessimistic, pessimistic, neutral, optimistic, and very optimistic
scenarios and FoO of AOD > 0.7 are 0.60, 0.67, 0.72, 0.78, and 0.86, respectively.
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Figure 8. Maps of (a) frequency of dust sources obtained from the previous studies and (b) FoO
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By changing the threshold limit of FoO of AOD > 0.7 (variable between 120 and
380 with a step size of 10), different base maps were produced, and then the accuracy of
SRDSFs identified in different scenarios was evaluated based on these base maps (Figure 9).
The lowest omission error for all different thresholds of FoO of AOD > 0.7 was for the
very optimistic scenario. Therefore, in this scenario, a high percentage of SRDSFs based
on FoO of AOD > 0.7 was detected. Omission error for all scenarios has a decreasing
trend for thresholds of 120 to 310 days, while it has an increasing trend for thresholds of
310 to 380 days. But in terms of commission error, the most pessimistic scenario has the
highest accuracy, and the commission error increases as the degree of optimism increases.
In other words, with the increase in the degree of optimism, the areas classified in the
class of SRDSFs will increase incorrectly. By increasing the threshold value, the amount of
SRDSFs based on FoO of AOD > 0.7 decreases; hence, by increasing the threshold value,
the commission error increases in all scenarios. In this regard, for thresholds higher than
300 days, the commission error in all scenarios increases significantly and reaches above
80%. The results of the overall accuracy metric show that for thresholds less than 180 days,
the very optimistic scenario has the highest accuracy. On the other hand, for the threshold
limit of more than 180 days, the very pessimistic scenario has the highest accuracy.
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Figure 9. The results of evaluating the accuracy of identified SRDSFs in different scenarios based on
different thresholds of FoO of AOD > 0.7.

The average values of the evaluation metrics of different scenarios based on different
thresholds of FoO of AOD > 0.7 are shown in Table 3. The results showed that the very
pessimistic and very optimistic scenarios had the highest omission and commission errors
of dust source identification in the study area, respectively. The overall accuracy of these
scenarios in identifying SRDSFs in the study area was 84.1, 83.3, 81.6, 78.2, and 73.2 %,
respectively. Also, the very pessimistic scenario had the highest prediction rate value,
which indicates that the very pessimistic scenario has a high ability to identify SRDSFs
with high confidence.

Table 3. The average values of evaluating metrics for the accuracy of identified SRDSFs in different
scenarios based on AOD.

Scenarios Omission Error (%) Commission Error (%) Overall Accuracy (%) Prediction Rate

Pessimistic 81.4 40.5 84.1 4.3

Extremely pessimistic 69.4 49.7 83.3 3.6

Neutral 60.2 56.7 81.6 3.1

Optimistic 45.0 62.2 78.2 2.6

Extremely optimistic 30.9 66.8 73.2 2.3

By changing the frequency of dust sources obtained from the previous studies (variable
between one and eight with a step size of one), different base maps were produced and the
accuracy of SRDSFs identified in different scenarios was evaluated with these base maps
(Figure 10). By increasing the threshold limit, the omission and commission errors in all sce-
narios decreased and increased, respectively. In terms of omission and commission errors,
the very optimistic and very pessimistic scenarios had the best performance in identifying
SRDSFs, respectively. For the limit of thresholds greater than four, the omission error of
neutral, optimistic, and very optimistic scenarios was zero. For the limit of thresholds less
than four, the commission error of neutral, pessimistic, and very pessimistic scenarios was
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zero. The overall accuracy of identifying SRDSFs for the optimistic scenario was lower than
other scenarios at all thresholds. In general, with the increase of the threshold value, the
overall accuracy of all scenarios decreased, except for the very pessimistic scenario. For the
limit of thresholds less than five, the overall accuracy of the neutral scenario was higher
than other scenarios, but for the limit of thresholds greater than five, the efficiency of the
very pessimistic scenario was higher than other scenarios. Evaluating the results of the
prediction rate metric shows that the efficiency of the pessimistic scenario was higher than
other scenarios at all thresholds.

Remote Sens. 2023, 15, x FOR PEER REVIEW  17  of  26 
 

 

in all scenarios decreased and increased, respectively. In terms of omission and commis-

sion errors, the very optimistic and very pessimistic scenarios had the best performance 

in identifying SRDSFs, respectively. For the limit of thresholds greater than four, the omis-

sion error of neutral, optimistic, and very optimistic scenarios was zero. For the limit of 

thresholds less than four, the commission error of neutral, pessimistic, and very pessimis-

tic scenarios was zero. The overall accuracy of identifying SRDSFs for the optimistic sce-

nario was lower than other scenarios at all thresholds. In general, with the increase of the 

threshold value, the overall accuracy of all scenarios decreased, except for the very pessi-

mistic scenario. For the limit of thresholds less than five, the overall accuracy of the neutral 

scenario was higher than other scenarios, but for the limit of thresholds greater than five, 

the efficiency of the very pessimistic scenario was higher than other scenarios. Evaluating 

the results of the prediction rate metric shows that the efficiency of the pessimistic scenario 

was higher than other scenarios at all thresholds. 

 

Figure 10. The results of evaluating the accuracy of identified SRDSFs in different scenarios based 

on dust sources obtained from the previous studies in different thresholds on frequency. 

The average values of the evaluation metrics of different scenarios based on the fre-

quency of dust sources obtained from the previous studies are shown in Table 4. The re-

sults showed that very optimistic and very pessimistic scenarios had the highest omission 

and commission errors of SRDSF identification in the study area, respectively. The aver-

age overall accuracy of these scenarios in identifying SRDSFs in the study area was 92.7, 

94.2, 95.1, 88.4, and 79.7%, respectively. The very pessimistic scenario had the highest pre-

diction rate, which indicates that the very pessimistic scenario has a high ability to identify 

SRDSFs with high confidence. 

   

Figure 10. The results of evaluating the accuracy of identified SRDSFs in different scenarios based on
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The average values of the evaluation metrics of different scenarios based on the
frequency of dust sources obtained from the previous studies are shown in Table 4. The
results showed that very optimistic and very pessimistic scenarios had the highest omission
and commission errors of SRDSF identification in the study area, respectively. The average
overall accuracy of these scenarios in identifying SRDSFs in the study area was 92.7, 94.2,
95.1, 88.4, and 79.7%, respectively. The very pessimistic scenario had the highest prediction
rate, which indicates that the very pessimistic scenario has a high ability to identify SRDSFs
with high confidence.

The spatial accuracy assessment of SRDSFs identified in different scenarios with the
dust sources identified in previous studies is shown in Figure 11. The results show that
85,950, 168,275, 255,200, 305,800, and 340,250 km2 of the dust sources identified in the
previous studies were correctly identified using very pessimistic, pessimistic, neutral,
optimistic, and very optimistic scenarios, respectively. In the very pessimistic scenario,
compared to other scenarios, a small area of dust sources identified in previous studies
was identified. In very pessimistic, pessimistic, neutral, optimistic, and very optimistic
scenarios, respectively, 276,725, 194,400, 107,475, 56,875, and 22,425 km2 of dust sources
identified in previous studies were not identified. In the very pessimistic scenario to the
neutral scenario, the identified SRDSFs exactly matched the sources identified in previous
studies; therefore, in these scenarios, no regions were wrongly identified as dust sources.
But in the optimistic and very optimistic scenarios, the wrongly identified sources increased.
In these scenarios, 104,150 and 256,175 km2 were wrongly identified as SRDSFs, respectively.
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In general, with the increase in the degree of optimism, the number of wrongly identified
sources increases.

Table 4. The average values of evaluating metrics for the accuracy of identified SRDSFs in different
scenarios based on dust sources obtained from the previous studies.

Scenarios Omission Error (%) Commission Error (%) Overall Accuracy (%) Prediction Rate

Pessimistic 56.9 16.3 92.7 9.9

Extremely pessimistic 29.4 23.9 94.2 8.3

Neutral 6.6 29.1 95.1 7.2

Optimistic 3.3 53.1 88.4 4.6

Extremely optimistic 1.2 66.6 79.7 3.3
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4.4. Sensitivity Analysis

The results of the sensitivity analysis of the criteria weight change on the area of the
identified SRDSFs are shown in Figure 12. Determining SRDSFs for the study area is most
sensitive to the soil erodibility, soil moisture, and vegetation cover criteria, and changing
the weights of each of these criteria has a great impact on the area of identified SRDSFs.
In this regard, it is very important to accurately determine the weights of these criteria.
Changing the weights of precipitation and humidity criteria between 0 and 0.4 causes a
large change in the area of identified SRDSFs, but increasing the weights of these criteria
from 0.4 to 1 will not have much effect on the area of identified SRDSFs. By increasing the
weights of the air humidity and precipitation criteria, the area of the identified SRDSFs
decreases. On the other hand, increasing the weights of other criteria increases the area of
identified SRDSFs.
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5. Discussions

The accuracy of identifying SRDSFs depends on environmental factors and the model
used. In this study, a set of environmental factors were used as effective criteria and several
limiting factors to separate areas with the potential for the formation of SRDSFs from
nonsusceptible areas. In this study, LST, soil moisture, vegetation cover, precipitation, wind
speed, air humidity, and soil erodibility were used as effective criteria. Also, the map of
limiting factors was prepared using wind speed and vegetation factors. The results showed
that the criteria of wind speed and precipitation have the highest degree of importance
in identifying SRDSFs. Boloorani, et al. [41] and Alsubhi, et al. [30] also confirmed this
result. In several studies in similar regions, these effective criteria and limiting factors
were used to identify SRDSFs. Boloorani, et al. [41] showed that the wind speed and LST
factors have a direct effect, and the factors of vegetation cover, soil moisture, precipitation,
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and air humidity have an inverse effect, on the formation of SRDSFs. This result was
also confirmed in other studies [87–90]. Fécan, et al. [91] showed that with increasing
soil moisture, the adhesion of soil particles increases and the possibility of dust source
formation decreases. In other studies, it was also shown that greater adhesion of soil
particles reduces wind erosion [92,93]. Boloorani, et al. [37] demonstrated that, assuming
other environmental conditions remain constant, regions with lower vegetation coverage
and lower humidity compared to other areas have a higher potential for the formation of
SRDSFs. Mayaud, et al. [87] showed that the weak surface vegetation cover causes a higher
effect of wind on soil erosion. Hence, the higher the amount and density of vegetation
cover in a region, the lower the probability of dust source formation. Wang, et al. [94] and
Zhou, et al. [95] showed that the wind speed factor has a significant effect on the formation
of SRDSFs through two aspects, including (1) creating the necessary force for wind erosion
and (2) increasing transpiration and reducing soil moisture [94]. In several studies, it was
shown that with the increase of precipitation in a geographical location, the probability
of the formation of SRDSFs decreases [96,97]. Middleton [97] found that precipitation
has a significant impact on the formation of SRDSFs in a given area, with an increase in
precipitation leading to a reduction in the probability of SRDSF formation. Ravi, et al. [98]
showed that increasing air humidity reduces the probability of SRDSFs forming in a region.
The results of previous studies showed that the increase in LST causes a decrease in surface
soil moisture and an increase in the probability of the formation of SRDSFs [96,99–101].
Boloorani, et al. [41] showed that with the increase of the soil erodibility coefficient, the
probability of the formation of SRDSFs increases.

In this study, a risk-based decision-making method was developed to identify SRDSFs.
This method is suitable and usable for a wide range of managers and decision makers.
This method can produce maps of SRDSFs based on different mental attitudes, including
very optimistic, optimistic, neutral, pessimistic, and very pessimistic. The OWA operator is
used to implement this proposed method. In previous studies, OWA has been used as an
operator in evaluating and producing suitable maps based on mental scenarios in various
applications such as land use suitability, potential evaluation for earthquake and flood
vulnerability, determining suitable areas for the construction of solar power plants, and
urban growth. The results of these studies show the high flexibility of this operator. The
models used in previous studies to identify SRDSFs can be meteorological- and statistical-
based models, remote-sensing-based models, numerical-based models, and hybrid-based
models. Each of these methods has advantages and disadvantages. In hybrid models
used to identify SRDSF, effective environmental factors are prepared from different data
sources [41,58–63]. The proposed model in this study is classified into a group of hybrid
models. The proposed model does not limit the use of data obtained from different data
sources. In this study, to implement the proposed model, remote sensing datasets, climatic
data, simulations based on numerical models, and ground data were used simultaneously.
To evaluate the results of different scenarios, two sources of information, the frequency
of high AOD values and the geographical location of dust sources identified in previous
studies, were used. These two methods were used in previous studies to evaluate the
results of different models [30,41]. The frequency maps of high AOD values are more
consistent with the results of the very pessimistic scenario, and the maps of dust sources
identified in previous studies with the neutral scenario. However, the results of each of
the implemented scenarios can be suitable for a certain group of managers and decision
makers, depending on their mental attitudes and financial and time conditions.

In the results of this study, several factors can have an impact: (1) the population of
selected effective criteria, (2) the accuracy of the sources used to prepare the criteria map,
(3) the precision of the assigned weights to the effective criteria, and (4) the performance
of the model used to combine the values of the effective criteria and their weights. In this
study, expert opinions and previous studies were utilized to select effective criteria for
forming SRDSFs. Expert opinions may be subject to uncertainty and disagreements among
different experts [85]. The use of large-group decision making (LGDM) can reduce the



Remote Sens. 2023, 15, 5193 20 of 24

uncertainty in the selection of effective criteria [102]. Additionally, effective criteria can vary
for different geographical locations and time conditions, so reviewing past studies for their
selection cannot be free of uncertainty. However, combining expert opinions and reviewing
previous studies can significantly reduce uncertainty in the selection of effective criteria.
For preparing the map of effective criteria in this study, simulated surface data, satellite
products, and soil data were employed, each of which has its own errors and uncertainties.
Consequently, the results of this study may also be accompanied by uncertainty stemming
from the sources used to prepare the map of effective criteria. The weighting of criteria
can significantly impact the uncertainty in the production of the SRDSF map. Figure 12
illustrates that changing the weight of each of the effective criteria results in a change in
the identified SRDSF area. The sensitivity of the identified SRDSF area to changes in the
weight of some criteria, such as precipitation and humidity, is higher than other criteria.
Therefore, uncertainty in the weight of each of the effective criteria leads to uncertainty
in the final identification of SRDSFs. Uncertainty arising from the performance of the
model used to combine the values of effective criteria and their weights contributes to the
uncertainty in identifying SRDSFs. In this study, the OWA model was employed to reduce
this uncertainty, which is more flexible than other MCDA models [80,83,86]. The OWA
model can map SRDSFs in different scenarios. Nevertheless, fuzzy-concept-based models
and artificial intelligence-based algorithms also help reduce uncertainty and can be a focus
of future studies.

6. Conclusions

Dust is one of the atmospheric phenomena and natural disasters that bring many
environmental, economic, health, etc., consequences. Identification of SRDSFs not only
greatly contributes to dust forecasting, early warning, and environmental impact assess-
ment, but also has a profound and lasting impact on global climate change and human
life. This study aimed to propose a risk-based method to identify SRDSF. For this purpose,
the information of seven effective criteria, including vegetation cover, soil moisture, soil
erodibility, wind speed, precipitation, and air humidity, was used. The OWA method was
used to consider risk in the decision-making process. Wind speed and precipitation criteria
had the highest and lowest degree of importance in identifying SRDSF, respectively. The
proposed method had high flexibility in producing a wide range of dust source maps in the
form of very pessimistic to very optimistic scenarios. As the degree of optimism increased,
the decision risk increased. In the pessimistic scenario, the areas selected as SRDSFs were
associated with a high percentage of confidence. But in the optimistic scenario, the con-
fidence percentage of the extracted sources was low. The results of accuracy evaluation
based on different sources showed that each of the scenarios can be effective in different
conditions. The sources identified in the previous studies had a higher agreement with
the results of the neutral scenario. The results showed that the very pessimistic and very
optimistic scenarios had the highest error of omission and commission errors in identifying
SRDSFs in the study area, respectively. The results of the sensitivity analysis of the weight
of the criteria showed that the change in the weight of the criteria of vegetation cover, soil
moisture, and soil erodibility is the most sensitive in the area of SRDSFs. In case of limited
financial resources and the time required to manage SRDSFs, the results of very pessimistic
and pessimistic scenarios can be more efficient. But in the absence of financial and time
constraints, the results of very optimistic and optimistic scenarios can be used by managers
and planners. The proposed method in this study can be used to determine SRDSFs in
different scenarios in different regions of the world. This method is very practical and
useful for managers and planners to reduce the adverse effects of the dust phenomenon.
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