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A B S T R A C T   

Argumentative writing is an important skill for (future) teachers, and this skill can be promoted with feedback. 
For such feedback to be effective, certain social and non-cognitive aspects must be considered. Building on this, 
our study investigated the influence of different feedback providers and language styles on learners’ motivation, 
emotions, self-efficacy, and perceptions about the provider and the feedback. A total of N = 98 German student 
teachers participated in the 3 (feedback provider: artificial intelligence (AI) vs educator vs peer) × 2 (feedback 
language: personalised vs neutral) experimental between-subjects design. Results showed that student teachers 
ascribed an AI, compared to educators and peers, with more trustworthiness, particularly regarding its expertise. 
Against our expectations, we did not find further significant effects, but we found several tendencies that point 
towards the importance of social and non-cognitive aspects in feedback processes and indicate the need for 
further research. Conclusively, these aspects should be considered when investigating feedback processes in 
online learning environments.   

1. Introduction 

In a dystopian world, artificial intelligence (AI) in various forms 
takes over and dominates humankind. However, in our present world, AI 
is being developed to support humans. Discussions about what that 
support will look like have become heated – particularly after the launch 
of ChatGPT in 2022. One context of this debate is in educational settings, 
where the application of AI has great potential (Chen, Xie, Zou, & 
Hwang, 2020; Chiu, Xia, Zhou, Chai, & Cheng, 2023; Ouyang, Zheng, & 
Jiao, 2022). AI can, for example, save educators resources (Wilson et al., 
2021; Zhu, Liu, & Lee, 2020) by automatically providing feedback on 
learners’ argumentative writing skills (Wambsganns et al., 2021). 
Fostering argumentation skills (learning to argue) is considered crucial in 
the 21st century (Redecker, 2017), as these skills facilitate deep and 
elaborated engagement with information when interacting with others 
(Jonassen & Kim, 2010) and during knowledge construction (Osborne, 
2010) (arguing to learn). Thus, in the context of teacher education, 
argumentation skills are crucial from student teachers’ perspectives of 
being both the learner acquiring these skills and the (future) teacher 
promoting these skills. Further, in dealing with AI, argumentation skills 
are again a crucial competence: People must learn how to interact with 
(information from) AI systems (Ng, Leung, Chu, & Qiao, 2021). Finally, 

feedback seems to be promising for fostering argumentation skills (e.g., 
Latifi, Noroozi, Hatami, & Biemans, 2019). Yet, providing such feedback 
is often impossible for educators, as resources are scarce. AI systems that 
can support educators in feedback processes can thus potentially facil
itate the promotion of argumentation skills. 

In recent years, research interest in the social and non-cognitive as
pects of online learning processes like feedback has grown (Schneider, 
Beege, Nebel, Schnaubert, & Rey, 2021). In this study, we consider that 
key social cues important in the feedback process include the feedback 
provider and their language style, and how they affect key non-cognitive 
outcomes of feedback, namely students’ motivation, emotions, 
self-efficacy, and perceptions of the provider and the feedback. As such, 
we address several gaps in the literature. First, we investigate the role of 
feedback provided by AI systems compared to humans, which is crucial 
considering current developments. Particularly, AI systems are 
emerging in the field of feedback; they provide written, elaborated 
feedback on texts rather than just corrective feedback on 
multiple-choice answers (Cavalcanti, Ferreira, & Gomes, 2021). Their 
ability to provide written texts, i.e., communicate with natural lan
guage, makes AI systems more human (Kaplan, Kessler, Brill, & Han
cock, 2023) and subject to evaluations by their users. This indicates the 
importance of researching their role in learning through feedback 
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interactions. Second, we focus on a social aspect manifested in language, 
namely personalised language (Moreno & Mayer, 2004), which impacts 
learning and is easy to implement in practice; yet personalised language 
has not received a lot of attention in feedback contexts. Personalisation, 
as defined by Moreno and Mayer (2004), has been researched in 
multimedia learning environments and as a way of instructing effec
tively and is considered beneficial in these contexts. It is seen as a social 
aspect that can enhance the learning experience (Schneider et al., 2021) 
and could thus be valuable when used with feedback in general, and it 
may also constitute an appropriate use of language for an AI system 
when providing written feedback. Thus, the following study was 
designed to investigate the influence of the feedback provider, i.e., ed
ucators vs peers vs AI, and the feedback language, i.e., personalised vs 
neutral language, on the effectiveness of feedback as determined by 
learners’ motivation, self-efficacy, and emotions as well as their per
ceptions of the provider and the feedback. 

2. Theoretical background 

2.1. What is Feedback and why is it important in education? 

Lipnevich and Panadero (2021) defined feedback as information 
about several components from several sources that works best if 
learners actively engage with it. Conclusively, feedback is not only 
concerned with the information itself, but rather encompasses the pro
viders’ and recipients’ (re)actions to it. Complementing this definition, 
Panadero and Lipnevich (2022) suggested a new feedback model, the 
MISCA (message, implementation, student, context, and agents) model, 
capturing the breadth of relevant factors. Their work has highlighted the 
need to continue research while considering changes and developments 
to these factors. Accordingly, our study investigates changes in digital, 
written feedback processes (context and implementation) regarding lan
guage style (message) and feedback provider (agents) and their effect on 
students’ non-cognitive reactions (see Fig. 1). 

Particularly in digital environments, not only cognitive but also af
fective and social aspects should be investigated, as they are still under- 
researched despite their importance for feedback effectiveness (Evans, 
2013; Lawson et al., 2021; Schneider et al., 2021). Overall, research on 
feedback effectiveness is complex and highly variable, as many aspects 
can influence it – positively or negatively (Hattie & Timperley, 2007; 
Kluger & DeNisi, 1996; Shute, 2008; Wisniewski, Zierer, & Hattie, 
2020). Our study particularly focusses on social aspects and their rela
tion to feedback effectiveness, which is determined by cognitive (e.g., 
improved quality of argumentative writing (Latifi et al., 2019)), affec
tive (e.g., motivation (Wisniewski et al., 2020) or emotion (Molloy, 
Borrell-Carrió, & Epstein, 2013; Rowe, 2017)), or relational aspects (e. 
g., affecting trust (Davis & Dargusch, 2015)) as summarised by Hen
derson, Ryan, and Phillips (2019). The impact of feedback might even be 
multifaceted and simultaneously reveal itself on different levels (e.g., 
peer feedback can improve the quality of argumentative texts (Latifi 

et al., 2019), but might also elicit resistance (Hovardas, Tsivitanidou, & 
Zacharia, 2014)). Therefore, we summarise that feedback effectiveness 
can be reflected by students’ perceptions, emotions, motivation, and 
self-efficacy as well as performance; we focus on the non-cognitive as
pects (see Fig. 1) which have been underrepresented in research (e.g., 
Evans, 2013; Fong & Schallert, 2023). 

2.2. The influence of social cues on feedback effectiveness 

What role do social cues play in the context of learning? Social cues 
elicit social presence (Kreijns, Xu, & Weidlich, 2022; Short, Williams, & 
Christie, 1976), which then positively impacts learning by increasing 
interest and engagement (Seitchik, Brown, & Harkins, 2017). In this 
vein, social presence has been found beneficial for non-cognitive 
learning outcomes (Richardson, Maeda, Lv, & Caskurlu, 2017; Russo 
& Benson, 2005), meaning that motivation, emotions, self-efficacy, and 
perceptions can be influenced by social cues. This process is called social 
facilitation, but researchers refer to social inhibition as well: The presence 
of others can inhibit learning (Belletier, Normand, & Huguet, 2019; 
Zajonc, 1965). Thus, it seems important to consider whether and how 
social cues, like the feedback provider and language style, impact the 
non-cognitive aspects of feedback effectiveness. 

2.2.1. The feedback provider as a social cue 
Feedback can be provided by different sources with different char

acteristics. Traditionally, feedback is provided by the educator, but it 
can likewise be provided by peers or AI (Hattie & Timperley, 2007). 

The educator is characterised as a human expert with authority. 
Overall, feedback from such a source is likely to be accepted and related 
to motivation and feedback perceptions, among other outcomes (Lech
ermeier & Fassnacht, 2018), potentially because of the trustworthiness 
and credibility of experts (Metzger, Flanagin, Eyal, Lemus, & Mccann, 
2016). Nevertheless, the educators’ status comes with the curse of 
expertise (Hinds, 1999). This means that recipients’ understanding of the 
information might be hindered by the language the educator uses. 
Furthermore, the authority might have hindering effects on the learning 
process (Carless, 2006; Jonsson, 2012). Overall, though, it is generally 
assumed that educator feedback is preferred over peer feedback (e.g., 
Kwok, 2008; Zhang, 1995) because peers lack expertise and authority, 
even though peer feedback is welcome (Kwok, 2008; Tsui & Ng, 2000). 
In this vein, peers have a similar status and use similar language, which 
eases understanding (e.g., Cho, Chung, King, & Schunn, 2008), poten
tially making peer feedback more effective. Yet, students often resist 
accepting peers’ advice (Hovardas et al., 2014; Strijbos, Narciss, & 
Dünnebier, 2010), likely because a student’s use of peer feedback highly 
depends on the expertise of the peer giving the feedback (e.g., Hovardas 
et al., 2014; Van der Kleij & Lipnevich, 2021; Van Gennip, Segers, & 
Tillema, 2010). 

AI can appear in different modes, such as robotic or embedded AI, 
but in this study we focus on AI as a learning system (Glikson & Woolley, 

Fig. 1. Overview of the variables under investigation and their assumed relationship.  

T. Ruwe and E. Mayweg-Paus                                                                                                                                                                                                               



Computers and Education: Artificial Intelligence 5 (2023) 100189

3

2020). In the educational context, automated feedback from AI is 
implemented for different reasons: It can facilitate self-regulated 
learning or motivation (Cavalcanti et al., 2021; Chiu et al., 2023; Wil
son et al., 2021) and can be particularly useful for improving argu
mentative writing (Zhu et al., 2020). Further, AI systems or automated 
feedback can save educators resources (Cavalcanti et al., 2021; Wilson 
et al., 2021). 

However, when considering social presence, specifically how people 
respond to interactions with other humans vs non-human systems (like 
computers), Okita, Bailenson, and Schwartz (2008) found that inter
acting with humans showed more facilitating effects than computers, 
suggesting that learners put more effort into learning when interacting 
with a human. But, according to Reeves and Nass (1996) and research 
building on their studies, people are predisposed to apply the same 
dynamics in human-human and human-computer interactions. Thus, it 
seems important to consider the dynamics of human-computer in
teractions in social feedback interactions (Ajjawi & Boud, 2017); 
particularly in the context of this study, since an AI system’s use of 
language can be an anthropomorphic characteristic (Kaplan et al., 
2023). 

In this vein, an AI agent’s communication style influences its trust
worthiness (Kaplan et al., 2023; Rheu, Shin, Peng, & Huh-Yoo, 2021). 
Regarding an AI’s expertise in education, a twofold image is revealed: 
On the one hand, educators experience AI positively, for example, in its 
ability to support scientific writing (Kim & Kim, 2022). On the other 
hand, they mention several issues concerning the AI’s transparency 
about its decision-making, e.g., rating an essay (Shin, Zhong, & Biocca, 
2020), or the ease of implementing digital technologies for providing 
feedback (Clark-Gordon, Bowman, Hadden, & Frisby, 2019). According 
to students, they perceive the social aspects of AI for providing feedback 
on argumentative writing as motivating and beneficial for learning 
(Wambsganns et al., 2022). Thus, while AI is evaluated positively in 
many respects, users may lack trust in its abilities (Shin et al., 2020), 
similar to how peer feedback is evaluated. 

Research on the antecedents of trust in AI is still in its infancy 
(Kaplan et al., 2023), but two possible trust trajectories have been dis
cussed (Glikson & Woolley, 2020): On the one hand, initial trust in an AI 
is high due to a positivity bias towards new technologies (Parasuraman 
& Manzey, 2010) but decreases when expectations about an AI system’s 
abilities do not hold true (Dzindolet, Peterson, Pomranky, Pierce, & 
Beck, 2003). People could see an AI system as objective and unbiased 
and referring to huge amounts of data (see Swiecki et al., 2022). On the 
other hand, the scepticism towards AI in education might be responsible 
for low initial trust, which might increase with experience (Kim & Kim, 
2022). In this vein, explainable AI, or increasing transparency, would 
help users trust an AI system’s decisions (Kaplan et al., 2023; Khosravi 
et al., 2022; Shin, 2021). Whereas trust in AI for performing rather 
technical tasks is higher than in humans, the opposite is true for 
emotional tasks (Glikson & Woolley, 2020). For example, (teacher) 
students could be angry when receiving technical feedback from an AI 
due to their scepticism or they could even enjoy it as they are surprised 
by the AI’s skills. 

Overall, whereas educators and peers have their humanness in 
common, educators and AI share authority, and expertise differentiates 
all three possible feedback providers. 

2.2.2. (Personalised) language as a social cue 
Language is a social cue (Holtgraves, 2001; Holtgraves & Kashima, 

2008). The use of language is crucial for how people perceive feedback 
and the feedback provider as well as for people’s affective reactions to 
and their actual use of feedback (Bromme & Jucks, 2018; (Lipnevich, 
Berg, & Smith, 2016); Winstone, Nash, Parker, & Rowntree, 2017). Even 
slight nuances in language may dictate whether and how feedback is 
used (Winstone et al., 2017). Even though not yet investigated in the 
context of feedback, personalised language is an example of such a 
nuance: The personalisation effect describes how the use of you/your 

instead of the increases learning (Moreno & Mayer, 2004). It is assumed 
that personalised language acts as a social cue and thus facilitates con
necting new information to the self via self-referencing (Rogers, Kuiper, 
& Kirker, 1977), whereas from a motivational-emotional view, person
alised language elicits social presence (Moreno & Mayer, 2004). Social 
presence – as outlined in 2.2 – can positively affect non-cognitive ele
ments of feedback effectiveness. 

In this vein, by increasing social presence, feedback written in per
sonalised language may lead to increasing feedback effectiveness, for 
example resulting in higher motivation. The effects of personalisation on 
motivation have been tested, but results are inconclusive (Ginns, Martin, 
& Marsh, 2013): For example, Kartal (2010) found medium effects of 
personalised compared to neutral online learning materials; Zander, 
Reichelt, Wetzel, Kämmerer, and Bertel (2015) found descriptive but no 
significant differences between personalised and neutral language. The 
effects of personalisation hold true for computer agents (Moreno & 
Mayer, 2004): When instructed by an agent using personalised lan
guage, learning was rated significantly less difficult, and performance 
improved. Furthermore, students who received personalised in
structions evaluated the agent as more friendly and helpful. It can thus 
be assumed that personalised language affects not only perceptions of 
the information itself but of the provider of the information. Research on 
personalised language has primarily been conducted in multimedia 
online learning environments, for example focussing on formulating 
instructions. This study transfers these approaches to online feedback 
processes in which personalisation could be a valuable addition – 
particularly when considering different feedback providers. 

There is evidence for the interplay between the language style used 
to convey information and the provider. For example, people receiving 
information have certain expectations towards a source’s use of lan
guage that affect their reactions to the respective information (language 
expectancy theory; LET; Burgoon, Denning, & Roberts, 2002). Experts, for 
example, can draw from a broader range of language styles, e.g., formal 
and informal, and still provide credible information, while 
low-trustworthy sources can only use limited language styles to make 
their message credible and effective. As outlined above (see 2.2.1), ed
ucators are perceived as experts, but peers are not often seen as experts 
for providing feedback (Hovardas et al., 2014; Strijbos, Narciss, & 
Dünnebier, 2010), and, similarly, AI systems are rarely considered ex
perts. This would mean that the trust students have in an educator’s 
feedback should be independent of the educator’s use of language, i.e., 
they can use formal (=neutral) or informal (=personalised) language to 
appear trustworthy, while students would have stricter expectations for 
the language used by peers and AI systems. As long as the feedback falls 
within this certain expected range, the feedback information is more 
likely to be effective and the feedback providers are more likely to be 
perceived positively (Burgoon et al., 2002, 2016). In addition, these 
expectations can even be exceeded, such as when the communication is 
better than expected (expectation violation theory; EVT; Burgoon et al., 
2016). 

Conclusively, attending to personalisation of language in the context 
of AI systems and feedback providers is crucial when it comes to un
derstanding how feedback can become more effective in higher 
education. 

2.3. The impact of feedback on non-cognitive aspects 

Social aspects can influence the effectiveness of feedback, but which 
aspects are affected by it? As outlined above, feedback effectiveness is 
partly cognitive (e.g., performance), which has been the focus of 
considerable literature investigating the effects of feedback on learners’ 
performance (e.g., Wisniewski et al., 2020). Such benefits have even 
been shown for argumentative writing skills (Latifi et al., 2019) and with 
feedback from AI (Cavalcanti et al., 2021). Thus, we shift our focus to 
non-cognitive aspects of feedback effectiveness (e.g., emotions, moti
vation, self-efficacy, perceptions) which affect the use of feedback 
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(Henderson et al., 2019).  

- Achievement Emotions. In general, feedback and the provider of 
feedback can be sources of a broad range of achievement emotions 
(e.g., Fong & Schallert, 2023; Molloy et al., 2013; Rowe, 2017). 
Potentially, social presence plays a role in this context, as it affects 
students’ affective reactions (Richardson et al., 2017; Russo & Ben
son, 2005). Achievement emotions can be directed at an outcome (e. 
g., performance) or ongoing activity (e.g., learning with feedback) 
(Pekrun, 2006). According to Pekrun’s (2006) control-value theory 
(CVT), emotions are a function of perceived control and task value. 
The task value can, for example, depend on the learning material and 
its usefulness, e.g., feedback and its provider. Enjoyment and anger 
are activity-related emotions that likewise depend on the task value 
(Pekrun, 2006) and will thus be included in this study.  

- Motivation. According to Ryan and Deci (2000), learners’ needs for 
competence (e.g., being skilled at the task), relatedness (e.g., being 
accepted), and autonomy (e.g., choosing one’s actions) need to be 
fulfilled to elicit motivation. These needs can be threatened or ful
filled (Leenknecht et al., 2021) by feedback processes. The feedback 
provider, e.g., the relationship between the provider and the recip
ient, or personalised language, i.e., the words the provider uses, can, 
for example, fulfil the need for relatedness and thus motivate (Ten 
Cate, 2013). Educator feedback compared to that of peers can 
potentially threaten learners’ autonomy (Miao, Badger, & Zhen, 
2006).  

- Self-efficacy. Self-efficacy is the belief about one’s capabilities to 
successfully perform a particular behaviour (Bandura, 1986), e.g., 
argumentative writing (Putra, Saukah, Basthomi, & Irawati, 2020). 
Feedback can be a source of self-efficacy (Van Dinther, Dochy, & 
Segers, 2011; Wang & Wu, 2008), but observing changes in it after 
feedback is difficult (see Rowe, 2017). Bong and Skaalvik (2003) 
argued that the provider of feedback must be trustworthy in order to 
persuade learners of their capabilities, i.e., increase their self-efficacy 
beliefs in the respective domain. Ruegg (2018) compared students’ 
writing self-efficacy beliefs after peer vs educator feedback and 
found that educator feedback had a significantly higher effect on 
writing self-efficacy than peer feedback. Wambsganss, Janson, and 
Leimeister (2022) pointed at the lack of research on AI systems and 
self-efficacy beliefs when writing argumentative texts, even though 
AI agents can be a source of such beliefs (Sikström, Valentini, Sivu
nen, & Kärkkäinen, 2022). Furthermore, Van Dinther et al. (2011) 
pointed at the importance of investigating different feedback con
texts and types (e.g., language styles) and their effects on 
self-efficacy beliefs in the respective contexts.  

- Feedback and Provider Perceptions. In feedback processes, learners 
have to rely on information from others (Harris, 2012). For feedback 
to be effective, learners must perceive the feedback information as 
well as the provider in a certain way (e.g., Eva et al., 2012; Ilgen, 
Fisher, & Taylor, 1979; Winstone et al., 2017). A learner’s epistemic 
trust in the feedback provider influences whether they will use or 
ignore the feedback (Carless, 2012; Davis & Dargusch, 2015; Hen
driks, Kienhues, & Bromme, 2015). Trust is facilitated by charac
teristics of the provider, e.g., their expertise and experience 
(Lucassen & Schraagen, 2011), characteristics in which educators, 
peers, and AI systems differ (see 2.2.1). Feedback perceptions “cap
ture[s] how students comprehend, perceive, and value a feedback 
message and how they experience and receive feedback” (Van der 
Kleij & Lipnevich, 2021, p 349). Variability in students’ perceptions 
has been shown to be high (Van der Kleij & Lipnevich, 2021). The 
feedback provider might influence feedback perceptions and vice 
versa (Douglas, Salter, Iglesias, Dowlman, & Eri, 2016; Telio, Regehr, 
& Ajjawi, 2016). 

2.4. Hypotheses 

Building on the theoretical and empirical background outlined 
above, we assumed and tested three hypotheses. We first consider that 
feedback effectiveness partly depends on the provider of the feedback 
(Evans, 2013). Characteristics of the provider, i.e., expertise, authority, 
and humanness, inhibit or facilitate learners’ (re)actions to feedback 
(see 2.2.1), leading to the first hypothesis:  

- Hypothesis 1: Feedback Provider and Non-Cognitive Aspects. 
Feedback from educators will have the most beneficial effects while 
feedback from AI systems will have the least beneficial effects on 
students’ motivation, self-efficacy, emotions, and perceptions of the 
feedback and the provider. Furthermore, we assume that feedback 
from humans and authorities will have more beneficial effects on the 
abovementioned aspects. 

Furthermore, language has an influence on non-cognitive aspects in 
learning contexts (see 2.2.2; Bromme & Jucks, 2018; Lipnevich et al., 
2016). Personalised, informal language can have facilitating effects on 
learners (Moreno & Mayer, 2004), which forms the basis of the second 
hypothesis:  

- Hypothesis 2: Feedback Language and Non-Cognitive Aspects. 
Compared to personalised feedback, neutral feedback will lead to the 
least beneficial effects on students’ motivation, self-efficacy, emo
tions, and perceptions of the feedback and the provider. 

The MISCA model states that the various aspects of feedback pro
cesses cannot be considered in isolation (Panadero & Lipnevich, 2022). 
How the feedback process is perceived thus depends on characteristics of 
the feedback and its provider. In accordance with the LET and EVT (see 
2.2.2), the interaction of language style and the source influences re
cipients’ reactions to the information. Accordingly, trust in feedback 
from experts, i.e., educators, is rather independent of the language style, 
whereas trust in feedback from peers and AI systems (as less credible 
sources) depends on the language style (Burgoon et al., 2002). In this 
vein, the language style used by the feedback providers can be perceived 
as unexpected in a positive way, leading information recipients to 
evaluate the feedback and its provider more positively (Burgoon et al., 
2016). For example, the language style can be more informal than ex
pected, but in a way that positively affects the information recipients. 
Thus, sources are expected to use a certain style of language (e.g., ex
perts can use various styles, whereas non-experts are restricted to a 
narrower range of styles), and the recipient’s perception of the infor
mation and the provider is affected by whether these expectations are 
met. Overall, inferring a direction of this interaction effect for feedback 
provider and language style is difficult, and we state the third 
hypothesis:  

- Hypothesis 3: Interaction of Feedback Language and Provider 
and Non-Cognitive Aspects. The interaction of language style and 
the provider influences students’ motivation, self-efficacy, emotions, 
and perceptions of the feedback and the provider. 

3. Methods 

3.1. Participants and design 

According to an a priori power analysis with small to medium effects 
and 80% power in G*Power (Faul, Erdfelder, Buchner, & Lang, 2009), 
96 student teachers were targeted. Via different channels (e.g., mailing 
lists and social media), we recruited 129 student teachers from teacher 
education programmes at German universities covering a wide range of 
subjects within language, natural sciences, humanities, and arts. Of 
these, n = 25 participants dropped out, not affecting the distribution of 
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the experimental conditions, i.e., dropouts were not due to the respec
tive experimental condition (χ2(2) = 3.99, p = .136). Additionally, we 
excluded incomplete data from six participants, leading to a final sample 
of N = 98 (71.4% female, 0.04% diverse/not specified; Mage = 23.38, 
SDage = 5.47; 72.4% at bachelor’s degree level; MSemester = 4.76, 
SDSemester = 2.45; 99% German native speakers) representative of all 
German student teachers according to the Federal Statistical Office 
(Destatis, 2023). 

The participants completed the 3 × 2 between-subjects study with 
the factors feedback provider (peer vs educator vs AI) and feedback lan
guage (personalised vs neutral) online (unipark.com by Questback EFS 
Survey). They were randomly assigned to one of the six experimental 
conditions. 

3.2. Measures 

3.2.1. Motivation 
To assess participants’ motivation, we translated Guay, Vallerand, 

and Blanchard’s (2000) Situational Motivation Scale (SIMS). The SIMS 
was developed to assess situational motivation in field and laboratory 
settings. It builds on self-determination theory (SDT; Ryan & Deci, 
2000), which is important in the context of feedback (Ajjawi, Boud, 
Henderson, & Molloy, 2019; Evans, 2013; Fong & Schallert, 2023; Ten 
Cate, 2013) and thus fits our learning situation. The four subscales (i.e., 
intrinsic motivation, identified regulation, external regulation, and 
amotivation) include four items each (e.g., “Because I am doing it for my 
own good” (identified regulation)). They were assessed on a 7-point 
Likert-type scale from 1 (= corresponds not all) to 7 (= corresponds 
exactly). Cronbach’s α ranged between 0.62 and 0.90 for the subscales 
intrinsic motivation (first measurement: 0.85; second measurement: 
0.87), identified regulation (first measurement: 0.62; second measure
ment: 0.73), external regulation (first measurement: 0.93; second mea
surement: 0.90), and amotivation (first measurement: 0.73; second 
measurement: 0.83). 

3.2.2. Self-efficacy for writing 
To assess self-efficacy for writing, we adapted Bruning, Dempsey, 

Kauffman, McKim, and Zumbrunn (2013) Self-Efficacy for Writing Scale 
(SEWS) according to Putra et al.’s (2020) adaptation for argumentative 
writing to match the specific context. In our study, we included only the 
two subscales of ideation (eight items, e.g., “I can think of many ways to 
support my arguments in writing”) and self-regulation (five items, e.g., 
“I can control my frustration when I write”). Participants indicated their 
self-efficacy on a continuous scale ranging from 0 (= no confidence) to 
100 (= complete confidence). Cronbach’s α for ideation (first measure
ment: 0.90; second measurement: 0.92) and regulation (first measure
ment: 0.80; second measurement: 0.85) was good to excellent. 

3.2.3. Achievement emotions 
For assessing participants’ enjoyment and anger, we employed two 

respective subscales of the learning-related Achievement Emotions 
Questionnaire – Short (AEQ-S; Bieleke, Gogol, Goetz, Daniels, & Pekrun, 
2021). Compared to the original questionnaire (Pekrun, Goetz, Frenzel, 
Barchfeld, & Perry, 2011), the short version benefits from shorter 
administration times while being equally reliable and valid (Bieleke 
et al., 2021) and was employed for this reason. Furthermore, the 
learning-related emotions as compared to test- and class-related emo
tions are relevant for the investigated context (Bieleke et al., 2021). The 
four items each (e.g., “I enjoy the challenge of working with the feed
back” (enjoyment)) were assessed on 5-point Likert scales ranging from 
1 (= strongly disagree) to 5 (= strongly agree). We adapted the items to fit 
the context (i.e., referred to feedback instead of material). Cronbach’s α 
for the subscales were 0.68 (enjoyment) and 0.71 (anger). 

3.2.4. Provider perceptions 
Student teachers’ perceptions of the feedback providers, i.e., their 

trustworthiness, were assessed with the Muenster Epistemic Trustwor
thiness Inventory (METI; Hendriks et al., 2015). This scale was applied 
as it focusses on epistemic trustworthiness, which plays a role in feed
back environments where key aspects include not only trustworthiness 
but the acceptance of information (see 2.3). The METI includes three 
subscales and consists of 16 items (i.e., expertise (seven items), integrity 
(five items), benevolence (four items)). The items, i.e., antonyms, were 
assessed on a 7-point semantic differential scale (e.g., 1 = professional vs 
7 = unprofessional (expertise)). Participants in the AI conditions had the 
option to rate the items as not applicable since not all items were appli
cable. Cronbach’s α for the subscales was good to excellent with 0.93 
(expertise), 0.80 (integrity), and 0.81 (benevolence). 

3.2.5. Feedback perceptions 
For assessing participants’ perceptions of the feedback, we applied 

the Feedback Perceptions Questionnaire (FPQ; Strijbos, Pat-El, & Nar
ciss, 2010). Even though the FPQ was validated in a peer feedback 
context, it is intended to be used for further contexts such as online 
feedback processes (Strijbos, Pat-El, & Narciss, 2010) and is thus ideal 
for this study. We included nine items from three subscales (fairness, 
usefulness, and acceptance, e.g., “I am satisfied with this feedback” 
(fairness)). These were assessed on a 10-point bipolar scale ranging from 
1 (= fully disagree) to 10 (= fully agree). Cronbach’s α was good to 
excellent (fairness: 0.87; usefulness: 0.93; acceptance: 0.87). 

3.2.6. Further variables 
Additionally, we included control variables: To gain insights into the 

participants’ attitudes towards online learning, we employed the 
Perceived Usefulness (PU) subscale of the Technology Acceptance Model 
3 (TAM3; Venkatesh & Bala, 2008) as well as the internet-specific 
epistemological belief scale (ISEB; Bråten, Strømsø, & Samuelstuen, 
2005). PU was assessed with four items (e.g., “Using online learning 
enhances my effectiveness at university”) on a 7-point Likert-type scale 
(1 = completely disagree to 7 = completely agree) and yielded an internal 
consistency of Cronbach’s α = 0.91. We employed the two subscales of 
the ISEB dealing with internet communication (six and four items, e.g., 
“I would rather get feedback on my work face-to-face than on the 
Internet”). We assessed these on a 10-point scale from 1 (= completely 
disagree) to 10 (= completely agree) and reverse coded negatively phrased 
items. Cronbach’s α for both subscales was 0.73. To control for partic
ipants’ prior knowledge about the topic, we adapted the content 
knowledge subscale of the TPACK.xs (short assessment instrument for 
Technological Pedagogical Content Knowledge) by Schmid, Brinaza, 
and Petko (2020). Its four items (e.g., “I have sufficient knowledge about 
Kounin’s classroom management techniques”) were assessed on a 
5-point Likert scale ranging from 1 (= completely disagree) to 5 (=
completely agree). Cronbach’s α was 0.94. 

3.3. Procedure 

The study was divided into two parts (see Fig. 2). First, participants 
were asked to respond to the quantitative measures. Then, they received 
information about the topic (Kounin’s classroom management tech
niques) and were asked to write an argumentative text (Appendix A). 
This topic was chosen because it illustrates a straightforward concept 
that is widely established in teacher education. It provides sufficient 
scientific evidence to incorporate in argumentative writing and is rele
vant to student teachers (see Korpershoek, Harms, de Boer, van Kuijk, & 
Doolaard, 2016). Discussing the appropriateness for online environ
ments is, particularly after the pandemic, a current debate in public, so 
participants were likely to have an opinion. 

Each participant’s text was given feedback on its argumentative 
quality; the feedback was provided by the first author, who was blind to 
the participants’ experimental conditions. The first author assessed the 
argumentative quality of the texts by indicating positive or negative 
valence of seven assessment categories: a complete argument, consisting 
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of a (1) claim, (2) ground, and (3) warrant, as well as (4) (non-)empirical 
evidence, (5) source, (6) language, and (7) function. The categories were 
derived from research on student teachers’ argumentative skills (Lyt
zerinou & Iordanou, 2020), from the central literature on argumentation 
(Toulmin, 1958), and from feedback research (Narciss, 2012; Shute, 
2008). Building on this, two student assistants composed the final 
feedback according to the experimental condition using generic chunks 
of feedback that could be easily processed by the recipients (Shute, 
2008). The chunks were explicit (e.g., providing examples) and spelled 
out. The chunks for the seven assessment categories were either per
sonalised or neutral and were either positive or negative (see Table 1 for 
an example). 

The feedback was sent to the participants via the lab’s email address. 
It was provided in a pdf document and designed according to a popular 
online learning platform. Thus, participants did not know the alleged 
feedback provider’s name, gender, or any other characteristics; The 
alleged provider remained completely anonymous apart from their 
status group according to the experimental condition (i.e., educator, 
peer, AI). One day after they finished the first survey, participants 
received their feedback and instructions on how to continue with the 
second part of the study. In the final part of the investigation, 

participants were asked to revise their text and complete the question
naires to assess the dependent variables. 

Prior to our experiment, we pilot tested the study with five student 
teachers (80% female, Mage = 23.2, SDage = 3.83). The pilot tests verified 
the comprehensibility of the study including its materials and func
tioned as training for the first author regarding using the assessment 
categories. 

Fig. 2. Flow Diagramme illustrating the Procedure of the study.  

Table 1 
Translation of example for feedback chunks (positive chunk for Category 
“function”).  

Personalised 

Your essay should take your stand on a statement and question it argumentatively. 
This means that you should use your arguments to critically examine the statement. 
In my opinion you have implemented this well and worked out your point of view 
with your arguments.  

Neutral 

The essay should take a position on a statement and question it argumentatively. This 
means that arguments should be used to critically examine the statement. This was 
implemented well, and the point of view was worked out with arguments.  
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3.4. Ethics 

The study (including planning, conducting, analysing, storing etc.) 
complied with APA (American Psychological Association) ethical stan
dards for research with human subjects as well as with the European 
Commission’s General Data Protection Regulation. All student teachers 
provided their written informed consent. The study’s purpose was 
clarified at the end of the survey. For their time, participants were 
reimbursed with 15€. 

3.5. Statistical analyses 

Due to the complexity of the data combined with the sample size, 
linear mixed effects models did not converge, and we decided to run 
basic linear regression models instead (Brauer & Curtin, 2018). In our 
models, peers/humans and personalised language served as intercepts, i. 
e., reference categories. We built one linear model per hypothesis and 
ran the usual model checks in which no abnormalities occurred. We 
included both the overall mean values and those of the respective sub
scales for each dependent variable. The models were built in R (R Core 
Team, 2022). We set an α error of 0.05, but to avoid alpha error inflation 
due to multiple testing, we adjusted it to 0.01 according to the Bonfer
roni correction (0.05/5 dependent variables). In conclusion, since this 
method is conservative, findings approaching significance (α < 0.05) are 
interpreted as tendencies that could be of practical importance. 

3.5.1. Preparatory analyses 
We checked the equality of our measures across the experimental 

groups. Age (F(1, 138.6) = 4.77, p < .05, η2
p = .05) and semester (F(1, 

37.8) = 6.7, p < .05, η2
p = .07) showed mean differences across the 

feedback language conditions. To account for the unequal distribution, 
we included both variables as control variables in the models with 
feedback language as a predictor. 

When comparing the humanness means, we found significant dif
ferences between the feedback language conditions for age (F(1, 147.9) 
= 5.09, p < .05, η2

p = .05), semester (F(1, 37.54) = 6.68, p < .05, η2
p =

.07), and previous content knowledge (F(1, 4.18) = 4.54, p < .05, η2
p =

.05). For the authority means, we found significant differences between 
the feedback language conditions for age (F(1, 153.4) = 5.33, p < .05, η2

p 
= .05), semester (F(1, 37.9) = 6.8, p < .05, η2

p = .07), and previous 
content knowledge (F(1, 4.78) = 5.23, p < .05, η2

p = .05). Motivation 
means differed in the interaction (F(1, 4.25) = 4.26, p < .05, η2

p = .04). 
Thus, we controlled for all these variables in the models with feedback 
language or the interaction of feedback language and provider as pre
dictors in the respective analyses. 

3.6. Manipulation checks 

We asked participants for their opinions about the setting as well as 
the feedback. Perceptions regarding the setting were assessed with three 
items ranging from 1 (positive end) to 8 (negative end). Participants 
rated the setting as being quite realistic, enjoyable, and useful (M = 3.2, 
SD = 1.57). According to χ2 analyses, there were no differences between 
the experimental conditions for either item. The feedback manipulation 
was assessed with eight items on the same scale. There were significant 
differences between the experimental conditions of feedback language 
for the items that assessed the degree of formality and friendliness of the 
feedback. Neutral feedback was perceived as being more formal (t 
(94.09) = − 2.02, p < .05; Mneutral = 2.49, Mpersonalised = 3.09) and less 
friendly (t(80.19) = 1.9, p < .10; Mneutral = 2.76, Mpersonalised = 2.16) than 
personalised feedback,1 confirming the personalisation effect (Moreno 
& Mayer, 2004). 

Furthermore, we checked whether participants actually used their 
feedback by comparing their initial texts with their revised texts. On 
average, participants wrote 293.43 words (SD = 118.10, Min = 204, 
Max = 802) in their initial and 360.52 (SD = 137.29, Min = 208, Max =
1002) words in their revised texts. They received M = 3.37 (SD = 0.98) 
negative chunks before the revision and M = 1.58 (SD = 0.9) after the 
revision and were, thus, significantly better after the revision (t(192.53) 
= 13.33, p = < .01). 

Overall, additional sources (e.g., Google) were used by 19.4% of 
participants for writing text and 28.6% for revising text, whereas they 
were used by 24.5% for contextual help and 4.1% for structural help. 
Further, 90.70% of participants were not reminded of a person they 
knew while participating which indicates the anonymity of the feedback 
process. Participants’ perceived usefulness of online learning environ
ments was average (M = 4.8, SD = 1.44). Before completing the study, 
participants’ content knowledge about Kounin’s classroom management 
techniques was rather low (M = 1.74, SD = 0.97). 

4. Results 

4.1. Main analyses 

Fig. 3 shows an excerpt of the descriptive values of participants’ 
perceptions of the feedback providers. A full table including all experi
mental conditions as well as the descriptive values for the other 
dependent variables across the experimental conditions can be found in 
Supplementary Material A. 

4.1.1. Hypothesis 1 - Feedback Provider and Non-cognitive aspects 
The first hypothesis was confirmed regarding provider perceptions: 

There was a significant difference in participants’ perceptions of the 
different providers’ trustworthiness (see also Fig. 3): We found that the 
AI system was perceived as significantly more trustworthy regarding its 
expertise compared to peers and educators (F(2, 95) = 6.17, R2 = 0.12, p 
< .01, η2

p
2 = 0.12; Table 2) as well as compared to humans (F(1, 96) =

11.1, R2 = 0.10, p < .01, η2
p = .10; Table 3). The feedback provider’s 

authority tended to have an influence on perceived expertise (F(1, 96) =
6.60, p = .012, η2

p = .06; Table 4). All three providers (F(2, 95) = 3.43, p 
= .036, η2

p = .07; Table 2), humanness (F(1, 96) = 6.33, p = .014, η2
p =

.06; Table 3), and authority (F(1, 96) = 3.56, p = .062, η2
p = .04; Table 4) 

were partly close to but did not significantly influence overall trust
worthiness. The provider in any constellation did not affect the subscales 

Fig. 3. Descriptive means and standard Deviations of the provider perceptions 
(METI) Distinguished between Selected experimental factors. 

1 The antonyms were defined as 1 = formal and 8 = informal as well as 1 =
friendly and 8 = unfriendly, respectively. 

2 According to Cohen (1988), η2
p = .010 indicates a small, η2

p = .059 a mod
erate, and η2

p = .138 a large effect. 
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of benevolence and integrity (Tables 2–4). Notably, in the AI condition, 
on average 4.08 participants chose the option not applicable for each 
item (expertise: 0.83/item, benevolence: 6.00/item, integrity: 5.40/ 
item). 

Furthermore, self-efficacy, motivation, emotions, and feedback per
ceptions were not predicted by the feedback provider. Yet, the effect of 
humanness on self-efficacy ideation was close to significance (F(1, 96) =
6.36, p = .013, η2

p = .06), with the AI system promoting self-efficacy 
beliefs. Likewise, the influence of authority on enjoyment was almost 
significant (F(1, 96) = 5.85, p = .017, η2

p = .06); compared to peers, 
participants experienced more enjoyment with feedback from author
ities. See Supplementary Material B for summaries of the statistical 
analyses. 

4.1.2. Hypothesis 2 - feedback type and non-cognitive aspects 
To begin with, while there were no changes in participants’ self- 

efficacy beliefs before and after the feedback (t = − 1.63, p = .105, 
MSEWS_I = 6.48, MSEWS_II = 6.85, Cohen’s d3 = − 0.23), their motivation 
decreased (t = 2.74, p < .01, MSIMS_I = 4.56, MSIMS_II = 4.15, Cohen’s d =
0.39). Nevertheless, contrary to our second hypothesis, language had no 
significant influence on overall motivation (F(3, 94) = 2.80, R2 = 0.08, p 
= .044, η2

p = .06). Similarly, the feedback language also did not influence 
the respective subscales (Table 5). 

Furthermore, contrary to our assumption, the feedback language did 
not affect participants’ writing self-efficacy (F(3, 94) = 1.03, p = .384, 
η2

p = .02), their emotions (enjoyment: F(3, 94) = 0.16, p = .925, η2
p < .01; 

anger: F(3, 94) = 0.53, p = .664, η2
p < .01), or their perceptions of the 

feedback (F(3, 94) = 0.54, p = .653, η2
p < .01) or the feedback provider (F 

Table 2 
Basic linear models for comparison of feedback provider on provider perception 
(METI) (H1).   

Est. SE t p 

Provider Perception ~ Feedback Provider (F(2, 95) = 3.43, p < .05, η2
p = .07) 

Intercept 2.37 0.20 11.71 <.001*** 
Educator 0.21 0.27 0.75 .455 
AI 0.66 0.26 2.49 .01* 

Expertise ~ Feedback Provider (F(2, 95) = 6.17, R2 = 0.12, p < .01, η2
p = .12) 

Intercept 2.39 0.26 9.12 <.001*** 
Educator 0.39 0.36 3.38 .273 
AI 1.15 0.34 3.38 .001** 

Benevolence ~ Feedback Provider (F(2, 95) = 1.41, p = .248, η2
p = .03) 

Intercept 2.61 0.26 10.09 <.001*** 
Educator − 0.24 0.35 − 0.69 .489 
AI 0.29 0.34 0.87 .387 

Integrity ~ Feedback Provider (F(2, 95) = 0.78, p = .460, η2
p = .02) 

Intercept 2.09 0.23 9.17 <.001*** 
Educator 0.38 0.31 1.21 .228 
AI 0.28 0.30 0.94 .350 

Note. *p ≤ .05, **p ≤ .01, ***p ≤ .001. 

Table 3 
Basic linear models for comparison of humanness on provider perception (METI) 
(H1).   

Est. SE t p 

Provider Perception ~ Humanness (F(1, 96) = 6.33, p < .05, η2
p = .06) 

Intercept 2.48 0.14 18.16 <.001*** 
AI 0.54 0.22 2.52 .014* 

Expertise ~ Humanness (F(1, 96) = 11.1, R2 = 0.10, p < .01, η2
p = .10) 

Intercept 2.60 0.18 14.67 <.001*** 
AI 0.94 0.28 3.33 .001** 

Benevolence ~ Humanness (F(1, 96) = 2.36, p = .128, η2
p = .02) 

Intercept 2.48 0.17 14.20 <.001*** 
AI 0.43 0.28 1.54 .128 

Integrity ~ Humanness (F(1, 96) = 0.09, p = .760, η2
p < .01) 

Intercept 2.30 0.15 14.83 <.001*** 
AI 0.08 0.25 0.31 .760 

Note. *p ≤ .05, **p ≤ .01, ***p ≤ .001. 

Table 4 
Basic linear models for comparison of authority on provider perception (METI) 
(H1).   

Est. SE t p 

Provider Perception ~ Authority (F(1, 96) = 3.56, p = .062, η2
p = .04) 

Intercept 2.37 0.20 11.57 <.001*** 
Authority 0.45 0.24 1.89 .062 

Expertise ~ Authority (F(1, 96) = 6.60, p < .05, η2
p = .06) 

Intercept 2.39 0.27 8.92 <.001*** 
Authority 0.81 0.31 2.57 .012* 

Benevolence ~ Authority (F(1, 96) = 0.03, p = .869, η2
p < .01) 

Intercept 2.61 0.26 10.00 <.001*** 
Authority 0.05 0.31 0.17 .869 

Integrity ~ Authority (F(1, 96) = 1.46, p = .230, η2
p = .02) 

Intercept 2.09 0.23 9.21 <.001*** 
Authority 0.32 0.27 1.21 .230 

Note. *p ≤ .05, **p ≤ .01, ***p ≤ .001. 

Table 5 
Basic linear models for comparison of feedback language on motivation (SIMS) 
(H2).   

Est. SE t p 
Situational Motivation ~ Feedback Language + Age + Semester (F(3, 94) = 2.80, p =

.044, η2p = .06) 
Intercept 0.31 0.48 0.66 .510 
Neutral − 0.55 0.22 − 2.51 <0.05* 
Age − 0.01 0.02 − 0.39 .697 
Semester − 0.07 0.04 − 1.53 .129 
Amotivation ~ Feedback Language + Age + Semester (F(3, 94) = 1.27, p = .288, η2p 
= .02) 

Intercept − 0.25 0.58 − 0.43 .667 
Neutrals − 0.46 0.27 − 1.70 .093 
Age 0.03 0.02 1.11 .270 
Semester − 0.06 0.05 − 1.19 .236 
Intrinsic Motivation ~ Feedback Language + Age + Semester (F(3, 94) = 1.97, p =

.124, η2p = .04) 
Intercept 0.07 0.55 0.13 .894 
Neutral − 0.34 0.25 − 1.33 .188 
Age − 0.04 0.02 − 1.57 .120 
Semester 0.01 0.05 0.21 .836 
Identifying Regulation ~ Feedback Language + Age + Semester (F(3, 94) = 2.49, p =

.065, η2p = .03) 
Intercept 0.24 0.54 0.44 .660 
Neutral − 0.56 0.25 − 2.22 .029 
Age 0.00 0.02 0.21 .835 
Semester − 0.10 0.05 − 2.08 .041 
External Regulation ~ Feedback Language + Age + Semester (F(3, 94) = 2.48, p =

.066, η2p = .05) 
Intercept 1.20 0.86 1.39 .169 
Neutral − 0.87 0.40 − 2.17 <0.05* 
Age − 0.03 0.04 − 0.74 .458 
Semester − 0.11 0.08 − 1.40 .164 

Note. *p ≤ .05, **p ≤ .01, ***p ≤ .001. 

3 According to Cohen (1988), the conventional effect sizes for t-tests are: 0.2 
(small effect), 0.5 (moderate effect), and 0.8 (large effect). 

T. Ruwe and E. Mayweg-Paus                                                                                                                                                                                                               



Computers and Education: Artificial Intelligence 5 (2023) 100189

9

(3, 94) = 0.33, p = .800, η2
p < .01); feedback language also did not affect 

the respective subscales (see Supplementary Material C). Hypothesis 2 
was not supported. 

4.1.3. Hypothesis 3 - Interaction of Feedback Language and Provider and 
Non-cognitive aspects 

The interaction of feedback language and provider was not signifi
cant for non-cognitive aspects of feedback effectiveness (Supplementary 
Material D). Hypothesis 3 was thus rejected. 

5. Discussion 

The findings provide insights into the impact of feedback provider 
and language on non-cognitive aspects of feedback effectiveness. Our 
first hypothesis was accepted regarding participants’ perceptions of the 
feedback provider: We found that trustworthiness, particularly 
regarding the expertise of the provider, was influenced by the feedback 
provider. The AI system by itself or as a counterpart to humans was 
ascribed more expertise for providing feedback than educators and 
peers. Hypothesis 2 investigated the effects of (personalised) language 
on non-cognitive aspects and found no significant effects. Nor were there 
any effects of the interaction of feedback language and provider on non- 
cognitive feedback effectiveness (Hypothesis 3). 

Overall, participants were able to work with the feedback when 
revising their argumentative text, thus indicating a high validity of the 
setting. Regarding Hypothesis 1, the results point at the importance of 
trust in feedback processes. Surprisingly, we found that the AI system 
was ascribed more trustworthiness across different analyses than were 
educators and peers. Ascribing humans trust requires information about 
them (e.g., information about their expertise or experience) (Lucassen & 
Schraagen, 2011), and, similarly, researchers have argued that for users 
to trust an AI system, they must have information about the AI, e.g., 
transparency about its functioning (Hoff & Bashir, 2015; Kaplan et al., 
2023; Lee & See, 2004). But we offered no such information in this 
study. 

As mentioned in the theoretical background, different trust trajec
tories are suggested when interacting with AI: We found high initial trust 
compared to that in humans, indicating that participants had a potential 
positivity bias towards the AI (Parasuraman & Manzey, 2010). This is in 
line with colloquial prejudice about AI systems in assessment (Chiu 
et al., 2023; Swiecki et al., 2022). First, the benefits of AI in 
decision-making (e.g., bias-free decisions) prevail and give the AI the 
benefit of the doubt. Compared to human feedback providers, an AI 
would be assumed to not have its personal taste affect its assessment, 
which would make it highly competent, e.g., having high expertise to 
provide feedback. Nonetheless, in this vein, we must consider that 
participants’ trustworthiness perceptions might have decreased if 
allowed to continue interacting with the AI system (see 2.2.1). In this 
study, there was only one interaction point, leaving it unknown whether 
the more participants interact with the system, the more their percep
tions of its trustworthiness are affected. 

Another colloquial benefit is that an AI system is able to integrate 
more data into its decision-making progress than humans ever could, 
thereby leading to higher ratings of expertise. In addition, the AI sys
tem’s use of language is an antecedent of trust. User-related aspects like 
participants’ competences and experiences, their attitudes, and their 
personality might justify the high trust (Kaplan et al., 2023). Their ex
periences and familiarity with AI as well as their culture may be bene
ficial for the development of trust in AI systems (Kaplan et al., 2023). At 
the same time, AI systems that generate and assess text are currently not 
the most common AI systems to be applied in higher education contexts 
(Cavalcanti et al., 2021), meaning that participants’ experience and 
familiarity with such systems might still be rather low. 

Separate from but related to trust, in this study authority was not 
found to significantly predict trustworthiness (regarding expertise), but 
we found a tendency in line with the literature. This reasoning 

complements the findings above as well as the descriptive tendencies. 
Overall, these findings point at the importance of considering trust in 
feedback processes. 

Regarding emotions, there was a tendency towards authority to 
predict enjoyment. According to the CVT (Pekrun, 2006), enjoyment is a 
function of perceived control and task value. The results indicate that 
the task value of feedback from an authority might be higher compared 
to feedback from peers. Increases in task value could be ascribed to 
social presence, which was elicited by all providers (and not signifi
cantly more by authorities). Nevertheless, since the task apparently was 
valued as being rather positive, anger did not arise (Pekrun, 2006). 
Future research should thus investigate the meaning of the task value. In 
addition, some methodological issues regarding emotions, such as their 
retrospective assessment (Robinson & Clore, 2002) and the rather low 
reliability of the enjoyment subscale (see 3.2.3) may also help explain 
the absence of significance. 

The lack of significance regarding self-efficacy beliefs might be 
explained by social presence, i.e., no differences in social presence were 
elicited by the three feedback providers. Additionally, as mentioned by 
Rowe (2017), seeing changes in self-efficacy immediately after feedback 
might be difficult, as self-efficacy beliefs are rather stable. For future 
research, we would thus recommend longitudinal designs. Nevertheless, 
we found a tendency of feedback from AI compared to that from humans 
to increase participants’ self-efficacy ideation. As outlined above, AI 
system seems to be a trusted source of feedback and therefore a trusted 
source of self-efficacy (Bong & Skaalvik, 2003). According to Bandura 
(1997), self-efficacy beliefs depend, among other factors, on social 
persuasions, and these are more likely to come from trusted sources. 
This is another indicator that social considerations are important in 
feedback processes. 

Neither motivation nor feedback perceptions were affected by the 
feedback providers. First, effects of the feedback process (including the 
provider) on motivation tend to be rather low (Wisniewski et al., 2020) 
because of the possibility that motivation will be negatively influenced 
by the feedback’s/provider’s threat to learners’ needs (Ryan & Deci, 
2000; Wisniewski et al., 2020). In this study, the providers could have 
threatened the need for relatedness or autonomy (Miao et al., 2006; Ten 
Cate, 2013) and, thereby, diminished the positive effects on motivation. 
The absence of significance might also be explained by methodological 
reasons, like the assessment of motivation in a fictious setting 
(Touré-Tillery & Fishbach, 2014). Second, feedback perceptions are 
assumed to be influenced by feedback providers due to the importance 
of the relationship between provider and recipient (e.g., Douglas et al., 
2016), i.e., the social presence. This relationship may have been difficult 
to establish, as the study’s setting was anonymous, and participants did 
not have the opportunity to contact the feedback providers. 

Hypothesis 2 tackled the question of how the language style affects 
non-cognitive feedback effectiveness. First and against our expectations, 
personalised feedback language did not significantly affect motivation. 
According to the SDT (Ryan & Deci, 2000), learners’ needs for compe
tence, autonomy, and relatedness were not fulfilled – potentially due to 
the fictional setting – but the descriptive values indicate potential dif
ferences. This finding contrasts with the personalisation effect (Moreno 
& Mayer, 2004) that was confirmed in the material. Nevertheless, we 
mentioned above that results in terms of motivation are inconclusive 
(Ginns et al., 2013). Similar to Zander et al. (2015), our results hint at 
the effect of personalised language on motivation, indicating the 
importance of considering it in future research. 

Against our expectations, we did not find effects of language on self- 
efficacy, emotions, and feedback perceptions due to social presence and 
reduced cognitive load (Moreno & Mayer, 2004). For one, social pres
ence (from the participants’ perspective) might not have differed be
tween the two experimental conditions. Second, social presence depends 
on interactivity (Kim, Kwon, & Cho, 2011), which could have been 
insufficient in this study to elicit effects. Methodologically, the absence 
of significance for self-efficacy could have been due to the short duration 
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of the intervention (Pajares, 2003), and that for emotions could have 
been related to the retrospective assessment (Robinson & Clore, 2002). 
Furthermore, for self-efficacy, emotions, and feedback perceptions, ef
fects could have arisen in comparison to no feedback (Hattie & Tim
perley, 2007) or when considering the valence of the feedback (Hattie & 
Timperley, 2007; Kluger & DeNisi, 1996), but these situations were not 
assessed in the current study. 

Hypothesis 3 addressed the question of how the interaction of 
feedback language and provider affects non-cognitive feedback effec
tiveness; the results did not indicate any interaction effect. In accor
dance with the LET, recipients expect the information provider to use 
appropriate language. Transferred to our findings, the feedback pro
viders’ language styles could have been viewed as appropriate (Burgoon 
et al., 2002). This could have been due to participants characterising the 
providers as competent to provide feedback and, thus, accepting a 
broader range of language styles as appropriate. This is, for example, in 
line with findings from the first hypothesis, in which the AI system was 
characterised as trustworthy regarding its expertise. 

5.1. Practical implications 

From a practical point of view, our findings highlight the importance 
of establishing trust in feedback processes in higher education. The 
relationship of feedback recipient and feedback provider as well as their 
individual characteristics should be considered when designing feed
back processes. The findings indicate that an AI system can be imple
mented as a feedback provider; however, when doing this, attention 
must be paid to the respective people interacting with it, as they should 
consider the level of trustworthiness they have in the AI as well as po
tential information that could cause harm. Furthermore, aspects like AI 
literacy, experience, and culture play important roles and influence trust 
in AI systems (Kaplan et al., 2023). For example, as discussed, the fre
quency of interactions with an AI system can influence users’ trust
worthiness perceptions. Our study showed that the sole presence of an 
alleged AI system without any reference to its technological functioning 
did influence learners’ perceptions, which highlights the need for 
fostering AI and feedback literacy to protect learners from manipulation. 

For feedback practitioners, we recommend using personalised lan
guage, as more formal language styles tend to be detrimental for moti
vation. Furthermore, this is easily implemented and, considering the 
methodology, e.g., the assessment of motivation in fictional settings, the 
non-significant finding is still of practical relevance. 

In general, it seems important to consider the social and non- 
cognitive aspects of learning with feedback, as effects were found for 
different aspects, even if only as tendencies. When implementing such 
processes, these social and non-cognitive aspects should be addressed to 
create awareness and hinder the potential negative effects of feedback. 
The study showed that social cues are influential for feedback effec
tiveness in terms of trustworthiness and, thus, should not be neglected. 

5.2. Theoretical implications 

Theoretically, this study adds to a growing field of research. We can 
tentatively confirm that, in accordance with the MISCA model (Pan
adero & Lipnevich, 2022), characteristics of the feedback process, 
namely the message, i.e., language style, the agents, i.e., the feedback 
provider, as well as the student, i.e., their non-cognitive reactions, 
implemented in digital learning environments (context) play a role for 
feedback effectiveness. Thus, in future research the complexity of the 
feedback process should be considered. Further research should address 
the question of whether and how provider-related effects can be acted 
upon to make feedback even more successful (e.g., those aspects influ
encing the trustworthiness). For example, future research might focus on 
promoting trust and deepening the understanding of the encounter be
tween feedback providers and recipients. Additionally, future studies 
should make sure to consider AI systems in learning environments. 

Furthermore, it would be interesting to investigate the effect of 
feedback provider and language style on skill acquisition. In our study, 
we focussed on participants’ non-cognitive reactions and did not 
particularly investigate the extent to which their argumentative writing 
skills improved. Taking a closer look at the impact of the feedback, its 
provider, and language across multiple time points on learners’ skill 
development would inform the didactical design of feedback processes. 

Also, we can infer that it might be promising to integrate AI systems 
in educational research as their application is becoming more and more 
common, but research on their influence in this context is not as thor
ough. Similarly, our focus on social and non-cognitive aspects in 
learning environments is justified, and new questions arise as these as
pects continue to change. We showed that participants’ perceptions of 
the feedback provider were influenced by social cues and that social cues 
showed tendencies for influencing emotions, motivation, and self- 
efficacy. Further insights into how non-cognitive aspects are influ
enced are crucial for theory and practice and should, thus, be subject to 
further research. For example, transparency, e.g., meta-information 
about an AI, as mentioned above, could influence learners’ reactions 
(Shin et al., 2020) and should be investigated further. 

5. 3. Limitations 
The launch of ChatGPT has stirred a huge discussion about the use of 

AI (in education). Peoples’ attitudes towards or their experiences with 
an AI system might quickly change. The results might look different 
now, which is why they should be considered with caution. 

To begin with, we investigated written feedback provided anony
mously in a digital learning environment on argumentative texts. This 
specific context (e.g., a sample of German student teachers) limits the 
generalisability of the results and thus points at the importance of 
investigating the role of social cues in other contexts. Furthermore, it is 
important to note that effects depend on the individual interaction of a 
specific system or a specific human with the learner, and effects might 
also depend on the culture of the participants (Kaplan et al., 2023) as 
well as the abovementioned development regarding AI in education. 
Second, the methodological limitations of our study (e.g., assessment of 
motivation in fictional settings (Touré-Tillery & Fishbach, 2014), short 
duration of intervention (Pajares, 2003)) indicate that future studies in 
the field could provide deeper insights into the assumed relationships. 
Along this line, the reliability of some subscales was below acceptable, 
which could potentially threaten the validity of the results; thus, for now 
we suggest caution in interpreting the results. In addition, the sample 
size and small number of participants per experimental condition may 
have been insufficient for the study. Finally, feedback can only be 
considered effective when performance improves. Our manipulation 
check showed that participants’ texts significantly improved after the 
feedback, but in our analysis we focussed on the non-cognitive aspects; 
investigating learners’ actual performance and the cognitive learning 
outcomes is important for future research. 

6. Conclusion 

So, how do the feedback provider and the personalisation of their 
language style influence the effectiveness of feedback in terms of non- 
cognitive aspects? According to our results, the feedback provider in
fluences feedback effectiveness. In particular, the study showed that the 
trustworthiness of the feedback depends on the provider, as the AI sys
tem was perceived as more trustworthy regarding its expertise compared 
to humans (i.e., peer and educator). To implement feedback in online 
learning environments, this means that feedback providers and their 
characteristics (e.g., expertise) should be considered. Furthermore, this 
result indicates that an AI system can be applied in feedback processes 
without expecting drawbacks regarding its influence on learners’ eval
uations of its trustworthiness. 

Nevertheless, these findings must be used with caution. A range of 
other variables, like characteristics of the recipient, might have 
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influenced the results. Furthermore, we found tendencies that indicate 
further differences in feedback effectiveness due to the feedback pro
vider and language. For online feedback processes, this means that the 
feedback provider and the language they use do potentially affect 
learners’ non-cognitive reactions (i.e., trustworthiness). Thus, this again 
confirms that such social cues should be considered when designing 
feedback processes. The study may become particularly relevant as AI 
applications are increasingly implemented in educational contexts. 

Overall, when designing feedback environments, the influential na
ture of social cues like the feedback provider on learners’ reactions 
should be considered. 
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Acronyms 

AI Artificial Intelligence 
CVT Control Value Theory 
EVT Expectation Violation Theory 
LET Language Expectancy Theory 
MISCA Message, Implementation, Student, Context, Agent 

Appendix A. Instructions for Writing the Argumentative Text  

German 
Original 

„Kounins Techniken zur Klassenführung sind hilfreich in online Klassenräumen.“ 
Setzen Sie sich kritisch mit diesem Statement auseinander. Wenden Sie dafür Kounins Techniken zur Klassenführung auf eine beispielhafte Situation in einem 
online Klassenraum an und argumentieren Sie deren Relevanz. Nehmen Sie Stellung, inwieweit die Techniken dabei unterstützen, eine derartige 
Unterrichtssituation in den Griff zu bekommen. 
Denken Sie daran, starke und vollständige Argumente zu formulieren. Beachten Sie weiterhin, dass Sie beispielsweise verschiedene Perspektiven berücksichtigen und Ihre 
Aussagen belegen können. Sie können auch weitere Quellen einbeziehen. Behalten Sie die Aufgabenstellung während der Bearbeitung im Hinterkopf. Sie können mit der 
Umfrage fortfahren, wenn Sie min. 200 Wörter geschrieben haben. 

Translation "Kounin’s classroom management techniques are helpful in online classrooms." 
Critically reflect on this statement. Apply Kounin’s classroom management techniques to an example situation in an online classroom and argue their relevance. 
Comment on the extent to which the techniques help to manage such a classroom situation. 
Remember to formulate strong and complete arguments. Further note that you can, for example, consider different perspectives and provide evidence for your statements. You 
can also include additional sources. Keep the assignment in mind while you are working on it. You can continue with the survey when you have written at least 200 words.  
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