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# THE LEADING COEFFICIENT OF LASCOUX POLYNOMIALS 

ALESSIO BORZÌ, XIANGYING CHEN, HARSHIT J. MOTWANI, LORENZO VENTURELLO, AND MARTIN VODIČKA


#### Abstract

Lascoux polynomials have been recently introduced to prove polynomiality of the maximumlikelihood degree of linear concentration models. We find the leading coefficient of the Lascoux polynomials (type C) and their generalizations to the case of general matrices (type A) and skew symmetric matrices (type D). In particular, we determine the degrees of such polynomials. As an application, we find the degree of the polynomial $\delta(m, n, n-s)$ of the algebraic degree of semidefinite programming, and when $s=1$ we find its leading coefficient for types C, A and D.


## 1. Introduction

In statistics, a multivariate Gaussian distribution is an important family of parametric statistical models, whose parameters are given by a mean vector $\mu \in \mathbb{R}^{n}$ and covariance matrix $\Sigma$ which is positive definite. The inverse $\Sigma^{-1}$ is called the concentration matrix. The problems studied in this paper are motivated by linear concentration models, introduced by Anderson [And70]. In these models, the concentration matrix $\Sigma^{-1}$ is assumed to be in a $d$-dimensional linear subspace $\mathcal{L}$ of symmetric matrices, in particular $\Sigma$ should belong to the set $\mathcal{L}^{-1}$ of the inverse matrices of $\mathcal{L}$.
An important invariant that measures the complexity of a linear concentration model is the maximum likelihood degree (ML-degree), which is the number of critical points of the rational score equations coming from generic data points. If the linear space $\mathcal{L}$ is generic, the ML-degree is the degree of the Zariski closure of $\mathcal{L}^{-1}$ (see [SU10, Theorem 1] or [MMW21, Corollary 2.6]). In this case, the ML-degree depends just on the size $n$ of the symmetric matrices and the dimension $d$ of $\mathcal{L}$, and it will be denoted by $\phi(n, d)$.
In [MMW21] a new connection of the ML-degree with enumerative geometry was found. This allowed new techniques and tools to study the ML-degree. For instance, $\phi(n, d)$ can be defined in pure enumerative terms, as being the number of nondegenerate quadrics in $n$ variables, passing through $\binom{n+1}{2}-d$ general points and tangent to $d-1$ general hyperplanes. Such problems can be solved by performing computations in the cohomology ring of the variety of complete quadrics. In light of this connection, later in $\left[\mathrm{MMM}^{+} 20\right]$ the following polynomiality result, previously conjectured by Sturmfels and Uhler [SU10, p. 611] (see also [MMW21, Conjecture 2.8]) was settled:

Theorem 1. $\left[\mathrm{MMM}^{+}\right.$20, Theorem 1.3] For any $d>0$ fixed, the function $n \mapsto \phi(n, d)$ is polynomial.
The proof of the previous theorem boils down to show the polynomiality of certain functions [ $\mathrm{MMM}^{+} 20$, Theorem 4.3], called Lascoux polynomials, after Alain Lascoux [LLT89]. There are several equivalent ways to define Lascoux polynomials. For instance, in Section 3 we will give a definition in terms of Schur polynomials. Here we describe Lascoux polynomials in a more elementary manner. First, consider the infinite Pascal triangle matrix

$$
E=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & \ldots \\
1 & 1 & 0 & 0 & \ldots \\
1 & 2 & 1 & 0 & \ldots \\
1 & 3 & 3 & 1 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

where $E_{i j}=\binom{i}{j}$. For every pair of finite subsets $I, J \subseteq \mathbb{N}$, let $E_{I, J}$ be the submatrix of $E$ with rows indexed by $I$ and columns indexed by $J$. The Lascoux coefficient $\psi_{I}$ of a finite subset $I \subseteq \mathbb{N}$ of cardinality $r$, is defined by

$$
\psi_{I}=\sum_{\substack{J \subseteq \mathbb{N},|J|=r \\ 1}} \operatorname{det}\left(E_{I, J}\right)
$$

Observe that the sum above has only finitely many non-zero terms. For every nonnegative integer $n \geq 0$, let $[n]=\{0,1, \ldots, n-1\}$. The Lascoux polynomial of a finite subset $I \subseteq \mathbb{N}$, is the function

$$
\operatorname{LP}_{I}(n)= \begin{cases}\psi_{[n] \backslash I} & \text { if } I \subseteq[n] \\ 0 & \text { otherwise }\end{cases}
$$

Two proofs of the polynomiality of $\mathrm{LP}_{I}$ were provided in $\left[\mathrm{MMM}^{+} 20\right]$. The first uses two recursive formulas of the Lascoux polynomials. In the second, the authors dive in to the properties of the minors of the Pascal triangle matrix. Although the techniques used in the second proof are longer and more technical, they allow to find the degree and leading coefficient of the Lascoux polynomials:

Theorem 2. $\left[\mathrm{MMM}^{+}\right.$20, Theorem 4.12] (Type C, Theorem 3.3) Let $I=\left\{i_{1}<\cdots<i_{r}\right\} \subseteq \mathbb{N}$. The polynomial $\mathrm{LP}_{I}$ has degree $\sum_{k} i_{k}+|I|$. Its leading coefficient is equal to

$$
\frac{\prod_{j>k}\left(i_{j}-i_{k}\right)}{\left(i_{1}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k}\left(i_{j}+i_{k}+2\right)} .
$$

Our first main contribution is to provide a more direct proof of the previous theorem, starting from the recurrence relations of the Lascoux polynomials.
Further, all the results mentioned above have natural analogues if we replace the space of symmetric matrices ("type C", Section 3) with the space of general matrices ("type A", see Section 4) or with the space of skew-symmetric matrices ("type D", Section 5). This point of view was already taken in $\left[\mathrm{MMM}^{+} 20\right]$. We continue in this direction, finding formulas for the degree and leading coefficient of Lascoux polynomials for type A and D , which were not previously known.

Theorem 3 (Type A, Theorem 4.3). For sets $I=\left\{i_{1}, \ldots, i_{r}\right\}, J=\left\{j_{1}, \ldots, j_{r}\right\}$, the degree of the Lascoux polynomials of type $A$ is given by the following expression on $I, J$ :

$$
\operatorname{deg}\left(\operatorname{LP}_{I, J}^{A}(n)\right)=|I|+\sum I+\sum J
$$

and the leading coefficient of $\operatorname{LP}_{I, J}^{A}$ is

$$
\frac{\prod_{k>l}\left(i_{k}-i_{l}\right) \prod_{k>l}\left(j_{k}-j_{l}\right)}{\prod_{k, l=1}^{r}\left(i_{k}+j_{l}+1\right) \prod_{k=1}^{r}\left(i_{k}\right)!\prod_{k=1}^{r}\left(j_{k}\right)!} .
$$

Theorem 4 (Type D, Theorem 5.2). Let $I=\left\{i_{1}<\cdots<i_{r}\right\} \subset \mathbb{N}$ be a set of nonnegative integers. Then

- If $i_{1}>0, \operatorname{LP}_{I}^{D}(2 n)$ and $\operatorname{LP}_{I}^{D}(2 n+1)$ are polynomials in $n$ of degree $\sum I$ and leading coefficient equal to

$$
\frac{2^{\sum I-|I|} \prod_{k>l}\left(i_{k}-i_{l}\right)}{\prod_{k>l}\left(i_{k}+i_{l}\right) \prod_{k}\left(i_{k}\right)!}
$$

- If $i_{1}=0$, then $\operatorname{LP}_{I}^{D}(n)=\operatorname{LP}_{I \backslash\{0\}}^{D}(n)$ if $n-|I|$ is even, and $\operatorname{LP}_{I}^{D}(n)=0$ if $n-|I|$ is odd.

Lascoux coefficients also appear in the context of semidefinite programming (SDP), a subject in optimization theory that concerns the problem of optimizing a linear function over the cone of positive semidefinite matrices. An important invariant that addresses the complexity of these problems is the algebraic degree of semidefinite programming. For more information about the algebraic degree of SDP, we refer to [NRS10]. Following $\left[\mathrm{MMM}^{+} 20\right.$, Definition 1.4], here we provide the following definition of the algebraic degree of SDP in the language of algebraic geometry. Let $\mathcal{L} \subseteq S^{2} \mathbb{C}^{n}$ be a general linear space of symmetric matrices of affine dimension $m+1$, and let $S D_{m}^{r, n} \subseteq \mathbb{P}(\mathcal{L})$ denote the projectivization of the cone of matrices of rank at most $r$ in $\mathcal{L}$. The algebraic degree of SDP, denoted $\delta(m, n, r)$, is the degree of the projective dual of $S D_{m}^{r, n}$ if this dual is a hypersurface, and zero otherwise.
In [GvBR09] the authors found a formula that expresses $\delta(m, n, r)$ in terms of Lascoux coefficients. In addition, in $\left[\mathrm{MMM}^{+} 20\right]$ the authors proved that the function $n \mapsto \delta(m, n, n-s)$ for fixed $m, s>0$ is a polynomial, and provided another formula for $\delta(m, n, n-s)$ previously conjectured in [NRS10, Conjeture 21]. Similarly for Lascoux polynomials, the results in $\left[\mathrm{MMM}^{+} 20\right]$ were also proved for type A and D (see Section 6 for the related definitions). As an application of our previous results for the Lascoux polynomials, we find the degree of the polynomials $\delta(m, n, n-s)$, and their leading coefficient for $s=1$, in type $\mathrm{C}, \mathrm{A}$ and D .

Theorem 5. Let $s>0$.

- (Type C, Theorem 6.2) The polynomial $\delta(m, n, n-s)$ has degree $m$, for every $m \geq\binom{ s+1}{2}$. Moreover

$$
L C(\delta(m, n, n-1))=\frac{2^{m-1}}{m!}
$$

for every $m>0$.

- (Type A, Theorem 6.3) The polynomial $\delta_{A}(m, n, n-s)$ has degree $m$, for every $m \geq s^{2}$. Moreover,

$$
L C\left(\delta_{A}(m, n, n-1)\right)=\frac{1}{m!}\binom{2(m-1)}{m-1}
$$

for every $m>0$.

- (Type D, Theorem 6.4) The polynomial $\delta_{D}(m, n, n-s)$ has degree $m$, for every $m \geq\binom{ 2 s}{2}$. Moreover,

$$
L C\left(\delta_{D}(m, n, n-1)\right)=\frac{2^{m-2}}{m!}\left(\frac{1}{m}\binom{2(m-1)}{m-1}+1\right),
$$

for every $m>0$.
This paper is organized as follows. In Section 2 we prove some technical lemmas that will be used throughout the paper, in Section 3, 4 and 5 we find the degree and the leading coefficient of the Lascoux polynomials for type C, A and D respectively. Finally, in Section 6 we find the algebraic degrees of $\delta(m, n, n-1)$ for type $\mathrm{C}, \mathrm{A}$ and D .

Remark 1.1. We would like to point out that the terminology "Lascoux polynomials" appears in the literature in more than one context not necessarily related to our setting. Our choice is motivated by the definitions in $\left[\mathrm{MMM}^{+} 20\right]$.
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## 2. Four identities

In this paper we will need the following four identities of rational functions. All the identities are thought to be in $k\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$, where $k$ is a field of characteristic zero. We start with a "Double Sum Lemma", expressing the sum of two sets of $r$ variables as a certain sum of rational functions.

Lemma 2.1 (Double Sum Lemma). The identity

$$
\begin{equation*}
\sum_{i=1}^{r} x_{i}+\sum_{j=1}^{r} y_{j}+r=\sum_{t=1}^{r} x_{t} \prod_{k \neq t} \frac{x_{k}-x_{t}+1}{x_{k}-x_{t}} \prod_{l=1}^{r} \frac{x_{t}+y_{l}+1}{x_{t}+y_{l}}+\sum_{m=1}^{r} y_{m} \prod_{k \neq m} \frac{y_{k}-y_{m}+1}{y_{k}-y_{m}} \prod_{l=1}^{r} \frac{x_{l}+y_{m}+1}{x_{l}+y_{m}} \tag{1}
\end{equation*}
$$

holds for every $r \geq 1$.
Proof. We write the right-hand side of (1) with a common denominator

$$
\begin{equation*}
\frac{\prod_{k>l}\left(y_{k}-y_{l}\right) A\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)+\prod_{k>l}\left(x_{k}-x_{l}\right) B\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)}{\prod_{k>l}\left(x_{k}-x_{l}\right)\left(y_{k}-y_{l}\right) \prod_{k, l=1}^{r}\left(x_{k}+y_{l}\right)} \tag{2}
\end{equation*}
$$

with

$$
A\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)=\sum_{t=1}^{r}(-1)^{t-1} x_{t} \prod_{\substack{k>l \\ k, l \neq t}}\left(x_{k}-x_{l}\right) \prod_{k \neq t}\left(x_{k}-x_{t}+1\right) \prod_{l=1}^{r}\left(x_{t}+y_{l}+1\right) \prod_{\substack{k, l=1 \\ k \neq t}}^{r}\left(x_{k}+y_{l}\right)
$$

and
$B\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)=\sum_{m=1}^{r}(-1)^{m-1} y_{m} \prod_{\substack{k>l \\ k, l \neq m}}\left(y_{k}-y_{l}\right) \prod_{k \neq m}\left(y_{k}-y_{m}+1\right) \prod_{l=1}^{r}\left(x_{l}+y_{m}+1\right) \prod_{\substack{k, l=1 \\ l \neq m}}^{r}\left(x_{k}+y_{l}\right)$.
Claim 1: If we swap the role of $x_{a}$ and $x_{b}$, for some $1 \leq a<b \leq r$, then

$$
A\left(x_{1}, \ldots, x_{b}, \ldots, x_{a}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)=-A\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)
$$

We analyze each summand in $A\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$ separately. If $t \notin\{a, b\}$, then the only factor in the $t$-th summand which is affected by the swap is $\prod_{\substack{k>l \\ k, l \neq t}}\left(x_{k}-x_{l}\right)$. More precisely, the linear forms $\left(x_{k}-x_{a}\right)$, with $a<k \leq b$ and the linear forms $\left(x_{b}-x_{l}\right)$, with $a<l<b$ change sign. As there are $2(b-a)-1$ many such factors, there is a change of sign in $\prod_{\substack{k>l \\ k, l \neq t}}\left(x_{k}-x_{l}\right)$. If $t=a$, then the only changes of sign are given by the linear forms $\left(x_{b}-x_{k}\right)$ with $a<k<b$, as each becomes $-\left(x_{k}-x_{a}\right)$. This accounts for a factor of $(-1)^{b-a-1}$. Together with $(-1)^{t-1}=(-1)^{a-1}$ we obtain $-(-1)^{b-1}$. Hence the $a$-th summand of $A\left(x_{1}, \ldots, x_{b}, \ldots, x_{a}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$ is equal to the $b$-th summand of $A\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$, with the sign changed. The case $t=b$ is analogous. We then have that

$$
A\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)=\prod_{k>l}\left(x_{k}-x_{l}\right) A^{\prime}\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)
$$

for some polynomial $A^{\prime}\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$ which is invariant under the transposition of any two $x$-variables. In the same way we can show that

$$
B\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)=\prod_{k>l}\left(y_{k}-y_{l}\right) B^{\prime}\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)
$$

with $B^{\prime}\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$ invariant under the transposition of any two $y$-variables.
Claim 2: The evaluation of the numerator of (2) in $x_{a}=-y_{b}$ is equal to 0 , for every $1 \leq a, b \leq r$. Let us fix $a$ and $b$. Observe that $\left(x_{a}+y_{b}\right)$ is a factor in all summands of $A\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$ with $t \neq a$, and it is a factor in all summands of $B\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$ with $m \neq b$. We then have that, with $x_{a}=-y_{b}$, the numerator of (2) equals to:

$$
\begin{aligned}
& \prod_{k>l}\left(y_{k}-y_{l}\right)(-1)^{a} \boldsymbol{y}_{\boldsymbol{b}} \prod_{\substack{k>l \\
k, l \neq a}}\left(x_{k}-x_{l}\right) \prod_{k \neq a}\left(\boldsymbol{x}_{\boldsymbol{k}}+\boldsymbol{y}_{\boldsymbol{b}}+\mathbf{1}\right) \prod_{\boldsymbol{l} \neq \boldsymbol{b}}\left(\boldsymbol{y}_{\boldsymbol{l}}-\boldsymbol{y}_{\boldsymbol{b}}+\mathbf{1}\right) \prod_{\substack{\boldsymbol{k}, \boldsymbol{l}=\mathbf{1} \\
\boldsymbol{k} \neq \boldsymbol{a} \\
\boldsymbol{l} \neq \boldsymbol{b}}}^{\boldsymbol{r}}\left(\boldsymbol{x}_{\boldsymbol{k}}+\boldsymbol{y}_{\boldsymbol{l}}\right) \prod_{\substack{k=1 \\
k \neq a}}^{r}\left(x_{k}-x_{a}\right){ }^{\boldsymbol{k}}+ \\
& \prod_{k>l}\left(x_{k}-x_{l}\right)(-1)^{b-1} \boldsymbol{y}_{b} \prod_{\substack{k>l \\
k, l \neq b}}\left(y_{k}-y_{l}\right) \prod_{k \neq b}\left(\boldsymbol{y}_{\boldsymbol{k}}-\boldsymbol{y}_{b}+\mathbf{1}\right) \prod_{\substack{\boldsymbol{l} \neq \boldsymbol{a}}}\left(\boldsymbol{x}_{\boldsymbol{l}}+\boldsymbol{y}_{\boldsymbol{b}}+\mathbf{1}\right) \prod_{\substack{\boldsymbol{k}, \boldsymbol{l}=\mathbf{1} \\
\boldsymbol{l} \neq \boldsymbol{b} \\
\boldsymbol{k} \neq \boldsymbol{a}}}^{\boldsymbol{r}}\left(\boldsymbol{x}_{\boldsymbol{k}}+\boldsymbol{y}_{l}\right) \prod_{\substack{l=1 \\
l \neq b}}^{r}\left(y_{l}-y_{b}\right){ }_{\substack{ \\
\hline}}
\end{aligned}
$$

Here we have highlighted in bold the factors which are common to the two summands. To conclude the proof of claim 2 we observe that

$$
\prod_{k>l}\left(x_{k}-x_{l}\right)=(-1)^{a-1} \prod_{\substack{k>l \\ k, l \neq a}}\left(x_{k}-x_{l}\right) \prod_{\substack{k=1 \\ k \neq a}}^{r}\left(x_{k}-x_{a}\right)
$$

and

$$
\prod_{k>l}\left(y_{k}-y_{l}\right)=(-1)^{b-1} \prod_{\substack{k>l \\ k, l \neq b}}\left(y_{k}-y_{l}\right) \prod_{\substack{l=1 \\ l \neq b}}^{r}\left(y_{l}-y_{b}\right)
$$

This implies that the two summands above contain precisely the same factors in absolute value. As the first is multiplied by $(-1)^{2 a-1}=-1$ and the second is multiplied by $(-1)^{2 b-2}=1$, those cancel
out.
We conclude that the numerator of (2) equals

$$
\prod_{k>l}\left(x_{k}-x_{l}\right) \prod_{k>l}\left(y_{k}-y_{l}\right) \prod_{k, l=1}^{r}\left(x_{k}+y_{l}\right) Q\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)
$$

for some polynomial $Q\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$ invariant under the transposition of any two $x$-variables and any two $y$-variables. A simple counting of the factors in (2) shows that the degree of $Q\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$ is at most 1 . The vector space of polynomials of degree at most 1 with this symmetry is 3 -dimensional, and therefore we can write

$$
Q\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)=\lambda \sum_{i=1}^{r} x_{i}+\mu \sum_{j=1}^{r} y_{j}+\nu
$$

for some $\lambda, \mu, \nu \in \mathbb{R}$. We first show that $\lambda=\mu=1$. If we order the variables as $y_{r}>\cdots>y_{1}>x_{r}>$ $\cdots>x_{1}$, we obtain that the leading term of the numerator of (2) is $y_{1}^{r} y_{2}^{r+1} \cdots y_{r}^{2 r-1} x_{2} x_{3}^{2} \cdots x_{r-1}^{r-2} x_{r}^{r}$, while the leading term of the denominator equals to $y_{1}^{r} y_{2}^{r+1} \cdots y_{r}^{2 r-1} x_{2} x_{3}^{2} \cdots x_{r}^{r-1}$. The ratio of their coefficients, which is clearly equal to 1 , is the coefficient of $x_{r}$ in $Q\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)$, namely $\lambda$. If we order the variables as $x_{r}>\cdots>x_{1}>y_{r}>\cdots>y_{1}$ we obtain in the same way that $\mu=1$.
Finally, to conclude that $\nu=r$ we substitute $y_{k}=-x_{k}-1$ for every $1 \leq k \leq r$ in the RHS of (1). It is immediate to see that it vanishes, as both summands have $\left(x_{t}+y_{t}+1\right)$ as a factor, for some $t$. We deduce that $\sum_{i=1}^{r} x_{i}+\sum_{j=1}^{r}\left(-x_{j}-1\right)+\nu=-r+\nu=0$, and hence $\nu=r$.
As a corollary, we obtain the following "Sum Lemma".
Corollary 2.2 (Sum Lemma). For all positive integers $r$ the following identity holds:

$$
\begin{equation*}
x_{1}+\cdots+x_{r}=\sum_{l=1}^{r} x_{l} \prod_{j \neq l} \frac{\left(x_{j}-x_{l}+1\right)\left(x_{j}+x_{l}\right)}{\left(x_{j}-x_{l}\right)\left(x_{j}+x_{l}-1\right)} \tag{3}
\end{equation*}
$$

Proof. On substituting $y_{l}=x_{l}-1$ for all $l$ in (1) we get

$$
\begin{aligned}
\sum_{i=1}^{r} 2 x_{i} & =\sum_{t=1}^{r} x_{t} \prod_{k \neq t} \frac{x_{k}-x_{t}+1}{x_{k}-x_{t}} \prod_{l=1}^{r} \frac{x_{t}+x_{l}}{x_{t}+x_{l}-1}+\sum_{m=1}^{r}\left(x_{m}-1\right) \prod_{k \neq m} \frac{x_{k}-x_{m}+1}{x_{k}-x_{m}} \prod_{l=1}^{r} \frac{x_{l}+x_{m}}{x_{l}+x_{m}-1} \\
& =\sum_{t=1}^{r} \frac{2 x_{t}^{2}}{2 x_{t}-1} \prod_{k \neq t} \frac{\left(x_{k}-x_{t}+1\right)\left(x_{t}+x_{k}\right)}{\left(x_{k}-x_{t}\right)\left(x_{t}+x_{k}-1\right)}+\sum_{m=1}^{r} \frac{2 x_{m}\left(x_{m}-1\right)}{2 x_{m}-1} \prod_{k \neq m} \frac{\left(x_{k}-x_{m}+1\right)\left(x_{k}+x_{m}\right)}{\left(x_{k}-x_{m}\right)\left(x_{k}+x_{m}-1\right)} \\
& =\sum_{t=1}^{r} 2 x_{t} \prod_{k \neq t} \frac{\left(x_{k}-x_{t}+1\right)\left(x_{t}+x_{k}\right)}{\left(x_{k}-x_{t}\right)\left(x_{t}+x_{k}-1\right)}
\end{aligned}
$$

On cancelling 2 from both sides we get the desired identity.
Next, we prove a "Double Product Lemma", involving the product of two sets of variables.
Lemma 2.3 (Double Product Lemma). The identity

$$
\begin{align*}
& \frac{\prod_{k=1}^{r} x_{k} \prod_{k=1}^{r} y_{k}}{\prod_{k=1}^{r}\left(x_{k}+1\right) \prod_{k=1}^{r}\left(y_{k}+1\right)}  \tag{4}\\
= & 1-\sum_{l=1}^{r} \frac{1}{x_{l}+1} \prod_{k=1}^{r} \frac{x_{l}+y_{k}+1}{x_{l}+y_{k}+2} \prod_{l \neq k=1}^{r} \frac{x_{k}-x_{l}-1}{x_{k}-x_{l}}-\sum_{l=1}^{r} \frac{1}{y_{l}+1} \prod_{k=1}^{r} \frac{y_{l}+x_{k}+1}{y_{l}+x_{k}+2} \prod_{l \neq k=1}^{r} \frac{y_{k}-y_{l}-1}{y_{k}-y_{l}}
\end{align*}
$$

holds for every $r \geq 1$.
Proof. First, we multiply both sides of (4) by $\prod_{k=1}^{r}\left(x_{k}+1\right) \prod_{k=1}^{r}\left(y_{k}+1\right)$. Thus, we are proving the following identity:

$$
\begin{aligned}
\prod_{k=1}^{r} x_{k} \prod_{k=1}^{r} y_{k}= & \prod_{k=1}^{r}\left(x_{k}+1\right)\left(y_{k}+1\right)-\sum_{l=1}^{r} \prod_{l \neq k=1}^{r}\left(x_{k}+1\right) \prod_{k=1}^{r}\left(y_{k}+1\right) \prod_{k=1}^{r} \frac{x_{l}+y_{k}+1}{x_{l}+y_{k}+2} \prod_{l \neq k=1}^{r} x_{k}-x_{k}-x_{l}-1 \\
& -\sum_{l=1}^{r} \prod_{l \neq k=1}^{r}\left(y_{k}+1\right) \prod_{k=1}^{r}\left(x_{k}+1\right) \prod_{k=1}^{r} \frac{y_{l}+x_{k}+1}{y_{l}+x_{k}+2} \prod_{l \neq k=1}^{r} \frac{y_{k}-y_{l}-1}{y_{k}-y_{l}}
\end{aligned}
$$

We can put everything on the right-hand side to the common denominator to obtain

$$
\mathrm{RHS}=\frac{A\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)}{\prod_{1 \leq k<l \leq r}\left(x_{k}-x_{l}\right)\left(y_{k}-y_{l}\right) \prod_{1 \leq k, l \leq r}\left(y_{l}+x_{k}+2\right)},
$$

where $A\left(x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right)=A(\bar{x}, \bar{y})$ is a polynomial of degree at most $2 r^{2}+r$.
The next step is to see what happens when we exchange the values of $x_{i}$ and $x_{j}$. Clearly, the right-hand side does not change its value. However, the denominator in the equation above changes sign, thus also polynomial $A(\bar{x}, \bar{y})$ must change sign. That means that $A(\bar{x}, \bar{y})$ is divisible by $\prod_{1 \leq k<l \leq r}\left(x_{k}-x_{l}\right)$ and after dividing we obtain a symmetric polynomial in $x_{1}, \ldots, x_{r}$.
Analogously, the same holds when we exchange $y_{i}$ and $y_{j}$, and we can write

$$
A(\bar{x}, \bar{y})=\prod_{1 \leq k<l \leq r}\left(x_{k}-x_{l}\right)\left(y_{k}-y_{l}\right) \cdot B(\bar{x}, \bar{y})
$$

where $B(\bar{x}, \bar{y})$ is a polynomial of degree at most $r^{2}+2 r$, symmetric in both $x_{1}, \ldots x_{r}$ and $y_{1}, \ldots, y_{r}$. Now we multiply the RHS by $\left(x_{1}+y_{1}+2\right)$ and plug in $x_{1}+y_{1}+2=0$. Clearly all summands except those corresponding to $l=1$ vanish. Moreover for the two summands left we have

$$
\begin{aligned}
& -\left(x_{1}+y_{1}+1\right) \prod_{k=2}^{r}\left(x_{k}+1\right) \prod_{k=1}^{r}\left(y_{k}+1\right) \prod_{k=2}^{r} \frac{\left(x_{1}+y_{k}+1\right)\left(x_{k}-x_{1}-1\right)}{\left(x_{1}+y_{k}+2\right)\left(x_{k}-x_{1}\right)}- \\
& -\left(x_{1}+y_{1}+1\right) \prod_{k=2}^{r}\left(y_{k}+1\right) \prod_{k=1}^{r}\left(x_{k}+1\right) \prod_{k=2}^{r} \frac{\left(y_{1}+x_{k}+1\right)\left(y_{k}-y_{1}-1\right)}{\left(y_{1}+x_{k}+2\right)\left(y_{k}-y_{1}\right)}
\end{aligned}
$$

After substituting $y_{1}=-2-x_{1}$, we obtain

$$
\begin{aligned}
& -(-1)\left(-x_{1}-1\right) \prod_{k=2}^{r}\left(y_{k}+1\right)\left(x_{k}+1\right) \prod_{k=2}^{r} \frac{\left(x_{1}+y_{k}+1\right)\left(x_{k}-x_{1}-1\right)}{\left(x_{1}+y_{k}+2\right)\left(x_{k}-x_{1}\right)}- \\
& -(-1)\left(x_{1}+1\right) \prod_{k=2}^{r}\left(x_{k}+1\right)\left(y_{k}+1\right) \prod_{k=2}^{r} \frac{\left(x_{k}-x_{1}-1\right)\left(y_{k}+x_{1}+1\right)}{\left(x_{k}-x_{1}\right)\left(y_{k}+x_{1}+2\right)}=0
\end{aligned}
$$

This implies that polynomial $B(\bar{x}, \bar{y})$ must be divisible by $\left(x_{1}+y_{1}+2\right)$. From symmetry it is also divisible by $\left(x_{i}+y_{j}+2\right)$ for any $i, j$.
Hence,

$$
B(\bar{x}, \bar{y})=\prod_{1 \leq k, l \leq r}\left(x_{k}+y_{l}+2\right) \cdot C(\bar{x}, \bar{y})
$$

where $C(\bar{x}, \bar{y})$ is a polynomial of degree at most $2 r$, symmetric in $\bar{x}$ and $\bar{y}$. We then have that $\mathrm{RHS}=C(\bar{x}, \bar{y})$.
Next we plug in $x_{1}=-1$. Again, every term, except the one from the first sum for $l=1$ is 0 . Thus, we get

$$
\begin{aligned}
C\left(-1, x_{2}, \ldots, x_{r}, y_{1}, \ldots, y_{r}\right) & =-\prod_{k=2}^{r}\left(x_{k}+1\right) \prod_{k=1}^{r}\left(y_{k}+1\right) \prod_{k=1}^{r} \frac{x_{1}+y_{k}+1}{x_{1}+y_{k}+2} \prod_{k=2}^{r} \frac{x_{k}-x_{1}-1}{x_{k}-x_{1}} \\
& =-\prod_{k=2}^{r}\left(x_{k}+1\right) \prod_{k=1}^{r}\left(y_{k}+1\right) \prod_{k=1}^{r} \frac{y_{k}}{y_{k}+1} \prod_{k=2}^{r} \frac{x_{k}}{x_{k}+1} \\
& =-\prod_{k=2}^{r}\left(x_{k}\right) \prod_{k=1}^{r}\left(y_{k}\right)=\prod_{k=1}^{r}\left(x_{k} y_{k}\right)
\end{aligned}
$$

Therefore, for $x_{1}=-1$, the desired equality holds. Analogously, the same is true for any $x_{i}=-1$ or $y_{i}=-1$. This means that $C(\bar{x}, \bar{y})-\prod_{k=1}^{r}\left(x_{k} y_{k}\right)$ is a polynomial divisible by $\prod_{k=1}^{r}\left(x_{k}+1\right)\left(y_{k}+1\right)$. Furthermore, the only term of degree $2 r$ in RHS is the first term $\prod_{k=1}^{r}\left(x_{k}+1\right)\left(y_{k}+1\right)$, as all other summands have degree at most $2 r-1$. In particular, the degree $2 r$ part of $C(\bar{x}, \bar{y})$ is equal to $\prod_{k=1}^{r}\left(x_{k} y_{k}\right)$, and the difference $C(\bar{x}, \bar{y})-\prod_{k=1}^{r}\left(x_{k} y_{k}\right)$ is of degree at most $2 r-1$. Since it is divisible by a degree $2 r$ polynomial, it must be 0 , which proves the lemma.
We conclude this section with a "Product Lemma" derived from Lemma 2.3, in a similar way as Corollary 2.2 was obtained from Lemma 2.1.

Corollary 2.4 (Product Lemma). For every positive integer $r$ the following identity holds:

$$
x_{1} \cdots x_{r}=\prod_{j=1}^{r}\left(x_{j}+2\right)-2 \sum_{l=1}^{r} \prod_{l \neq j=1}^{r} \frac{\left(x_{j}+2\right)\left(x_{j}-x_{l}-1\right)\left(x_{j}+x_{l}+2\right)}{\left(x_{j}-x_{l}\right)\left(x_{j}+x_{l}+3\right)}
$$

Proof. For every $1 \leq i \leq r$, we specialize the identity in Lemma 2.3 with $y_{i}=x_{i}+1$. The left hand side of the identity is then equal to $\frac{\prod_{k=1}^{r} x_{k}}{\prod_{k=1}^{r}\left(x_{k}+2\right)}$. For the right-hand side, we obtain

$$
\begin{aligned}
& 1-\sum_{l=1}^{r} \frac{1}{x_{l}+1} \prod_{k=1}^{r} \frac{x_{l}+x_{k}+2}{x_{l}+x_{k}+3} \prod_{l \neq k=1}^{r} \frac{x_{k}-x_{l}-1}{x_{k}-x_{l}}-\sum_{l=1}^{r} \frac{1}{x_{l}+2} \prod_{k=1}^{r} \frac{x_{l}+x_{k}+2}{x_{l}+x_{k}+3} \prod_{l \neq k=1}^{r} \frac{x_{k}-x_{l}-1}{x_{k}-x_{l}} \\
= & 1-\sum_{l=1}^{r}\left(\frac{1}{x_{l}+1} \cdot \frac{2 x_{l}+2}{2 x_{l}+3}+\frac{1}{x_{l}+2} \cdot \frac{2 x_{l}+2}{2 x_{l}+3}\right) \prod_{l \neq k=1}^{r} \frac{\left(x_{k}-x_{l}-1\right)\left(x_{l}+x_{k}+2\right)}{\left(x_{k}-x_{l}\right)\left(x_{l}+x_{k}+3\right)} \\
= & 1-\sum_{l=1}^{r} \frac{2}{x_{l}+2} \prod_{l \neq k=1}^{r} \frac{\left(x_{k}-x_{l}-1\right)\left(x_{l}+x_{k}+2\right)}{\left(x_{k}-x_{l}\right)\left(x_{l}+x_{k}+3\right)} .
\end{aligned}
$$

Multiplying both sides by $\prod_{j=1}\left(x_{j}+2\right)$ yields the desired identity.

## 3. Type C

The Lascoux polynomials play an essential role in proving the polynomiality of the ML-degree of linear concentration models. In this section we study the leading coefficient of these polynomials. Following $\left[\mathrm{MMM}^{+} 20\right]$, we start by setting the notation and recalling the definition of Schur polynomials, Lascoux coefficients and Lascoux polynomials.
A partition $\lambda$ is a nonincreasing sequence of nonnegative integers $\left(\lambda_{1}, \ldots, \lambda_{r}\right)$. The length of the partition is the length of the sequence, the weight is $\sum \lambda=\sum_{i=1}^{r} \lambda_{i}$. For a set $I=\left\{i_{1}, \ldots, i_{r}\right\}$ of nonnegative integers with $i_{1}<i_{2}<\cdots<i_{r}$, we denote with $|I|$ its cardinality and with $\sum I=$ $\sum_{j=1}^{r} i_{j}$. We associate to $I$ the corresponding partition

$$
\lambda(I)=\left(i_{r}-(r-1), i_{r-1}-(r-2), \ldots, i_{2}-1, i_{1}\right)
$$

For a partition $\lambda$ of length $k$ its associated Schur polynomial $s_{\lambda}$ is defined as follows:

$$
s_{\lambda}\left(x_{1}, \ldots, x_{k}\right)=\frac{\operatorname{det}\left(x_{j}^{\lambda_{i}+k-i}\right)_{i j}}{\operatorname{det}\left(x_{j}^{k-i}\right)_{i j}}
$$

Note that the denominator of $s_{\lambda}$ is the Vandermonde determinant $\prod_{i<j}\left(x_{i}-x_{j}\right)$. The degree of $s_{\lambda}$ is equal to the weight $\sum \lambda$ of the partition. As an example, the elementary symmetric polynomial in $k$ variables of degree $r$ is the Schur polynomial with partition $\lambda=(\underbrace{1, \ldots, 1}_{r}, 0, \ldots, 0)$ of length $k$ :

$$
s_{\lambda}\left(x_{1}, \ldots, x_{k}\right)=\sum_{i_{1}<\cdots<i_{r}} x_{i_{1}} \ldots x_{i_{r}}
$$

Throughout the paper, the leading coefficient of a polynomial $p$ will be denoted by $L C(p)$.
Definition 3.1. The Lascoux coefficients are the numbers $\psi_{I}$ such that the following identity holds:

$$
s_{(d, 0, \ldots, 0)}\left(\left\{x_{i}+x_{j}: 1 \leq i \leq j \leq k\right\}\right)=\sum_{\substack{|I|=k \\ \sum \lambda(I)=d}} \psi_{I} s_{\lambda(I)}\left(x_{1}, \ldots, x_{k}\right)
$$

The Lascoux polynomial is the following function:

$$
\mathrm{LP}_{I}(n)= \begin{cases}\psi_{[n] \backslash I} & \text { if } I \subseteq[n] \\ 0 & \text { otherwise }\end{cases}
$$

Remark 3.2. Notice that the previous definition differs from the one given in the introduction. In fact, there are many equivalent ways of defining the Lascoux coefficients. While the one given in the introduction may be easier to state, the definition used here has the advantage of being naturally extended also for types A and D. However, in this article we will just make use of the recurrence relations from $\left[\mathrm{MMM}^{+} 20\right]$, without worrying too much about which definition we use. There is also
a geometrical way of defining Lascoux coefficients. More precisely, they are the Segre classes of the second symmetric power of the universal bundle over the Grassmannian. For more definitions and formulas about Lascoux coefficients we refer the reader to [LLT89, Appendix].

The authors in $\left[\mathrm{MMM}^{+} 20\right]$ give different proofs that the Lascoux polynomials are indeed polynomials. The first is the simplest one, and is based on the following recurrence relations:
Fix $I=\left\{i_{1}<i_{2}<\cdots<i_{r}\right\} \subset \mathbb{N}$.
(1) If $i_{1}=0$, then

$$
\begin{equation*}
\operatorname{LP}_{I}(n)=(n-r+1) \operatorname{LP}_{I \backslash\{0\}}(n)-2 \sum_{\substack{l>1 \\ i_{l+1}>i_{l}+1}} \operatorname{LP}_{I \cup\left\{i_{l}+1\right\} \backslash\left\{0, i_{l}\right\}}(n) \tag{5}
\end{equation*}
$$

(2) If $i_{1}>0$, then

$$
\begin{equation*}
\operatorname{LP}_{I}(n)-\operatorname{LP}_{I}(n-1)=\sum_{\epsilon \in\{0,1\}^{r} \backslash 0} \operatorname{LP}_{I-\epsilon}(n-1) \tag{6}
\end{equation*}
$$

where $I-\epsilon:=\left\{i_{1}-\epsilon_{1}, \ldots, i_{r}-\epsilon_{r}\right\}$ and $\mathrm{LP}_{I-\epsilon}=0$ if there is a repeated element in $I-\epsilon$.
The degree and leading coefficient of the Lascoux polynomials is also known:

Theorem 3.3. $\left[\mathrm{MMM}^{+}\right.$20, Theorem 4.12] $\operatorname{deg} \mathrm{LP}_{I}=|I|+\sum I$, the leading coefficient is

$$
\frac{\prod_{j>k}\left(i_{j}-i_{k}\right)}{\left(i_{1}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k}\left(i_{j}+i_{k}+2\right)} .
$$

However, the proof of this theorem in $\left[\mathrm{MMM}^{+} 20\right]$ does not use the recurrence relations (5), (6), but a completely different approach, where the Lascoux coefficients $\psi_{I}$ are expressed as a sum of minors of the Pascal triangle matrix, using the definition given in the introduction. Here instead, we provide a direct proof of this theorem, by using just the recurrence relations (5), (6). Moreover, this method will be also useful in computing the degree and leading coefficient of Lascoux polynomials in types A and D , which is a new result in this article.

Proof of Theorem 3.3. We proceed analogously as in the first proof of polynomiality of Lascoux polynomials in $\left[\mathrm{MMM}^{+} 20\right]$. Thus, we proceed by induction, first on $|I|$, then on $\sum I$.
The base case is $I=\emptyset$, when $\mathrm{LP}_{I}=1$ and the statement holds.
For set $I$ we define $\ell p_{I}$ to be the coefficient of $n^{|I|+\sum I}$ in $\operatorname{LP}_{I}(n)$. Next, we fix $I$ and assume that the statement is true for all $I^{\prime}$ with $\left|I^{\prime}\right|<|I|$ or $\left|I^{\prime}\right|=|I|$ and $\sum I^{\prime}<\sum I$. we consider two cases.
Case 1: $i_{1}=0$. Then

$$
\operatorname{LP}_{I}(n)=(n-r+1) \operatorname{LP}_{I \backslash\{0\}}(n)-2 \sum_{\substack{l>1 \\ i_{l+1}>i_{l}+1}} \operatorname{LP}_{I \cup\left\{i_{l}+1\right\} \backslash\left\{0, i_{l}\right\}}(n)
$$

By the induction hypothesis, all terms on the right-hand side are polynomials of degree $|I|+\sum I$. Also from induction hypothesis we know their leading coefficients. Moreover, in the sum we can ignore the condition for $i_{l+1}>i_{l}$ simply by defining $\mathrm{LP}_{I^{\prime}}:=0$, if $I^{\prime}$ has repeated elements. Note that the formula for the leading coefficient holds in this case, since it is 0 . Thus, by comparing the coefficients
of $n^{|I|+\sum I}$ on both sides we get:

$$
\begin{aligned}
\ell p_{I}= & \ell p_{I \backslash\{0\}}-2 \sum_{l>1} \ell p_{I \cup\left\{i_{l}+1\right\} \backslash\left\{0, i_{l}\right\}} \\
= & \frac{\prod_{j>k>1}\left(i_{j}-i_{k}\right)}{\left(i_{2}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k>1}\left(i_{j}+i_{k}+2\right)}- \\
& -2 \sum_{l=2}^{r} \frac{\prod_{j>k>1}\left(i_{j}-i_{k}\right)}{\left(i_{2}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k>1}\left(i_{j}+i_{k}+2\right)} \cdot \frac{1}{i_{l}+2} \cdot \prod_{l \neq j=2}^{r} \frac{\left(i_{j}-i_{l}-1\right)\left(i_{j}+i_{l}+2\right)}{\left(i_{j}-i_{l}\right)\left(i_{j}+i_{l}+3\right)} \\
= & \frac{\prod_{j>k>1}\left(i_{j}-i_{k}\right)}{\left(i_{2}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k>1}\left(i_{j}+i_{k}+2\right)}\left(1-2 \sum_{l=2}^{r} \frac{1}{i_{l}+2} \prod_{l \neq j=2}^{r} \frac{\left(i_{j}-i_{l}-1\right)\left(i_{j}+i_{l}+2\right)}{\left(i_{j}-i_{l}\right)\left(i_{j}+i_{l}+3\right)}\right) \\
= & \frac{\prod_{j>k>1}\left(i_{j}-i_{k}\right)}{\left(i_{2}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k}\left(i_{j}+i_{k}+2\right)}\left(\prod_{l}\left(i_{l}+2\right)-2 \sum_{l=2}^{r} \prod_{l \neq j=2}^{r} \frac{\left(i_{l}+2\right)\left(i_{j}-i_{l}-1\right)\left(i_{j}+i_{l}+2\right)}{\left(i_{j}-i_{l}\right)\left(i_{j}+i_{l}+3\right)}\right) \\
= & \frac{\prod_{j>k>1}\left(i_{j}-i_{k}\right)}{\left(i_{2}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k}\left(i_{j}+i_{k}+2\right)} \cdot i_{2} \cdots i_{k}=\frac{\prod_{j>k}\left(i_{j}-i_{k}\right)}{\left(i_{2}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k}\left(i_{j}+i_{k}+2\right)}
\end{aligned}
$$

where we applied Corollary 2.4 for $i_{2}, \ldots, i_{r}$ with $r=k, x_{1}=0$ and $x_{j}=i_{j}$ for $2 \leq j \leq k$. This proves the theorem in this case.
Case 2: $i_{1}>0$. Then

$$
\operatorname{LP}_{I}(n)-\operatorname{LP}_{I}(n-1)=\sum_{\epsilon \in\{0,1\}^{r} \backslash 0} \operatorname{LP}_{I-\epsilon}(n-1)
$$

By induction hypothesis, all terms on the right-hand side are polynomials of degree $|I|+\sum I-\sum_{i=1}^{r} \epsilon_{i}$ with positive leading coefficients. Thus, the right-hand side is a polynomial of degree $|I|+\sum I-1$, and to the coefficient of $n^{|I|+\sum I-1}$ contribute only terms for $\sum_{i=1}^{r} \epsilon_{i}=1$.
It follows that $\mathrm{LP}_{I}$ is a polynomial of degree $|I|+\sum I$ and the coefficient of $n^{|I|+\sum I-1}$ is $\left(|I|+\sum I\right) \ell p_{I}$. Using the induction hypothesis we can compare the leading coefficients of both sides and get:

$$
\begin{aligned}
\left(i_{1}+\cdots+i_{r}+r\right) \ell p_{I} & =\sum_{l=1}^{r} \frac{\prod_{j>k}\left(i_{j}-i_{k}\right)}{\left(i_{1}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k}\left(i_{j}+i_{k}+2\right)}\left(i_{l}+1\right) \prod_{l \neq j=1}^{r} \frac{\left(i_{j}-i_{l}+1\right)\left(i_{j}+i_{l}+2\right)}{\left(i_{j}-i_{l}\right)\left(i_{j}+i_{l}+1\right)} \\
& =\frac{\prod_{j>k}\left(i_{j}-i_{k}\right)}{\left(i_{1}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k}\left(i_{j}+i_{k}+2\right)}\left(\sum_{l=1}^{r}\left(i_{l}+1\right) \prod_{l \neq j=1}^{r} \frac{\left(i_{j}-i_{l}+1\right)\left(i_{j}+i_{l}+2\right)}{\left(i_{j}-i_{l}\right)\left(i_{j}+i_{l}+1\right)}\right) \\
& =\frac{\prod_{j>k}\left(i_{j}-i_{k}\right)}{\left(i_{1}+1\right)!\cdots\left(i_{r}+1\right)!\prod_{j>k}\left(i_{j}+i_{k}+2\right)} \cdot\left(i_{1}+\cdots+i_{r}+r\right)
\end{aligned}
$$

where we used Corollary 2.2 with $x_{j}=i_{j}+1$ for $1 \leq j \leq r$. Then the statement follows by cancelling $\left(i_{1}+\cdots+i_{r}\right)$ from both sides.

## 4. Type A

In $\left[M_{M M}{ }^{+} 20\right.$, Section 6], the authors have defined the Type A Lascoux functions. They have also proved that these functions are indeed polynomials in $n$. The aim of this section is to find a formula for the leading coefficient and the degree of these polynomials using the recurrence relations given in $\left[\mathrm{MMM}^{+} 20\right.$, Lemma 6.10, Theorem 6.11]. The proof is very similar to the one for type C given in Section 3.

Definition 4.1. For $X=\left(x_{1}, \ldots, x_{k}\right)$ and $Y=\left(y_{1}, \ldots, y_{l}\right)$ two sets of indeterminates, denote by $X+Y$ the set of indeterminates $\left\{x_{i}+y_{j}, 1 \leq i \leq k, 1 \leq j \leq l\right\}$. The Lascoux coefficients of type $A$ are the numbers $d_{I, J}$ such that the following identity holds:

$$
s_{(d, 0, \ldots, 0)}(X+Y)=\sum_{\substack{|I|=k,|J|=l \\ \sum \lambda(I)+\sum \lambda(J)=d}} d_{I, J} s_{\lambda(I)}(X) s_{\lambda(J)}(Y)
$$

The Lascoux polynomials of type $A$ are given by

$$
\mathrm{LP}_{I, J}^{A}(n)= \begin{cases}d_{[n] \backslash I,[n] \backslash J} & \text { if } I, J \subseteq[n] \\ 0 & \text { otherwise }\end{cases}
$$

The Lascoux polynomials of type A are indeed polynomial functions in $n\left[M M M ~^{+} 20\right.$, Theorem 6.11]. These polynomials satisfy the following two recurrence relations $\left[\mathrm{MMM}^{+}\right.$20, Lemma 6.10, Theorem 6.11]. Fix $I=\left\{i_{1}<i_{2}<\cdots<i_{r}\right\} \subset \mathbb{N}$ and $J=\left\{j_{1}<j_{2}<\cdots<j_{r}\right\} \subset \mathbb{N}$.
(1) If $i_{1}=0$ and $j_{1}=0$, then

$$
\begin{align*}
\operatorname{LP}_{I, J}^{A}(n) & =(n-r+1) \operatorname{LP}_{I \backslash\{0\}, J \backslash\{0\}}(n)- \\
& -\sum_{\ell: i_{\ell+1}>i_{\ell}+1} \operatorname{LP}_{I \backslash\left\{0, i_{\ell}\right\} \cup\left\{i_{\ell}+1\right\}, J \backslash\{0\}}^{A}(n)-\sum_{\ell: j_{\ell+1}>j_{\ell}+1} \operatorname{LP}_{I \backslash\{0\}, J \backslash\left\{0, j_{\ell}\right\} \cup\left\{j_{\ell}+1\right\}}^{A}(n) . \tag{7}
\end{align*}
$$

(2) Otherwise, if $i_{1}>0$ or $j_{1}>0$,

$$
\begin{equation*}
\operatorname{LP}_{I, J}^{A}(n)=\sum_{I^{\prime}, J^{\prime}} \operatorname{LP}_{I^{\prime}, J^{\prime}}^{A}(n-1) \tag{8}
\end{equation*}
$$

where the sum is over all pairs $\left(I^{\prime}, J^{\prime}\right)$ of the form $\left(\left\{i_{1}-\epsilon_{1}, \ldots, i_{r}-\epsilon_{r}\right\},\left\{j_{1}-\mu_{1}, \ldots, j_{r}-\mu_{r}\right\}\right)$, where $\epsilon_{l}, \mu_{l} \in\{0,1\}$.

Remark 4.2. The degree of the Lascoux polynomials of type A satisfies the following inequality:

$$
\operatorname{deg}\left(\operatorname{LP}_{I, J}^{A}(n)\right) \leq|I|+\sum I+\sum J
$$

Theorem 4.3. For sets $I=\left\{i_{1}, \ldots, i_{r}\right\}, J=\left\{j_{1}, \ldots, j_{r}\right\}$, the degree of the Lascoux polynomials of type $A$ is given by the following expression on $I, J$ :

$$
\operatorname{deg}\left(\operatorname{LP}_{I, J}^{A}(n)\right)=|I|+\sum I+\sum J
$$

and the leading coefficient of $\operatorname{LP}_{I, J}^{A}$ is

$$
\frac{\prod_{k>l}\left(i_{k}-i_{l}\right) \prod_{k>l}\left(j_{k}-j_{l}\right)}{\prod_{k, l=1}^{r}\left(i_{k}+j_{l}+1\right) \prod_{k=1}^{r}\left(i_{k}\right)!\prod_{k=1}^{r}\left(j_{k}\right)!}
$$

Proof. We will proceed by induction, first on $|I|$ and then on $\sum I+\sum J$. The proof is analogous to the proof of Theorem 3.3 in Type C case. We denote $\ell_{I, J}$ to be the coefficient of $n^{|I|+\sum I+\sum J}$ in $\mathrm{LP}_{I, J}(n)$. As $\mathrm{LP}_{I, J}$ have two recurrence relations given in (7) and (8), we will get corresponding recurrence relations for $\ell_{I, J}$.

## First recursion:

From the first recursion (7) by comparing the coefficients of degree $|I|+\sum I+\sum J$ we get

$$
\ell_{I, J}=\ell_{I_{0}, J_{0}}-\sum_{\substack{l>1 \\ i_{l+1}>i_{l}+1}} \ell_{I_{l}, J_{0}}-\sum_{\substack{l>1 \\ j_{l+1}>j_{l}+1}} \ell_{I_{0}, J_{l}}
$$

where $I_{0}=I \backslash\{0\}, J_{0}=J \backslash\{0\}, I_{l}=I \cup\left\{i_{l}+1\right\} \backslash\left\{0, i_{l}\right\}$ and $J_{l}=J \cup\left\{j_{l}+1\right\} \backslash\left\{0, j_{l}\right\}$. Now write

$$
\begin{aligned}
\ell_{I_{0}, J_{0}} & =\frac{\prod_{k>t>1}\left(i_{k}-i_{t}\right) \prod_{k>t>1}\left(j_{k}-j_{t}\right)}{\prod_{k, t=2}^{r}\left(i_{k}+j_{t}+1\right) \prod_{k=2}^{r}\left(i_{k}\right)!\prod_{k=2}^{r}\left(j_{k}\right)!} \\
\ell_{I_{l}, J_{0}} & =\frac{\prod_{k>t>1}\left(i_{k}-i_{t}\right) \prod_{k>t>1}\left(j_{k}-j_{t}\right)}{\prod_{k, t=2}^{r}\left(i_{k}+j_{t}+1\right) \prod_{k=2}^{r}\left(i_{k}\right)!\prod_{k=2}^{r}\left(j_{k}\right)!} \cdot \frac{1}{i_{l}+1} \prod_{k=2}^{r} \frac{i_{l}+j_{k}+1}{i_{l}+j_{k}+2} \prod_{l \neq k=2}^{r} \frac{i_{k}-i_{l}-1}{i_{k}-i_{l}} \\
\ell_{I_{0}, J_{l}} & =\frac{\prod_{k>t>1}\left(i_{k}-i_{t}\right) \prod_{k>t>1}\left(j_{k}-j_{t}\right)}{\prod_{k, t=2}^{r}\left(i_{k}+j_{t}+1\right) \prod_{k=2}^{r}\left(i_{k}\right)!\prod_{k=2}^{r}\left(j_{k}\right)!} \cdot \frac{1}{j_{l}+1} \prod_{k=2}^{r} \frac{j_{l}+i_{k}+1}{j_{l}+i_{k}+2} \prod_{l \neq k=2}^{r} \frac{j_{k}-j_{l}-1}{j_{k}-j_{l}} .
\end{aligned}
$$

Note that

$$
\ell_{I, J}=\frac{\prod_{k=1}^{r} i_{k} \prod_{k=1}^{r} j_{k}}{\prod_{k=1}^{r}\left(i_{k}+1\right) \prod_{k=1}^{r}\left(j_{k}+1\right)} \cdot \ell_{I_{0}, J_{0}}
$$

Now write
$\ell_{I, J}=\ell_{I_{0}, J_{0}}\left(1-\sum_{l>1} \frac{1}{i_{l}+1} \prod_{k=2}^{r} \frac{i_{l}+j_{k}+1}{i_{l}+j_{k}+2} \prod_{l \neq k=2}^{r} \frac{i_{k}-i_{l}-1}{i_{k}-i_{l}}-\sum_{l>1} \frac{1}{j_{l}+1} \prod_{k=2}^{r} \frac{j_{l}+i_{k}+1}{j_{l}+i_{k}+2} \prod_{l \neq k=2}^{r} \frac{j_{k}-j_{l}-1}{j_{k}-j_{l}}\right)$
and apply Lemma 2.3 with $x_{k}=i_{k}$ and $y_{k}=j_{k}$ for every $1 \leq k \leq r$.

## Second recursion:

From the second recursion (8) by comparing the coefficients of degree $|I|+\sum I+\sum J-1$ we get

$$
\operatorname{deg} \mathrm{LP}_{I, J} \cdot \ell_{I, J}=\sum_{t=1}^{r} \ell_{I t, J}+\sum_{t=1}^{r} \ell_{I, J_{t}}
$$

where $I_{t}=\left\{i_{1}, \ldots, i_{t}-1, \ldots, i_{r}\right\}$ and $J_{t}=\left\{j_{1}, \ldots, j_{t}-1, \ldots, j_{r}\right\}$. Now write

$$
\begin{aligned}
& \ell_{I_{t}, J}=\frac{\prod_{k>l}\left(i_{k}-i_{l}\right) \prod_{k>l}\left(j_{k}-j_{l}\right)}{\prod_{k, l=1}^{r}\left(i_{k}+j_{l}+1\right) \prod_{k=1}^{r}\left(i_{k}\right)!\prod_{k=1}^{r}\left(j_{k}\right)!} i_{t} \prod_{k \neq t} \frac{i_{k}-i_{t}+1}{i_{k}-i_{t}} \prod_{l=1}^{r} \frac{i_{t}+j_{l}+1}{i_{t}+j_{l}}, \\
& \ell_{I, J_{t}}=\frac{\prod_{k>l}\left(i_{k}-i_{l}\right) \prod_{k>l}\left(j_{k}-j_{l}\right)}{\prod_{k, l=1}^{r}\left(i_{k}+j_{l}+1\right) \prod_{k=1}^{r}\left(i_{k}\right)!\prod_{k=1}^{r}\left(j_{k}\right)!} j_{t} \prod_{k \neq t} \frac{j_{k}-j_{t}+1}{j_{k}-j_{t}} \prod_{l=1}^{r} \frac{i_{l}+j_{t}+1}{i_{l}+j_{t}} .
\end{aligned}
$$

Therefore,

$$
\operatorname{deg}\left(\operatorname{LP}_{I, J}^{A}(n)\right)=\sum_{t=1}^{r} i_{t} \prod_{k \neq t} \frac{i_{k}-i_{t}+1}{i_{k}-i_{t}} \prod_{l=1}^{r} \frac{i_{t}+j_{l}+1}{i_{t}+j_{l}}+\sum_{m=1}^{r} j_{m} \prod_{k \neq m} \frac{j_{k}-j_{m}+1}{j_{k}-j_{m}} \prod_{l=1}^{r} \frac{i_{l}+j_{m}+1}{i_{l}+j_{m}},
$$

which is equal to $|I|+\sum I+\sum J$ by Lemma 2.1 with $x_{k}=i_{k}$ and $y_{k}=j_{k}$ for every $1 \leq k \leq r$.

## 5. Type D

In this section, we turn our attention to the type D case, and proceed in a way analogous to the previous sections. The Lascoux functions for type D were first defined in $\left[M M M^{+} 20\right.$, Section 7]. Here we provide a formula for their degree and their leading coefficients.

Definition 5.1. The Lascoux coefficients of type $D$ are the numbers $\alpha_{I}$ which verify the identity

$$
s_{(d, 0, \ldots, 0)}\left(\left\{x_{i}+x_{j}: 1 \leq i<j \leq n\right\}\right)=\sum_{\substack{|I|=n \\ \sum \lambda(I)=d}} \alpha_{I} s_{\lambda(I)}\left(x_{1}, \ldots, x_{n}\right) .
$$

For any increasing sequence $I=\left\{i_{1}, \ldots, i_{s}\right\}$ of nonnegative integers the Lascoux quasipolynomial of type $D$ is

$$
\operatorname{LP}_{I}^{D}(n)= \begin{cases}\alpha_{[n] \backslash I} & I \subseteq[n], \\ 0 & \text { otherwise }\end{cases}
$$

In $\left[\mathrm{MMM}^{+} 20\right.$, Theorem 7.10] it was proved that $\operatorname{LP}_{I}^{D}(n)$ is a quasipolynomial of period 2 , in other words, $\operatorname{LP}_{I}^{D}(2 n)$ and $\operatorname{LP}_{I}^{D}(2 n-1)$ are polynomials in $n$. The proof of this result uses the following recursive relations. Fix $I=\left\{i_{1}<i_{2}<\cdots<i_{r}\right\} \subset \mathbb{N}$.
(1) If $i_{1}=0$, then

$$
\operatorname{LP}_{I}^{D}(n)= \begin{cases}\operatorname{LP}_{I \backslash\{0\}}^{D}(n) & \text { if } n-|I| \text { is even }  \tag{9}\\ 0 & \text { if } n-|I| \text { is odd }\end{cases}
$$

(2) If $i_{1}>0$, then

$$
\begin{equation*}
\operatorname{LP}_{I}^{D}(n)-\operatorname{LP}_{I}^{D}(n-1)=\sum_{\epsilon \in\{0,1\}^{n} \backslash 0} \operatorname{LP}_{I-\epsilon}^{D}(n-1), \tag{10}
\end{equation*}
$$

where $I-\epsilon:=\left\{i_{1}-\epsilon_{1}, \ldots, i_{r}-\epsilon_{r}\right\}$ and $\operatorname{LP}_{I-\epsilon}^{D}=0$ if $|I-\epsilon|<r$. In the main result of this section we compute degree and leading coefficient of the quasipolynomials $\operatorname{LP}_{I}^{D}(n)$.

Theorem 5.2. Let $I=\left\{i_{1}<\cdots<i_{r}\right\} \subset \mathbb{N}$ be a set of nonnegative integers. Then

- If $i_{1}>0, \operatorname{LP}_{I}^{D}(2 n)$ and $\operatorname{LP}_{I}^{D}(2 n+1)$ are polynomials in $n$ of degree $\sum I$ and leading coefficient equal to

$$
\frac{2^{\sum I-|I|} \prod_{k>l}\left(i_{k}-i_{l}\right)}{\prod_{k>l}\left(i_{k}+i_{l}\right) \prod_{k}\left(i_{k}\right)!}
$$

- If $i_{1}=0$, then $\operatorname{LP}_{I}^{D}(n)=\operatorname{LP}_{I \backslash\{0\}}^{D}(n)$ if $n-|I|$ is even, and $\operatorname{LP}_{I}^{D}(n)=0$ if $n-|I|$ is odd.

Proof. We fix a set $I=\left\{i_{1}<\cdots<i_{r}\right\} \subset \mathbb{N}$. For the case $i_{1}=0$, the statement follows from induction hypothesis.
In the case $i_{1}=0$, the statement is nothing but the recurrence relation (9). Now we consider the case $i_{1}>0$ and proceed by induction.
Assume that the statement holds for all $I^{\prime}$ with $\left|I^{\prime}\right|<|I|$ or $\left|I^{\prime}\right|=|I|$ and $\sum I^{\prime}<\sum I$. By applying (10) we obtain

$$
\begin{equation*}
\operatorname{LP}_{I}^{D}(2 n)-\operatorname{LP}_{I}^{D}(2(n-1))=\sum_{\epsilon \in\{0,1\}^{n} \backslash 0} \operatorname{LP}_{I-\epsilon}^{D}(2 n-1)+\sum_{\epsilon \in\{0,1\}^{n} \backslash 0} \operatorname{LP}_{I-\epsilon}^{D}(2 n-2) . \tag{11}
\end{equation*}
$$

On the right-hand side we get sum of polynomials of degree at most $\sum I-1$. Moreover, the polynomials with this degree are only those with $\epsilon_{1}+\cdots+\epsilon_{r}=1$. Let $\ell_{I}^{D}$ be the coefficient of $n^{\sum I}$ in $\operatorname{LP}_{I}^{D}(2 n)$, and let $e_{i} \in\{0,1\}^{n}$ be the $i$-th vector of the canonical basis of $\mathbb{Z}^{n}$. Comparing the coefficients of $n^{\sum I-1}$ of both sides of (11) and using the induction hypothesis on $\ell_{I-e_{j}}^{D}$ we obtain

$$
\begin{aligned}
\operatorname{deg}\left(\operatorname{LP}_{I}^{D}(2 n)\right) \ell_{I}^{D} & =2 \sum_{j=1}^{r} \ell_{I-e_{j}}^{D} \\
& =2 \sum_{j=1}^{r}\left(\frac{\prod_{k>l}\left(i_{k}-i_{l}\right) 2^{\sum I-|I|-1}}{\prod_{k>l}\left(i_{k}+i_{l}\right) \prod_{k}\left(i_{k}\right)!} \cdot i_{j} \prod_{k \neq j} \frac{\left(i_{k}+i_{j}\right)\left(i_{k}-i_{j}+1\right)}{\left.i_{k}-i_{j}\right)\left(i_{k}+i_{j}-1\right)}\right) \\
& =\frac{\prod_{k>l}\left(i_{k}-i_{l}\right) 2^{\sum I-|I|}}{\prod_{k>l}\left(i_{k}+i_{l}\right) \prod_{k}\left(i_{k}\right)!}\left(\sum_{j=1}^{r} i_{j} \prod_{k \neq j} \frac{\left(i_{k}+i_{j}\right)\left(i_{k}-i_{j}+1\right)}{\left(i_{k}-i_{j}\right)\left(i_{k}+i_{j}-1\right)}\right) .
\end{aligned}
$$

Notice that if $i_{1}=1$, one of $\operatorname{LP}_{\left\{0, i_{2}, \ldots, i_{r}\right\}}(2 n-1)$ and $\operatorname{LP}_{\left\{0, i_{2}, \ldots, i_{r}\right\}}(2 n-2)$ is zero and the other is equal to $\operatorname{LP}_{\left\{i_{2}, \ldots, i_{r}\right\}}^{D}(2 n-1)\left(\right.$ or $\left.\operatorname{LP}_{\left\{i_{2}, \ldots, i_{r}\right\}}^{D}(2 n-2)\right)$ whose leading coefficient is also the same as the term included in the expression above. By Corollary 2.2, the last expression is equal to

$$
\frac{\prod_{k>l}\left(i_{k}-i_{l}\right) 2^{\sum I-|I|}}{\prod_{k>l}\left(i_{k}+i_{l}\right) \prod_{k}\left(i_{k}\right)!}\left(\sum_{j=1}^{r} i_{j}\right) .
$$

As this quantity is not zero for any set $I$, we have that $\ell_{I}^{D} \neq 0$, and hence $\operatorname{deg}\left(\operatorname{LP}_{I}^{D}(2 n)\right)=\sum I$. It follows that $n \mapsto \operatorname{LP}_{I}^{D}(2 n)$ is a polynomial function in $n$ with degree $\sum I$ and leading coefficient

$$
\frac{\prod_{k>l}\left(i_{k}-i_{l}\right) 2^{\sum I-|I|}}{\prod_{k>l}\left(i_{k}+i_{l}\right) \prod_{k}\left(i_{k}\right)!}
$$

The case of the polynomial function for $n \mapsto \operatorname{LP}_{I}^{D}(2 n-1)$ is completely analog. This concludes the proof.
6. The algebraic degrees $\delta(m, n, n-1), \delta_{A}(m, n, n-1)$ and $\delta_{D}(m, n, n-1)$

One of the applications of the results in $\left[\mathrm{MMM}^{+} 20\right]$ establishes polynomiality of a sequence of positive integers attached to semidefinite programming. This is the problem of optimizing a linear function over the cone of positive semidefinite matrices. In [NRS10] the authors study the complexity of computing an exact solution for this optimization problem, and they quantify this complexity via the degree of a projective variety. Similar degrees can be defined for optimization problems related to the space of general and skew-symmetric matrices. We recall that for a variety $X \subseteq \mathbb{P}^{n}$ the projective dual $X^{*} \subseteq\left(\mathbb{P}^{n}\right)^{*}$ is the closure of the set of hyperplanes tangent to $X$ at a smooth point. In the next definition we follow the notation in $\left[\mathrm{MMM}^{+} 20\right]$.
Definition 6.1 ([MMM ${ }^{+}$20, Definition 1.4, 6.2 and 7.2$]$ ). We define the following three numbers:

Type C Let $S D_{m}^{r, n} \subseteq \mathbb{P}\left(S^{2} \mathbb{C}^{n}\right)$ be the intersection of the variety of $n \times n$ symmetric matrices of rank at most $r$ with a general linear space of projective dimension $m$. We define $\delta(m, n, r)$ as the degree of $\left(S D_{m}^{r, n}\right)^{*}$ if it is a hypersurface, and zero otherwise.
Type A Let $D_{m}^{r, n} \subseteq \mathbb{P}\left(\mathbb{C}^{n} \otimes \mathbb{C}^{n}\right)$ be the intersection of the variety of $n \times n$ matrices of rank at most $r$ with a general linear space of projective dimension $m$. We define $\delta_{A}(m, n, r)$ as the degree of $\left(D_{m}^{r, n}\right)^{*}$ if it is a hypersurface, and zero otherwise.
Type D Let $A D_{m}^{2 r, 2 n} \subseteq \mathbb{P}\left(\bigwedge^{2} \mathbb{C}^{n}\right)$ be the intersection of the variety of $2 n \times 2 n$ skew-symmetric matrices of rank at most $2 r$ with a general linear space of projective dimension $m$. We define $\delta_{D}(m, n, r)$ as the degree of $\left(A D_{m}^{2 r, 2 n}\right)^{*}$ if it is a hypersurface, and zero otherwise.

Using Lascoux polynomials, in $\left[\mathrm{MMM}^{+} 20\right]$ it is proved that $\delta(m, n, n-s), \delta_{A}(m, n, n-s)$ and $\delta_{D}(m, n, n-s)$ are polynomials in $n$. We determine their degrees using our results on the leading coefficient of Lascoux polynomials. Moreover, we compute the leading coefficients of $\delta(m, n, n-s)$, $\delta_{A}(m, n, n-s)$ and $\delta_{D}(m, n, n-s)$ in the case when $s=1$ combining the formulas obtained in the previous sections together with the results in $\left[M M M^{+} 20\right]$. These results should be regarded as asymptotic degrees.
Here and in the rest of the section we denote with $L C(f)$ the leading coefficient of a univariate polynomial $f$.

Theorem 6.2 (Type C). For every $s>0$ and $m \geq\binom{ s+1}{2}$, the polynomial $\delta(m, n, n-s)$ has degree m. Moreover

$$
L C(\delta(m, n, n-1))=\frac{2^{m-1}}{m!}
$$

for every $m>0$.
Proof. By [GvBR09, Theorem 1.1] we have that

$$
\delta(m, n, n-s)=\sum_{\substack{I \subseteq[n] \\|I|=s \\ \sum I=m-s}} \psi_{I} \operatorname{LP}_{I}(n)
$$

where $\psi_{I}$ are the Lascoux coefficients as in $\left[\mathrm{MMM}^{+} 20\right.$, Definition 2.5]. Observe that the last sum is not empty if and only if there exists $I \subseteq[n]$ with $\sum I \geq\binom{|I|}{2}$. This happens if and only if $m \geq\binom{ s+1}{2}$. By Theorem 3.3 for every fixed $m, s$ satisfying this inequality, $\delta(m, n, n-s)$ is a positive finite linear combination of polynomials of degree $|I|+\sum I=m$, which proves the first claim. For the second statement we have $\delta(m, n, n-1)=\psi_{\{m-1\}} \operatorname{LP}_{\{m-1\}}(n)$ and $L C(\delta(m, n, n-1))=\psi_{\{m-1\}} L C\left(\mathrm{LP}_{\{m-1\}}(n)\right)$. In $\left[\mathrm{MMM}^{+} 20\right.$, Lemma 2.7] it is proved that $\psi_{\{m-1\}}=2^{m-1}$, and by Theorem 3.3 we have that $L C\left(\operatorname{LP}_{\{m-1\}}(n)\right)=\frac{1}{m!}$. This concludes the proof.

Hence, for large values of $n$ we have that $\delta(m, n, n-1) \sim \frac{2^{m-1}}{m!} n^{m}$.
Theorem 6.3 (Type A). For every $s>0$ and $m \geq s^{2}$ the polynomial $\delta_{A}(m, n, n-s)$ has degree $m$. Moreover,

$$
L C\left(\delta_{A}(m, n, n-1)\right)=\frac{1}{m!}\binom{2(m-1)}{m-1}
$$

Proof. By $\left[\mathrm{MMM}^{+}\right.$20, Theorem 6.8] we have that

$$
\delta_{A}(m, n, n-s)=\sum_{\substack{I, J \subset[n] \\|I|=|J|=s \\ \sum I+\sum J=m-s}} d_{I, J} \operatorname{LP}_{I, J}^{A}(n),
$$

where $d_{I, J}$ are the type A Lascoux coefficients as defined in $\left[M M M^{+} 20\right.$, Definition 6.7]. The last sum is not empty if and only if the condition $\sum I+\sum J \geq\binom{|I|}{2}+\binom{|J|}{2}$ is satisfied by some $I, J \subseteq$ [ $n$ ]. This is equivalent to $m-s \geq 2\binom{s}{2}$, that is $m \geq s^{2}$. Hence by Theorem 4.3 for fixed $m, s$ satisfying this inequality, $\delta_{A}(m, n, n-s)$ is a positive finite combination of polynomials of degree $|I|+\sum I+\sum J=m$. For the second statement we specialize to $r=n-1$ and obtain $\delta_{A}(m, n, n-1)=$
$\sum_{i=0}^{m-1} d_{\{i\},\{m-1-i\}} \operatorname{LP}_{\{i\},\{m-1-i\}}^{A}(n)$. As by Theorem 4.3 all the $m$ polynomials on the right-hand side have the same degree we have that

$$
L C\left(\delta_{A}(m, n, n-1)\right)=\sum_{i=0}^{m-1} d_{\{i\},\{m-1-i\}} L C\left(\operatorname{LP}_{\{i\},\{m-1-i\}}^{A}(n)\right) .
$$

By [ $\mathrm{MMM}^{+}$20, Proposition 6.9] we have that $d_{\{i\},\{m-1-i\}}=\binom{m-1}{i}$, and by Theorem 4.3 we have that $L C\left(\operatorname{LP}_{\{i\},\{m-1-i\}}^{A}(n)\right)=\frac{1}{m \cdot i!(m-1-i)!}$. Combining the two results we obtain

$$
L C\left(\delta_{A}(m, n, n-1)\right)=\sum_{i=0}^{m-1}\binom{m-1}{i} \frac{1}{m \cdot i!(m-1-i)!}=\frac{1}{m} \sum_{i=0}^{m-1}\binom{m-1}{i}^{2}=\frac{1}{m!}\binom{2(m-1)}{m-1}
$$

Theorem 6.3 implies that for large values of $n, \delta_{A}(m, n, n-1) \sim \frac{1}{m!}\binom{2(m-1)}{m-1} n^{m}$.
Finally, we present analog results for the type D case.
Theorem 6.4 (Type D). For every $s>0$ and $m \geq\binom{ 2 s}{2}$, the polynomial $\delta_{D}(m, n, n-s)$ has degree m. Moreover,

$$
L C\left(\delta_{D}(m, n, n-1)\right)=\frac{2^{m-2}}{m!}\left(\frac{1}{m}\binom{2(m-1)}{m-1}+1\right) .
$$

Proof. In $\left[\mathrm{MMM}^{+}\right.$20, Theorem 7.8] it is proved that

$$
\delta_{D}(m, n, r)=\sum_{\substack{I I \subset[2 n] \\ \mid I=2 n-2 r \\ \sum I=m}} \alpha_{I} \operatorname{LP}_{I}^{D}(2 n) .
$$

The sum on the right-hand side is not empty if and only if $\sum I \geq\binom{|I|}{2}$, that is $m \geq\binom{ 2 s}{2}$. When this inequality holds, by Theorem 5.2 we have that $\delta_{D}(m, n, n-s)$ is a positive finite combination of polynomials of degree $\sum I=m$. Moreover, $\delta_{D}(m, n, n-1)=\sum_{i=0}^{\left\lfloor\frac{m-1}{2}\right\rfloor} \alpha_{\{i, m-i\}} \operatorname{LP}_{\{i, m-i\}}^{D}(2 n)$ and we obtain

$$
L C\left(\delta_{D}(m, n, n-1)\right)=\sum_{i=0}^{\left\lfloor\frac{m-1}{2}\right\rfloor} \alpha_{\{i, m-i\}} L C\left(\operatorname{LP}_{\{i, m-i\}}^{D}(2 n)\right) .
$$

By [LLT89, A.16.5] we have that $\alpha_{\{i, j\}}=\binom{i+j-1}{i}-\binom{i+j-1}{i-1}$, so in particular $\alpha_{i, m-i}=\binom{m-1}{i}-\binom{m-1}{i-1}$. Using Theorem 5.2 we conclude that

$$
L C\left(\operatorname{LP}_{\{i, m-i\}}^{D}(2 n)\right)=\left\{\begin{array}{ll}
\frac{m-2 i}{4 m i l(m-i)!} & i>0 \\
\frac{m-2 i}{2 m \cdot i!(m-i)!} & i=0
\end{array} .\right.
$$

As a polynomial in $n$, the degree of $\operatorname{LP}_{\{i, m-i\}}^{D}(2 n)$ is equal to $m$ and its leading coefficient is then $2^{m} L C\left(\operatorname{LP}_{\{i, m-i\}}^{D}(2 n)\right)$. We obtain

$$
\begin{aligned}
L C\left(\delta_{D}(m, n, n-1)\right) & =\frac{2^{m-1}}{m!}+\sum_{i=1}^{\left\lfloor\frac{m-1}{2}\right\rfloor}\left(\binom{m-1}{i}-\binom{m-1}{i-1}\right) \frac{2^{m-2}(m-2 i)}{m \cdot i!(m-i)!} \\
& =\frac{2^{m-1}}{m!}+\frac{2^{m-2}}{m^{2} \cdot m!} \sum_{i=1}^{\left\lfloor\frac{m-1}{2}\right\rfloor}(m-2 i)^{2}\binom{m}{i}^{2} \\
& =\frac{2^{m-1}}{m!}+\frac{2^{m-2}}{m^{2} \cdot m!}\left(m\binom{2(m-1)}{m-1}-m^{2}\right) \\
& =\frac{2^{m-2}}{m!}\left(\frac{1}{m}\binom{2(m-1)}{m-1}+1\right) .
\end{aligned}
$$

Hence, for large values of $n$ we have that $\delta_{D}(m, n, n-1) \sim \frac{2^{m-2}}{m!}\left(\frac{1}{m}\binom{2(m-1)}{m-1}+1\right) n^{m}$.
It is of course possible to follow the same idea to compute the leading coefficients of $\delta(m, n, n-s)$, $\delta_{A}(m, n, n-s)$ and $\delta_{D}(m, n, n-s)$ for higher values of $s$, even though the calculation becomes significantly more involved. We conclude this article with a natural question.
Problem 6.5. Find formulas in $m$ and $s$ for the leading coefficients of $\delta(m, n, n-s), \delta_{A}(m, n, n-s)$ and $\delta_{D}(m, n, n-s)$.
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