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Abstract 
AIM: 
 
The aim of this study was to validate the automatic tracking of facial landmarks in 

3D image sequences captured using the Di4D system (Dimensional Imaging Ltd., 

Glasgow, UK). 

MATERIALS AND METHODS: 

32 subjects (16 males; 16 females) range 18-35 years were recruited. 23 facial 

landmarks were marked on the face of each subject with a 0.5 mm non-permanent 

ink. The subjects were asked to perform three facial animations from the rest 

position (maximal smile, lip purse and cheek puff). Each animation was captured by 

a 3D stereophotogrammetry video system (Di4D). A single operator digitized 

landmarks on captured 3D models and the manual digitised landmarks were 

compared with the automatic tracked landmarks. To investigate the accuracy of 

manual digitisation, the same operator re-digitized 2 subjects (1 male and 1 

female).  

RESULTS & CONCLUSION: 

The discrepancies in x, y and z coordinates between the manual digitised landmarks 

and the automatic tracked  facial landmarks were within 0.5 mm and the mean 

distance between the manual digitisation and the automatic tracking of 

corresponding landmarks using tracking software was within 0.7 mm which reflects 

the accuracy of the method( p value was very small). The majority of these 

distances were within 1 mm. The correlation coefficient between the manual and 

the automatic tracking of facial landmarks was 0.999 in all x, y, and z coordinates. 

 

In conclusion, Automatic tracking of facial landmarks with satisfactory accuracy, 

would facilitate the analysis of the dynamic motion during facial animations.  
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1 Introduction 

 

1.1  Introduction 

Facial appearance has a major impact on how we are perceived in society and 

how others perceive us; however, interaction of individuals with facial 

functional impairments may be different. Functional impairments may be caused 

by facial nerve paralysis, cleft lip and palate, facial trauma and facial 

disfigurement. Many individual will seek help to have reconstruction or 

orthognathic surgery to correct their functional impairments.  

 

Evaluation and quantification of facial movement is becoming particularly 

important to aid in the diagnosis, treatment planning and to improve the 

outcome assessment for the individual with facial functional impairment. 

Therefore, the need for a reliable method to record facial morphology and 

accurately measure animation. 

 

Analyses of facial movements was always attempted using subjective methods 

and grading scales. Despite the fact that these methods are easy to apply, they 

lack the necessary reproducibility and are dependent on observers' personal 

views. 

 

Recently, the quantifying of facial animation has been achieved using objective 

measurements. Some of the methods were directly applied on the patients face 

and others were conducted on the captured image. Two dimensional video 

recording and 3D images were analysed to quantify facial animations. 

Unfortunately, these methods do not measure the dynamic of facial animations. 

 

The ideal method to quantify facial animations should be easy to apply, non-

invasive, allow fast capture of the dynamic movements of facial muscles and 

produces accurate date for analysis. For wide clinical application it would be 

necessary to achieve a reliable capture of the face with minimal input from the 

operator in digitising facial landmarks of all the frames of facial animations. 

 

It is the objective of this study to evaluate the reliability of the automatic 

tracking of facial landmarks during animation. This would investigate the validity 
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of the software to be widely applied in clinical scenarios in patients with neuro- 

craniofacial deficiency. 
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2 Literature Review 

 

2.1  Subjective assessment of facial anthropometry 

 

The Facial Action Coding System (FACS) has been described as one of the most 

extensive methods of measuring facial motion (Popat et al., 2009).  Ekman et 

al., (1980) used videotape recording to examine facial animations; they 

investigated the specific changes that occurred with muscular facial contractions 

and evaluated how best to differentiate the action of one group of muscles from 

another.  The FACS divided the facial expression into 46 Action Units (AUs), 

which were either contraction or relaxation for each group of muscles.  This 

approach was labour intensive, which was the main drawback of the method.  It 

required a trained FACS operator and it took many hours to code subjectively 

one minute of video data. 

 

Kang et al., (2002) reviewed the medical literature from 1985 - 2002 to assess 

the various methods of evaluating the function of the facial nerve that have 

been used over the 15 years; particularly in comparison to the House-Brackman 

grading scale HBGS (House et al., 1983).  This scale was based on grading facial 

animations subjectively into six grades.  This was also compared with the 

available eight facial nerve grading systems developed by other researchers 

(Janssen, Smith, Adour, Swanson, Yanagihara, Stennert, Botman and Jongkees & 

Peitersen).  They also classified each grading of facial animations into one of 

three categories; gross, regional and specific.  A standard videotape for patients 

was used to test the inter-observer consistency. The major criticisms of the 

HBGS have been its inability to distinguish fine deficits or subtle facial nerve 

dysfunction.  The subjective nature of the scale and the ambiguity of analysing 

the secondary defects of facial nerve functions were the main limitations of the 

method. 

 

The Burres-Fisch system (1986) had the benefit of eliminating observer bias and 

subjectively quantified facial nerve function with a defined linear measurement 

index which was calculated by a series of equations using the percentage 

displacement of various facial anatomic landmarks during movement.  The 

evaluation was based on facial biomechanics of seven standard facial expressions 
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in “normal” subjects.  The advantage of the Burres-Fisch system over the HBGS 

was the application of the linear measurement index which allowed finer 

evaluation of function.  The Burres-Fisch system was a time consuming process 

which was the main disadvantage and therefore, unlikely to be used as an 

assessment tool by a busy clinician. 

 

In 1994, the Nottingham system was developed (Murty et al., 1994).  It was 

based on three distinct steps.  Firstly, two distances (supraorbital point to 

infraorbital point and lateral canthal angle to angle of the mouth) were 

measured bilaterally at rest and at maximum activation of the muscles during 

three facial animations, smiling, eye brow raising and closing eyes tightly.  The 

differences between rest and maximal animation were measured; the lower 

value was expressed as a percentage of the movement of the opposite side.  The 

second step was assigning a letter for either absence (A) or presence (P) of any 

of the following; hemifacial spasm, contractions and synkinesis.  The third step 

was assigning a letter for absence (N) or presence (Y) of gustatory tears, dry 

eyes or dysgeusia.  The main advantage of the Nottingham system was the 

scoring could be performed rapidly (within 3 minutes).  However, the system 

was unable to assess the symmetry of facial animation.  Also the lettering 

system used to assess secondary defects did not contribute to the overall 

numerical score and it was therefore useful as a descriptive modifier only.  The 

dynamic of facial movements were not assessed by this method. 

 

Ritter et al., (2002) studied thirteen patients with unilateral cleft lip and palate 

with varying degrees of severity of scarring following cleft repair.  A case with 

artificial scars of varying severity was also analysed.  The aims of the study were 

to determine and compare the level of agreements among examiners' 

assessments of static and dynamic lip form, to assess possible bias of examiners' 

subjective assessments and to determine the impact of lip scarring on an 

examiners' subjective assessment of dynamic lip form.  Photographs and 

videotape were recorded at rest and at smiling.  The outcome was measured by 

a 6-point ranking scale that ranged from "1 = not visible" to "6 = very severely 

impaired".  A panel of fifteen professionals, which included nine graduated 

orthodontic residents and six graduate paediatric dentistry residents, and a 

panel of fifteen laypersons, which consisted of fifteen first year dental students, 
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who had no training in cleft palate or craniofacial treatment, took part in the 

assessment.  The results showed for the lower facial regions, intra- and inter- 

examiner reliability was good in the rest position but not during movements.  

Professionals gave a rating of greater severity and impairment than laypersons 

and professionals agreed when rating the lower faces at rest more than when 

they rated the lip during movement.  Lip scarring affected perceptions of 

impairments during movement by both panels.  Although the study produced 

some excellent findings and tested the authors’ hypothesis, the sample size was 

insufficient; the duration of smile was not measured and the dynamic of 

animation was not evaluated.  The study provided subjective rather than 

objective assessment of facial animation. 

 

In summary the subjective assessments of facial animation can be affected by 

methodological approaches, professional experience and types of stimulus.  

Further research in facial motion analysis should focus on establishing objective 

techniques to evaluate facial expression during animation.  Objective evaluation 

of facial function is important for effective treatment planning and valid post 

surgical assessment. 

 

2.2  Objective facial measurements 

 

2.2.1  Direct measurements 

 

Frey et al., (1994) developed a simple instrument to measure distances on the 

face.  It functioned on the principle of using callipers for direct distance 

measurement between two points to measure the deformation of the soft tissue. 

The Faciometer was designed to reach all points of interest on the face, Figure 

2.1.  The face of twenty “normal” subjects and ten unilaterally paralyzed cases 

were analysed in the study.  The authors found small but interesting differences 

between the groups and of the same face at different time intervals of analyses 

(mean range of 0.673 mm ± 0.659 mm).  They also recorded significant 

differences between the two observers who carried out the study.  This new 

instrument did not measure the dynamics of facial animation.  Furthermore, the 

calliper could be harmful due to any possible unexpected patient's movements.   
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Figure 2.1 The Faciometer during clinical application in an individual  

with normal facial function (Frey et al., 1994). 
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The method lacked reproducibility due to wide range of the reproducibility of 

measurements. 

 

Manktelow et al., (2008) studied the facial movements of 21 patients with 

unilateral facial paralysis.  Two transparent 15 cm plastics handheld rulers were 

used to assess the positions and the movements of five points marked on the 

lips, Figure 2.2.  The points included the right and the left commisures, the 

centre of the bow at the vermilion border and the midpoints of the right and left 

halves of the upper lip at the vermilion margin.  The measurements were used to 

characterise the positions of the lip at rest and at smiling. Two experienced 

examiners, separately, measured the distances between landmarks at rest 

position, twice.  The accuracy of the method was assessed by measuring the 

movement of left and right commisures and mid-upper lip during smiling on 10 

volunteers using both the hand held ruler and the facial reanimation 

measurements system using video and electronic images.  The facial movements 

were evaluated using the captured images.  The results showed an average 

correlation coefficients for inter-rater and intra-rater reliability of 0.89.  The 

mean difference between the handheld ruler and facial reanimation 

measurements system was 1.7 mm.  The authors concluded that the handheld 

ruler technique was simple, reliable and accurate instrument for evaluation of 

facial paralysis.  Although the study made some excellent findings it also had 

some limitations for instance gender difference were not evaluated.  There was 

lack of information regarding the stabilization of patient head position during 

the analysis, head movement may have affected the measurements.  Finally, the 

smile on a given patient that one examiner has measured may not be the same 

smile that the subsequent examiner has assessed.  This may have been the cause 

of disagreement between observers despite the high inter observer reliability. 

 

2.2.2  Indirect measurements 

 

2.2.2.1  2D measurements 

 

Two dimensional facial analyses were based either on photograph or video 

recording. Farkas el al., (1980) investigated the reliability of facial photography 

compared with direct anthropometric measurements of the face.  The authors  
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Figure 2.2 Plastics handheld rulers (Manktelow et al., 2008) 
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compared 104 direct facial measurements from 36 subjects with measurements 

taken from frontal and profile photographs. The results showed that only 60% (62 

out of 104) of the direct anthropometric measurements could be recorded from 

the photographs and out of these only 42% (26 out of 62) were found to be 

reliable and accurate.  The authors concluded that errors were introduced by 

incorrect head positioning in both the vertical and horizontal planes and by 

measuring landmarks on the photograph that were not labelled on the face.  

Also, even though landmarks were identified on the face, it was not easy to 

locate them on the photographic measurements.  However, the authors found 

that the areas of the mouth and lips showed the greatest reliability for 

measurements. 

 

Johnson et al., (1994) studied seven healthy subjects (3 male and 4 female) and 

3 patients with abnormal facial movements.  The photographic data was 

analysed by three observers, one premedical student, one surgical resident and 

one plastic surgeon and each subject image was analysed by each observer three 

times.  Nine dots were localized on each subject face; a ruler was also 

photographed to allow the calibration of the image.  Each subject was instructed 

to do the following animations; maximal brow left, maximal smile and maximal 

whistle.  The photographs were taken at rest and at maximal animation.  The 

study measured the amplitude of facial landmarks motion during animation using 

these standardize photograph.  The study quantified all regions of the face 

simultaneously; the amplitude was measured from sequentional animations 

rather than during each individual animation.  This study did not describe the 

mechanism and dynamic nature of facial animation and was limited to measuring 

the changes of the anatomical landmarks due to facial muscle movements at the 

end of each animation. 

 

To overcome the limitation of a static photograph, a video camera has been 

used to measure facial animation. Platez J. et al., (1994) studied twenty 

subjects (10 male and 10 female) to analyse the “normal” smile. They used a 

video camera to record the smile, which was captured from various angles of 

view.  Eight points were marked on the face along the vermilion border of the 

lip, at each commissure, at the centre points of upper and lower lips and at 

points midway between them.  The results showed no difference in direction of 
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muscle movement in either male or female subjects, but surprisingly there was a 

relatively greater amount of upper lip and nasal base movement in an upward 

direction secondary to the smile.  The author concluded that consideration 

should be given for the unilateral facial paralysis reconstruction to match the 

direction of the movement of the upper lip and commissure between the 

affected and contra lateral side.  This study suffers from a small sample which 

affects the interpretation of the results and the method used was unable to 

study the dynamic and symmetry of lip movement from rest to maximum smile. 

 

De Menezes et al., (2009) investigated the suitability of using 3D digital 

photographs supported by three-dimensional software for measuring the facial 

soft tissue of healthy subjects; these were compared with data obtained by a 

three-dimensional computerized electromagnetic direct digitizer.  Fifteen 

healthy young adults (11 male and 4 female) were enrolled in the study and fifty 

facial landmarks were digitized at rest, using a three-dimensional 

electromagnetic digitizer and a new low-cost 3D photogrammetric system, 12 

linear and 18 angular measurements were recorded.  Errors of the methods and 

repeatability of the technique were calculated.  The study showed statistically 

significant differences between direct and indirect measurements in two 

distances and three angles (p<0.05).  The mean absolute differences between 

methods were always less than 3mm and 3 degrees.  The 3D photography 

technique provided reproducible results (random errors lower than 1.6 mm and 3 

degree). Repeated sets of photographs showed random errors of up to 5.3 mm 

and 5.6 degree without systemic bias at different times.  Although the study 

made some excellent findings it also had some limitations; male and female 

were not equally represented in the sample and the method did not test the 

dynamic and duration of facial animations. 

 

Gross et al., (1996) compared the amplitude of facial motion in 3D and 2D using 

video cameras.  Four subjects participated in the study, two of them were 

control subjects and other two were patients who had had repaired unilateral 

cleft and palate.  The movements of fifteen defined anatomical landmarks were 

measured by applying small reflective markers on the face. Subjects were 

instructed to perform five maximal facial animations from rest position which 

included smile, eye closure, lip purse, cheek puff and grimace; these were 
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recorded using a video based system.  The study showed that the three 

dimensional amplitude of landmarks was significantly larger than in two 

dimensions, especially for landmarks on the lower face during smiling.  The two 

dimensional amplitude underestimated the three dimensional amplitude of 

landmarks movement by 43%.  The author suggested that the two dimensional 

analysis may not be an adequate method to asses facial motion during maximal 

animation.  Although the study managed to support the authors’ hypothesis, the 

sample size was small, the patient’s gender was not mentioned and the dynamic 

movements of reflective markers during animation were not studied. 

 

In summary, the two dimensional measurement system failed to deliver 

information on the movements of facial landmarks in the antero-posterior 

dimension. Direct measurements of facial animation may cause inconvenience to 

both clinician and patients. 

 

2.3  3D imaging measurements 

 

2.3.1  Direct digital measurement 

 

Facial anthropometry is used to quantify facial animation for surgical planning as 

well as surgical outcome.  Clinicians use numerous techniques to diagnose facial 

deformity, to plan and to evaluate the outcome of surgery. Direct manual 

measurement of the face has been a widely accepted method for the 

quantitative assessment of facial surface anatomy. 

 

Ozsoy et al., (2009) compared three different techniques, which were used 

frequently in recording facial measurements.  Seventy volunteers were recruited 

in this study (35 male and 35 female), three methods were used to measure 

facial landmarks; manual anthropometry, 2D photogrammetry and a computer-

aided 3D digitizer.  All facial measurements were recorded by a senior 

experienced author.  In manual anthropometry, a digital calliper was used to 

measure the distance between landmarks, which were identified and/or directly 

palpated on the face (Figure 2.3A).  In two dimensional photogrammetry, the 

volunteers were asked to sit and lean back against the wall to achieve relaxed 

facial expression (Figure 2.3B).  The faces were photographed in frontal, right 
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and left lateral views with a high resolution camera.  Surface landmarks were 

identified on the photographs and all measurements were saved on a computer 

and the facial landmarks distances were measured using computer software.  In 

three-dimensional digitization, the author used a Micro-Scribe 3D digitizer which 

had a mechanical arm with a stylus which had an accuracy of up to 0.009 inches 

and a sampling rate of up to 1000Hz.  Subjects were asked to lie on their back 

on a stretcher to use the digitizer.  The head has immbolised during digitisation 

(Figure 2.3C).  The author found that by comparing three methods, the 3D 

digitizer method was an easy, robust and sensitive method to obtain the 

necessary data.  Although the sample size was sufficient, the study did not 

discuss the time needed to complete one set of measurements using the manual 

calliper and if the same results could be achieved by an inexpert clinician.  It 

would be impractical to measure facial landmarks on a child using 3D digitizer. 

Moreover, the study did not investigate the dynamic motion of the facial 

landmark. 

 

Wong et al., (2008) compared the validity and reliability of 3D digital 

photogarmmetry with direct anthropometry.  Twenty adults were recruited in 

this study (12 male and 8 female).  Using direct anthropometry 18 facial 

landmarks were digitized on each subjects face by a single investigator, who was 

trained in the direct anthropometric technique.  The points were marked on 

each subjects face using a sharpened eyeliner pencil prior to each direct 

measurement session.  The digitization was repeated twice to assess the errors 

of the methods.  Landmarks were identified on digital 3D images and distances 

between landmarks were calculated by using the 3dMD software.  Two sets of 

measurements were recorded on the digital image by one investigator on two 

occasions.  A minimum 24-hour interval was kept between measurement 

sessions.  The results showed that 17 of 18 direct measurements correlated 

highly with digital values (mean r=0.88).  The overall precision of all 17 digital 

measurements was less than 1 mm and the reliability was high (mean r=0.91).  

The authors concluded that facial anthropometry measurements using the 

3dMDface system was valid and reliable.  This study confirmed the validity of 3D 

imaging at rest; it did not address the measurement of facial animation which 

was beyond the scope of the study. 
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Figure 2.3 2A digital callipers, 3B 2D photograph, and 3C three dimensional 

digitizer (Ozsoy et al., 2009) 
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Trotman et al., (1996) studied the reliability of a three-dimensional method for 

assessing the functional repertoire of the face.  Four subjects were enrolled in 

this study and instructed to perform repeated sequences of five maximal facial 

animations.  Facial motions were captured by three 60Hz video cameras and 

three–dimensional maximum motion amplitudes were calculated.  Student’s t-

test and Pearson product-movement correlation coefficients were applied to test 

for any significant difference between repetitions of animations.  The results 

showed moderate to excellent reliability of amplitude of motion for the 

landmarks over all animations (cheek puff, grimace, eye closure and smile).  For 

each specific animation, certain landmarks (nasal tip and left canthal) 

demonstrated more reproducibility than others in tracing facial movements.  

Although the study reported some excellent results, the sample size was small 

which affects the interpretation of the results, subject selection criteria was not 

addressed and the duration of each animation was not mentioned.  

 

Valid and accurate three dimensional recording of soft tissue facial surface are 

fundamental for the objective analysis of craniofacial deformities and for 

effective treatment planning and post surgical assessment.  Several techniques 

are available for recording three dimensional facial measurements, including 

laser scanning, stererophotogrammetry and ultrasound.  Based on 

stereophotogrammetry, several groups of recorders developed their own camera 

system which consists of one or more camera station connected to a personal 

computer. 

 

Ayoub et al., (1998) described a vision-based three dimensional facial data 

captured system for the planning of maxillofacial surgery.  The system was based 

upon imaging the face using two stereo pairing sets of cameras.  Scale spaced 

based stereo-matching was then used to recover corresponding points between 

each of the captured stereo pairs.  The authors found the system able to capture 

three dimensional facial data within seconds which could be used to assess 

children with cleft palate and to avoid any possible change of facial 

configuration during capture.  The system was accurate within 0.5 mm.  In a 

later study, the same system was used to assess the accuracy of the system in 

recording facial landmarks (Ayoub et al., 2003). Twenty one facial casts of 

infants with cleft lip were scanned and 5 landmarks across the mouth and nose 
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were pre-labelled on each cast.  The results showed that the operator error was 

within 0.2 mm.  The casts were captured within C3D sterophotogrammetry 

system and the same landmarks were digitized.  Landmark localization on the 

digitized facial models recorded by the C3D system was accurate within 0.4 mm.  

The authors concluded that the C3D system was reliable in recording facial 

deformity and could be utilized in measuring facial deformity and changes 

following surgery.  

 

Weinberg et al., (2004) assessed the precision and accuracy of facial 

measurements obtained from digital 3D images capture using a Genex 3D 

stereophotogrammetry camera system (Rainbow 3D Imaging System).  The 

authors evaluated the precision and accuracy of the system for measuring a 

series of 19 standardised linear facial distances derived from 17 landmarks 

according to the definition produced by Farkas et al .,(1994) obtained from the 

face of 20 subjects aged 16 to 62 years with obvious craniofacial abnormalities 

by two independent observers.  Facial measurements were recorded directly 

with digital callipers and indirectly from the 3D images. Landmarks were pre-

labelled as dots on the face and when there was no pre-labelled landmark.  The 

results showed that measurements recorded from the 3D images system had a 

higher precision factor compared with direct digital anthropometry, irrespective 

of the landmarks being labelled on the face or not.  In addition pre-labelled 

landmarks prior to taking measurements improve precision.  The authors 

concluded that the digital 3D photogrammetry with the Genex camera system 

was sufficiently precise and accurate for facial analyses.  The main drawback of 

this 3D system is that it did not measure facial animation in static and dynamic 

motion. 

 

3dMD face system was another stereophotogrammetry camera system which was 

used in facial capture.  Aldridge et al., (2005) evaluated the precision, error and 

repeatability associated with facial landmarks derived from 3D images of the 

faces of 15 cases recorded by the 3dMDface system.  Twenty standard facial 

landmarks were identified on the face and ears.  Three dimensional co-ordinate 

locations of these facial landmarks were recorded by single observer using the 

3dMD software.  Fourteen landmarks showed a high degree of precision; in 

repeated measurements the error was less than 1mm along each of the three co-
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ordinates of the landmarks.  Regarding the remaining 6 landmarks, three of 

them showed an error greater than 1 mm but less than 2 mm and the other 3 

landmarks had an error of greater than 2 mm.  

 

Khambay et al., (2008) assessed the accuracy and reproducibility of a high 

resolution commercial camera based system (Di3D, Dimensional Imaging, 

Glasgow, UK) in vitro by using 12 adults facial plaster casts, which had marked 

points and the positions of digitizing these points on the three-dimensional 

imaging captured by the Di3D system were compared with those obtained by a 

co-ordinate measuring machine.  As with the C3D system, the Di3D system 

produced high quality full face lifelike photorealistic images of the 3D facial 

model.  The results showed the reproducibility of the Di3D system was 

satisfactory with the overall system error found to be within 0.21 mm and the 

reproducibility error to be within 0.13 mm.  Also the operator error of landmark 

localization on the Di3D image was reported to be within 0.07 mm, which was 

clinically acceptable and offered considerable improvement in 

stererophotogrammetry for facial capture and analysis.   

 

Laser scanning has also been used to capture surface topography of human face 

in three dimensional images (Moss et al., 1987).  Laser scanning is an active 

technique based on the use of a directional light source and detector. A laser 

beam is deflected by a mirror onto the subject face.  As the laser beam is 

projected onto the face the beam is scattered and then captured by a detector 

and converted into a computer generated three-dimensional image.  

 

Kau et al., (2004) investigated the feasibility of measuring soft tissue 

morphology in children using a 3D laser-scanning technique.  Forty subjects were 

recruited in the study.  Subject images were captured using two high-resolution 

Konica Minolta Vivid (VI900) cameras assembled as a stereo-pair. Natural head 

posture (NHP) was adopted for this study.  The total scan time was 

approximately 7.5 seconds.  One raw data set was captured by the right and the 

left laser scan to generate 3D images of the face.  Artefacts and unwanted data 

were removed by in-house developed software.  After the images were 

smoothed, left and right scans were aligned to one another based on the areas 

of overlap of the face.  Finally one whole face was generated for each subject.  
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The tolerance level was set for a mean shell deviation at levels corresponding to 

0.3 mm, 0.5 mm and 0.75 mm. Using Rapidform 2004™ software package, a 

shell-to-shell deviation map was computed and automatically produced.  The 

results included the maximum and minimum range of shells.  Any subjects who 

had large differences between the two shells indicated that the subject was not 

still during capture.  The results showed that the mean differences between 

shell deviations for adult's scans and children scans was 0.25 mm ± 0.09 and 0.30 

mm ± 0.09 mm, respectively.  The mean error between subject groups were 0.05 

± 0.15 mm indicating that there was no difference between the two subject 

groups (p = 0.18).  The authors concluded that the 3D laser scanning was 

clinically reproducible for children and adults and can be used for studies 

assessing facial changes due to growth or clinical intervention.  

 

Toma et al., (2009) assessed the reproducibility of facial soft tissue landmarks 

using laser scan 3D imaging technology.  Thirteen children were recruited in this 

study and facial imagines were captured for each subject using two high-

resolution Konica Minolta Vivid (VI900) cameras.  Twenty one facial landmarks 

were identified (Farkas, 1994) and recorded by two examiners for each image.  

The landmark reproducibility was determined by repeat capturing 2-weeks apart 

and re-assessing.  The results showed that the reproducibility of recording and 

digitization 10 landmarks were less than 1 mm for both intra- and inter-

examiners.  The accuracy of landmark identification ranged from 0.39 mm to 

1.49 mm.  All the image capture was carried out at rest.  Measuring and 

analysing facial animations were not considered in this study. 

 

Ma et al., (2009) validated a three-dimensional structured light scanning system 

for facial morphology.  The authors investigated the accuracy and precision by 

using a plaster model with 19 marked landmarks.  Three observers identified the 

landmarks on the screen.  For each image, each observer digitised the landmarks 

on three occasions.  There were 27 measurements for each landmark.  The 

results showed that the accuracy was 0.93 mm and the precision was 0.2 mm.  

The authors concluded that the light scanning system was accurate, precise and 

sufficiently reliable to record the facial morphology for both clinic and research. 
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The laser scanning technique was simple, easy to use and non-invasive to the 

subjects.  Also, the three-dimensional laser scanning can provide an efficient, 

valid and reproducible method of measuring the subjects face, with 

reproduction of 90% of facial morphology recorded as accurate to within 0.8 mm 

for male and 0.7 mm for female (Kau et al., 2005).  However, there are a 

number of disadvantages with the three-dimensional laser scan system, including 

the time taken to capture a subject face, 8-13 seconds rather than milliseconds 

with stereophotogrammetry and any change in the subjects head or facial 

muscles will distort the captured images.  Moreover, with a laser beam, the 

subjects eyes must be closed due to safety issues related to exposure to a laser 

beam but with the eyes closed the identity of the captured 3D image will be 

affected. 

 

Aynechi et al., (2011) studied the influence of landmarks labelling on the 

accuracy and precision of indirect facial anthropometry.  Ten adults (8 males 

and 2 females) were recruited in this study.  On each subject face 18 facial 

measurements were derived from 19 anthropometric soft tissue landmarks.  

Three consecutive recordings were carried for each subject: (1) 3D photograph 

acquisition without landmarking the face (unlabelled 3D), (2) direct calliper 

based assessment with labelled landmarks (calliper), and (3) 3D photograph 

acquisition with labelled landmarks (labelled 3D).  To assess the reproducibility 

of the method, facial measurements were recorded twice, one week apart for 

each subject (T1 and T2).  Three-dimensional images were captured by using the 

3dMDface system.  Each subject was instructed to sit on a chair facing the 

centre of the 3dMD system in natural head position and with normal facial rest 

animation; the volunteer wore a headband to remove hair strands from their 

face and ears (Figure 2.4).  All landmarks except endocanthion, exocanthion and 

stomion were marked on each subjects face using a surgical marking pen.  The 

capture was repeated on the unlabelled faces using the 3dMD system.  A digital 

calliper was also used to measure the linear measurements on each subjects 

labelled face. Special attention was given to apply minimal pressure to avoid any 

soft tissue displacement by the calliper during facial measurements.  After the 

direct facial measurements were completed, a second 3D photograph image was 

captured with labelled facial landmarks.  All procedures were repeated twice by  
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Figure 2.4 3dMDface system. (Aynechi et al., 2011) 
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the same operator.  The results showed that the majority of measurements 

obtained from three-dimensional images and direct anthropometry were similar.   

However, statistically significant differences between the two methods of 3D 

images (p<0.01) were noted for seven measurements in labelled 3D image and in  

six measurements of the unlabeled 3D image.  Also, the labelled 3D was more 

precise compared with the two other technique (P<0.05).  The authors found 

that the labelled 3D provided the most precise values and the use of callipers 

was the least capable method of generating accurate measurements.  The 

author concluded that the 3dMDfcae system showed similar accuracy and 

precision to calliper measurements.  The images captured by the 3dMDface 

system produced a high level of measurement precision, especially when facial 

landmarks were labelled.  Despite the excellent results achieved by this study, 

the sample size was insufficient and gender was not equally selected. The 

authors did not mention if the unlabeled 3D photographic images were digitized 

by an expert operator or an inexpert operator which may influence the accuracy 

of the method.  In the other hand, labelling facial landmarks before 3D capture 

could introduce systematic errors which have not been quantified in the study. 

 

In reviewing the previous literature, there were insufficient papers to analyse 

the dynamics of facial animation which inspired this study, Table 2.1. 

 

2.4  Facial Motion Measurements 

An evaluation of the motion of facial animation plays an important role in many 

clinical situations: for example; cleft lip and palate repair, in the assessment of 

motor nerve deficits and in patients after reconstruction. Clinical staging and 

evaluation of treatment outcome could be improved by the ability of measuring 

the changes in facial animation in an objective, repetitive and comparable 

method that could be handled statistically. 

 

Mishema et al., (2006) analysed the lip motion of six adults during phonation 

using a video-based motion capture system.  Ten landmarks of the upper lip on a 

3D image were manually located on a screen.  The landmarks represented the 

upper and lower lip movements as well as the vermilion border.  The accuracy of 

the system was investigated using a one-axis parallel motion apparatus with high 

accuracy (positioning actuator) and known objects (cube of 150 mm on each 
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Table 2.1 Summary of literature investigating direct 3D landmark measurement.  

Authors Systems Sample Accuracy Landmarks Identification 
Method of 
analysis 

Comments 

Ozay et 
al., 2009 

Manual anthropometry 
2D photograph 
3D digitizer 

35 males 
35 
females 

0.03 mm 
manual calliper 
 
0.009 inches 3D 
digitizer 

Not Stated 
 
Direct / Indirect 

Paired sample 
t-test 

Comparing 3 methods, the authors 
found the 3D digitizer easy, robust 
and sensitive method. 
3D digitizer was more reliable 
than manual calliper & 2D 
photograph. 
Validity was not stated. 

Wong  et 
al., 2008 

Direct anthropometry 
 
3dMD face system 

12 males 
8 females 

1 mm 

18 facial 
landmarks 
(eyeliner 
pencil) 

Indirect 
18 Linear 
distances 

Reliability was 0.91 
Precision was 0.8 mm. 
Validity was 0.88. 

Trotman  
et al., 
1996 

3 video cameras 4 Not Stated 
14 facial 
landmarks 

Direct 

3D maximum 
motion 
amplitudes for 
facial 
landmarks 
were 
calculated 

Assess the reliability of:  
(1) marker positions between 
animations within a trail and with 
patient at rest,  
(2) marker positions between 
sessions. 
Reliability was ranged from r=0.64 
to 0.96. 
Validity not stated. 

Ayoub  et 
al., 1998 

C3D 
Stereophotogrammetry 

21 facial 
cast 

0.5 mm 5 landmarks Direct 

Three-
dimensional 
polygonized 
facial model. 

 Accuracy within 0.5 mm. 
 Validity not stated. 
The method was non-invasive and 
cost effective. 

Weinberg  
et al., 
2004 

Digital calliper 
Genex 3D 
Stereophotogrammetry 

20 < 2 mm 17 landmarks Direct / Indirect 
19 linear 
facial 
measurements 

Digital calliper was less precise 
than 3D photo. 
14 of  the 19 variable was 
accurate < 0.2mm 
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Table 2.1 (Continued) Summary of literature investigating direct 3D landmark measurement.  

Authors Systems Sample Accuracy Landmarks Identification 
Method of 
analysis 

Comments 

Aldrige et 
al., 2005 

3dMD Face system  
7 Adults 
8 children 

Not stated 
20 landmarks 
6 midline 
7 bilateral 

Indirect 
Linear 
measurements 
distance. 

14 landmarks precision was < 1 
mm 
6 landmarks precisions >1 mm < 
2mm. 
Validity was not stated. 
Reliability was not stated. 

Khambay 
et al., 
2008 

Di3D 
stereophotogrammetry 

12 plaster 
casts 

0.07 mm 10 landmarks Indirect 
Ordinary 
Procrustes 
Analysis ( OPA) 

The Di3D system error was within 
0.2 mm. 
The reproducibility of the Di3D 
system was 0.13 mm, range 
0.11mm-0.14 mm. 
The validity & reliability of Di3D 
system was not addressed in this 
study. 

 
Kau et 
al., 2004 

3D laser scanner 
40 
children 

Not Stated Not Stated Not Stated 

Rapidform, 
shell to shell 
deviation 
computing 
map. 

The purpose of this article was to 
evaluate the reliability of 3D 
facial scanning technique. 
Validity not stated. 

Toma et 
al., 2009 

3D laser scanner 
30 
children 

Not Stated 21 landmarks Not Stated  
 
Not Stated 

10 landmarks were reproducible 
both intra & inter examiner 
0.39-1.49 mm. 

Me et al., 
2009 

3D light scanning 
system 

A plaster 
model 

0.93 mm 19 landmarks Not Stated Not Stated 
The precision was 0.79 mm 
The  reliability was 0.2 mm. 
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checkerboard).  The actuator was moved at speed of 50 mm/s in a direction 

parallel to the optical axis of the central camera.  The results showed that the 

accuracy of the system ranged from 0.53 to 0.73 mm, with a mean of 0.64 mm ± 

0.08 mm in length direction, and ranged from 0.14 to 0.44 mm, with a mean of 

0.31 mm ± 0.11 mm in the width direction.   Also, the quantity of movement of 

the white lip was greatest at the later timing during phonation than that of the 

vermilion border.  The authors concluded that the presented system possessed 

sufficient accuracy for clinical use. 

 

In another study Mishema et al., (2010) used the same system to analyse lip 

motion by principal component analyses.  They studied lip motion of 14 

“normal” individuals during the phonation of 5 Japanese vowels, /а/, /i/, /u/, 

/e/, and /o/.  A motion analyses system was used to capture lip movement and 

the principal component was applied to measure movements.  Thirty frames 

were captured per seconds, 10 landmarks of the upper lip were directly located 

on the 3D image on the screen.  The 10 landmarks represented the upper and 

lower lips as well as the vermilions border.  Twelve principal component 

analyses were produced to describe lip movement in relation to the landmarks.  

The authors showed that there was little movement of mouth opening during the 

phonation of /u/.  The authors concluded that the principal component analysis 

was distinguishable at measuring lip movement.  The main drawback of these 

two studies was a limited facial area was covered and there was insufficient 

tracking of the system data. 

 

Popat et al., (2011) conducted a cross-sectional study to construct 3D templates 

of average lip movement.  One hundred and fifteen white subjects were 

included in this study and were asked to perform two reproducible verbal 

gestures (/puppy/and/rope/) in a normal relaxed manner.  Six lip landmarks 

were placed manually around the lips by one examiner.  The sequences were 

captured using 3D motion scanner (3dMDFace Dynamic System) at 48 frames per 

second.  The results showed there was a statistical significant difference in the 

lip movement between gender for visemes /pu/ and /ppy/ (p<0.05), although 

when quantified these were found not to be of clinical significance the mean 

difference lip movement between groups being less than 2 mm.  Women 

favoured right sided movement and men favoured left sided movement.  The 
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authors concluded that it was possible to quantify and create normal templates 

of lip movement for the words /puppy/ and /rope/.  Men and women showed 

similar standardized lip movements for these two words.  Despite the sufficient 

sample size and robust results reached, the authors did not examine the validity 

of the system and if the speed of the system capture (48 frames per second) was 

sufficient to capture the path of the facial animation.  The six facial landmarks 

described a limited area of the face during animation; more coverage of the 

face may have been more beneficial. 

 

In summary: 

 

With advanced technology to measure facial animation, there is still insufficient 

data recorded during the path of facial animation with limited coverage to 

comment on the whole face during animation.  Moreover, there is inadequate 

information to compare the accuracy between the manual and automatic 

tracking system, Table 2.2. 

 

2.5  Automated landmarks identification 

An ideal analyses system would be completely automated and free from human 

intervention.  Images would be captured without having to place landmarks on 

the subject face.  Computerised identification of pre-programmed software 

would be able to automatically align and superimposed groups of facial 

landmarks.  This process would be carried out accurately by the computer and 

the system could be able to cope with minor changes such as growth changes, 

long term studies or those involving children. 

 

Wachtman et al., (2001) validated a method of quantifying facial motion, 

Automated Face Analysis (AFA), by comparing it with a manual marking method, 

the Maximal Static Response Assay (MSRA) which is a static assay in which the 

operator selects one frame of maximal facial excursion from a video sequence of 

standard facial expression.  Nine patients with various facial nerve disorders 

participated in this study.  The patients were instructed to perform three facial 

animations which were captured on videotape at 30 frames/seconds.  For 

comparison with MSRA, 9 physical markers were located on the patients face (5 

mm blue paper marking dots), and 7 were anatomic landmarks.  Two additional 
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Table 2.2 Summary table of studies investigating facial movement measurements.

Authors Systems 
Sample 
size 

Accuracy Landmarks Speed 
Method of 
analysis 

Comments 

Mishema et 
al., 2008 

Video-based 
motion 
capture 
system 

6 
 
 

0.53 mm to 
0.73 mm in 
length. 
 
0.14 mm to 
0.44 mm in 
width. 

10 landmarks 
on the upper 
lip. 

30 frames/ 
second 

Accuracy  was 
investigated 
using a one-axis 
parallel motion 
apparatus 

The authors investigated the dynamic 
motion of lip area only. 
The validity & reliability of system were 
not stated. 
 

Mishema et 
al., 2010 
 

Video-based 
motion 
capture 
system 

14 

0.53 mm to 
0.73 mm in 
length. 
 
0.14 mm to 
0.44 mm in 
width. 

10 landmarks 
on the upper 
lip. 

30 frames/ 
second 

Principal 
component 
analysis 

The study quantified the lip movement 
characteristics during the phonation of 
Japanese vowels using principal 
component analysis. 

Popat et al., 
2011 

3dMDFace 
Dynamic 
System 

150 Not stated 

6 landmarks 
were 
manually 
placed 
around the 
subjects’ lip 
for each 
facial shell. 

48 frames/ 
second 

Mesh 
registration 
software was 
used to align 
sequential 
facial shells to a 
standardized 
reference plane 

The study constructed 3D templates of 
average lip movement for words 
/puppy/and /rope/. 
 
The range in total landmark distance 
error for both intra- and inter-examiner 
assessments was 0.59 mm to 1.32 mm. 
Validity & reliability were not stated in 
this study. 



 

marks with marking dots were used to scale the image from pixel to centimetres 

with a 2-cm ruler taped the nose.  As defined for the MSRA, the coordinates of 

the centre of each marker were manually recorded in the initial and final 

digitized frames, which correspond to repose and maximal response.  For AFA, 

these points were tracked automatically in the image sequence.  In this method 

no artificial landmarks were used.  The results showed a Pearson correlation of 

0.96.  The authors concluded that the AFA demonstrated strong concurrent 

validity with the MSRA for pixel-wise displacement. Unfortunately this method 

only gives a two-dimensional representation of facial animation.  Another 

deficiency of this study was the insufficient sample size which may have not be 

enough to reach a sound conclusion.  The validity of automated tracking system 

was limited to the initial and final frames, which did not record the path of 

animation in between. 

 

Deli et al., (2010) studied automated landmark extraction for orthodontic 

measurements of faces using the 3D camera photogrammetric methodology.  

Thirty coded targets were applied on dummy heads and under room lighting 

conditions a stereophotogrammetry image was captured using three cameras.  

The authors applied software for automatic locating of the landmarks.  The 

precision of the method was tested against the manual measurements which 

were carried out by a calliper and compared with those measurements derived 

from laser scanning.  The reported mean value for the precision of the 

automatic landmarks’ location was 0.02 mm.   

 

The dummy heads are inanimate objects; conducting the same investigation on 

live subjects may have produced different results.  The study did not investigate 

then accuracy of the tracking software in recording facial landmarks during 

dynamic movement.  This study is a step in the right direction which should be 

followed by clinical application in humans.  
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3 Aims & Null Hypotheses 

 

Aim of the study 

 

The aim of this study was to determine the validity of the automatic tracking of 

facial landmarks in image sequences captured using the four dimensional 

capture systems (Dimensional Imaging Ltd. Glasgow, UK). 

 

Null Hypotheses 

 

1. No statistical significant differences exist between the 3D location of 

manually digitized landmarks and those recorded automatically by a 

tracking system. 

 

2. No clinical significant differences exist between the 3D location of 

manually digitized landmarks and those recorded automatically by a 

tracking system. 
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4 Materials and Method 

 

4.1 Study design 

 

The aim of this study was to determine the validity of automatic tracking 

software in tracking facial landmarks in image sequences captured using a four 

dimensional capture system (Dimensional Imaging Ltd., Glasgow, UK).  Ethical 

approval was obtained from the Faculty of medicine ethics committee for non-

clinical research involving human subjects at the University of Glasgow. 

 

4.2 Subjects 

 

Subjects were recruited from the Glasgow Dental Hospital and School.  Posters 

were placed in the Glasgow Dental Hospital and School to recruit student or 

other adults i.e. parents of patients (Appendix 1).  The age range was from 15-

35 years.  In total 16 females and 16 males were recruited for the study.  

Subjects were given verbal and written explanations of the project purpose and 

details of their involvement (Appendix 2).   

 

4.2.1 Inclusion criteria 

• Consented to participate in the study. 

• No history of facial deformity. 

• No history of orthognathic surgery. 

 

4.2.2 Exclusion criteria 

• History of orthognathic treatment. 

• Subjects with history of facial palsy. 

• Subjects with history of facial trauma. 

• History of facial asymmetry. 

• Subjects with history repaired cleft lip or cleft palate. 
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4.3 Materials 

 

4.3.1 The 4D imaging system 

 

The subjects were imaged using the Di4D system (Di4D, Dimensional Imaging Ltd, 

Glasgow, UK) (Figure 4.1).  The specification for the 4D system was based on a 

three camera system, a single-pod comprising of two greyscale cameras (Model 

avA 1600-65km/kc, resolution 1600x1200 pixels, Kodak sensor model KAI-02050, 

Basler, Germany) and one colour camera functioning at 60 frames per second.  

The 4D capture system was connected to a personal computer which had the 

following specifications: 

• Windows 7 professional (Microsoft, USA). 

• Intel core ™ i7 CPU - 3.07 GHz. 

• LCD Monitor. 

• Lighting system (Model DIV-401-DIVA LITE, KINO FLO Corporation, USA). 

 

4.3.2 Calibration 

 

Prior to image capture the Di4D system was calibrated. The purpose of the 

calibration was to determine the intrinsic camera parameters, the location of 

focal length, image centres and orientation of each camera to the other.  The 

process itself was fully automated and required the use of a calibration target 

(Figure 4.2).  The target was made up of number of black circles of known sizes 

which were separated by a known distance on a white background.  In order to 

capture the entire three dimensional space, the calibration target was captured 

eight times at various angles.  The camera parameters of the three cameras 

were determined automatically by the calibration software which extracted the 

centres of the circles on the calibration images and from this information the 

software determined the all three cameras and their intrinsic parameters 

without any further operator intervention. 
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Figure 4.1 Shows the Di4D system. 
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Figure 4.2 Shows the calibration target used to calibrate the Di4D system. 
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4.4 Facial landmarks 

 

Twenty three facial landmarks (Table 4.1 & Figure 4.3) were marked on each 

subjects face (Farkas et al., 1994; Hajeer et al., 2002) by the same operator 

using a 0.5 mm non-permanent coloured ink (Staelier, Germany) before 

animation capture.  For each subject landmark identification took approximately 

five minutes.  A cloth or tissue paper was provided to wipe the marks from the 

subject face following capture. 

 

4.5 Image capture 

 

The operator demonstrated three facial animations and rest position in front of 

the subject and trained the subject for 5 minutes before the capture started.  

Subjects were asked to perform the following three facial animations together 

with rest position: 

 

Maximal smile 

Subjects were asked to bite their back teeth tightly together and to smile as 

widely as possible i.e. say “cheese”. 

 

Maximal lip purse 

Subjects were asked to purse their lips together and whistle or pretended to 

whistle. 

 

Maximal cheek puff 

Subjects were asked to bite together on their back teeth and hold their lips 

together while the cheeks were puffed maximally. 

 

Rest position 

The subject asked to keep in rest position by say “Mississippi”, then instruct to 

swallow once and say “N” (guidelines to obtaining rest position natural facial 

expression as proposed by Zachrisson 1998). 
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Landmark 
number 

Landmark name Definition 

1 & 2 Superciliary points 
The points located above most superior aspects eye 
brows.  

3 Glabella 
The most prominent midline point between the 
eyebrows,   identical to bony glabella on the frontal 
bone. 

4 & 7 Exocanthion 
The point at the outer commissure of the eye fissure, 
located slightly medial to bony exocanthoin. 

5 & 6 Endocanthion 
The point at the inner commissure of the eye fissure, 
located lateral to bony landmark. 

8 Nasion 
The point in the midline of both the nasal root and the 
nasofrontal suture, always above the line that connects 
the two inner canthi, identical to bony nasion.  

9 & 10 Zygio 
The most prominent point on the cheek area beneath 
the outer canthus and slightly medial the vertical line 
passing through it; different from bony zygion.  

11 Pronasale 
The most protruded point of the apex nasi identified in 
lateral view of the rest position of the head.  

12 & 13 Alar curvature 
The most lateral point on the curved base line of each 
ala, indicating  the facial insertion of the nasal 
wingbase.  

14 & 15 Subalare 
The point on the margin of the base of the nasal ala 
where  the ala disappears into the upper lip skin.  

16 Subnasale 
The mid point of angle at the columella base where the     
lower border of nasal septum and surface of the upper 
lip meet. 

17 & 18 Cheilion The point located at each labial commissure.  

19 & 20 Crista philtre The peak of Cupid's bow of the upper inferior.  

21 Labiale superius 
A point indicating the muco-cutaneous junction of the 
upper lip and philtrum. 

22 Labiale inferius 
A point indicating the muco-cuteneous border of the 
lower lip.  

23 Pogonion 
The most anterior midpoint of the chin, located on the 
skin surface in front of identical bony landmark of the 
mandible.  

 

Table 4.1 Landmark definitions  
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Figure 4.3 Shows facial landmarks. 
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Subjects were shown photographic cue cards of an individual demonstrating each 

of the expressions (Appendix 3). Prior to each capture session, each expression 

was practiced 5 times with the operator to ensure that the subjects had fully 

understood the instructions. 

 

For all captures, subjects were seated on a chair directly in front of the camera 

system.  Subject sat in an upright and comfortable position.  For image captures, 

subjects were asked to: 

• Remove all make-up. 

• Keep their eyes open. 

• Remain still during image capturing. 

A distance of 95 cm was measured using a measuring tape from the cameras to 

the subject’s cheek.  A second operator cheeked the focal length before each 

capture.  The lighting system was set to maximum power before the image 

capture started.  

 

Dynamic capture of each facial animation, at 60 frames per second, took around 

3 seconds using DiCapture software (Dimensional Imaging Ltd, Glasgow, UK), 

Figure 4.4.  Each capture began at rest position and over 3 seconds maximal 

animation was recorded with return to rest position.  The images were reviewed 

immediately after capture using Di4D software (Dimensional Imaging Ltd, 

Glasgow, UK) to ensure absence of acquisition error such as image blurring and 

artefacts.  The images were saved for future processing.  This was repeated for 

the all three facial animations, maximal smile, maximal lip purse and maximal 

cheek puff. 

 

4.6 Facial landmark tracking 

 

4.6.1 Automatic tracking 

 

Each facial expression dynamic image sequence was imported into DiView 

software and the first frame was selected for each subject (Figure 4.5). The 23 

facial landmarks were digitised on-screen and using the appropriate function 

within DiView software, these landmarks in sequential frames were 

automatically tracked.  
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Figure 4.4 Shows DiView capture software user interface 
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Figure 4.5  Shows the first frame ready for automatic tracking.  Subject 

in rest position. 
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4.6.2 Error study  

 

To assess the manual landmark digitisation error, ten subjects were selected at 

random (5 male & 5 female).  For each subject five 3D images from each of the 

three facial expressions were chosen at random, 150 images in total.  For each 

image the landmarks were re-digitised on two separate occasions, with a one 

month interval in-between to reduce memory bias. 

 

4.6.3 Manual tracking 

 

Each facial expression dynamic image sequence was imported into Di4D software 

ready for landmarking. Five frames were selected from each animation which 

represented the following time frames, 

• Rest position, (Figure 4.6). 

• Middle frame between rest position and maximal animation, (Figure 4.7). 

•   Maximal animation, (Figure 4.8). 

• Middle frame between maximal animation and rest position, (Figure 4.9) 

• Rest position. 

 

The frame numbers digitised were noted. Each frame was digitised using the 

landmarks pre-marked on the subjects face. The x, y and z coordinates of each 

of the landmarks were extracted and analysed on Excel (Microsoft, USA). This 

procedure was repeated for each subject and for each animation. It took 5 

mintues of digitisation of 23 landmarks on the 3D model in a single frame. 

 

4.7 Comparison of manual and automatic landmarks tracking 

 

Following automatic tracking, the corresponding frame landmarked during the 

manual tracking procedure was identified. The automatically tracked x, y and z 

co-ordinates of the landmarks in these frames where exported into an in-house 

developed software package which converted the output of DiView software file 

(*.pc2) into Excel file (*.xls) for later analysis. 
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Figure 4.6 Rest position frame was showed the subject on rest position 

for manual tracking.  Note position of blue image sequence 

bar under subjects chin. 
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Figure 4.7 Shows middle frame between rest position and maximal 

animation. Note position of blue image sequence bar under 

subjects chin. 
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Figure 4.8 Shows maximal animation frame. Note position of blue image 

sequence bar under subjects chin. 
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Figure 4.9 Shows middle frame between maximal animation and rest 

position. Note position of blue image sequence bar under 

subjects chin. 
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5 Results 

 

5.1  Subjects 
 
This is a single cohort study, which was carried out on 32 subjects, 16 males and 

16 females with an age range from 21-30 years.  Each subject was captured 

three times for each facial animation.  For each of the three facial animations 5 

frames were selected for manual digitisation which represented the path of 

animation.  A total of 576 frames were captured from the 32 subjects included 

in the study. 

 

5.2  Manual landmark identification error 

 
To assess the landmark identification error, the 4D images of 10 randomly 

selected subjects were selected (5 male and 5 female) and 150 frames from all 

three facial animations were selected to re-digitised.  This was carried out after 

one month from the first occasion of digitisation.  

 

Table 5.1 shows the differences in the x, y and z coordinates between manual 

digitisation at the two separate occasions.  The mean distance between the 

corresponding landmarks of the first and second digitisation was within 0.2 mm.  

 

For all three animations combined the repeated digitisation errors of landmarks 

were less than 0.1 mm in the x, y and z direction with a mean distance between 

corresponding landmarks of repeated digitisation of 0.21 mm. Landmarks 12 & 

13 were associated with the largest repeated digitisation errors, however, this 

was less than 0.5 mm. 

 

5.3  ALL ANIMATIONS COMBINED 

5.3.1 The mean absolute distance between the manually and 
automatically tracked landmarks for all animations in the female 
group 

 
The mean absolute distance in the x, y and z coordinates between manually 

digitised and automatically tracked landmarks were all within 0.4 mm, Table 

5.2.  However, there was a larger standard deviation of the y coordinate.  The  
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Table 5.1 The differences in the x, y and z coordinates between manual 

digitisation at the two separate occasions. 

 

Range  
 

Mean 
difference(mm) 

SD 
(mm) 

Median 
Min Max 

      

Maximal smile      

X direction 0.10 0.14 0.07 0.00 1.45 

Y direction 0.11 0.23 0.04 0.00 2.67 

Z direction 0.12 0.16 0.09 0.00 2.15 

Euclidian distance 0.23 0.28    

      

Lip purse      

X direction 0.09 0.11 0.07 0.00 1.34 

Y direction 0.09 0.19 0.04 0.00 2.74 

Z direction 0.11 0.12 0.08 0.00 1.65 

Euclidian distance 0.19 0.23    

      

Cheek puff      

X direction 0.10 0.14 0.07 0.00 2.37 

Y direction 0.09 0.16 0.04 0.00 1.69 

Z direction 0.12 0.15 0.09 0.00 2.86 

Euclidian distance 0.20 0.24    

      

Animations combined      

X direction 0.10 0.13 0.07 0.00 2.37 

Y direction 0.10 0.19 0.04 0.00 2.74 

Z direction 0.11 0.14 0.09 0.00 2.86 

Euclidian distance 0.21 0.25    
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  x 
direction 

y 
 direction 

z  
direction 

Euclidian 
distance 

     

Mean (mm) 0.35 0.32 0.30 0.64 

Standard Deviation (mm) 0.61 0.70 0.46 0.99 

Median (mm) 0.13 0.08 0.14 0.28 

     

Range     

Minimum (mm) 0.00 0.00 0.00 0.00 

Maximum (mm) 6.77 11.98 5.62 12.03 

     

 

Table 5.2 The mean absolute distance between landmarks for all animations 

in the female group. 
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maximum difference in distance between the two methods was similar in the x 

and z direction (6.77mm and 5.62mm respectively) and greatest in the y 

direction (11.98mm).  The overall mean distance between the manually digitised 

and automatically tracked landmarks was 0.64 ± 0.99mm.  Figure 5.1 shows the 

mean distance for all landmarks between the automatically tracked and 

manually located landmarks, the largest difference is associated with landmarks 

12 and 13.   

 

5.3.2  The mean absolute distance between the manually and 
automatically tracked landmarks for all animations in the male 
group 

 
Similar findings were also found for the male group of subjects, Table 5.3.  The 

mean absolute distance in the x, y and z coordinates between manually digitised 

and automatically tracked landmarks were all within 0.4 mm.  The maximum 

difference between the two methods was similar in the x and z direction 

(5.86mm and 5.36mm respectively) and greatest in the y direction (13.02mm).   

 

The overall mean distance between the manually digitised and automatically 

tracked landmarks was 0.68 ± 1.06mm.  Figure 5.2 shows the mean distance for 

all landmarks between the automatically tracked and manually located 

landmarks, the largest difference is associated with landmarks 12 and 13.   

 

5.3.3 The mean absolute distance between the manually and 

automatically tracked landmarks for all animations combining 

the female and male groups 

 

The mean absolute distance in the x, y and z coordinates between manually 

digitised and automatically tracked landmarks were all within 0.4 mm, Table 

5.4.  Bland-Altman plots showing the distance difference between the 

automatically tracked landmark and the manually placed landmark in the x, y 

and z direction, and the average of the automatically tracked landmark and the 

manually placed landmark are shown in Figures 5.3, 5.4 and 5.5 respectively. 

 

The overall mean distance between the manually digitised and automatically 

tracked landmarks was 0.66 ± 1.02mm.  A t-test comparing the female group to  



    

 52 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 The mean distance for all landmarks between the automatically 

tracked and manually located landmarks in the female group. 
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  x  
direction 

y 
 direction 

z  
direction 

Euclidian 
distance 

     

Mean (mm) 0.35 0.36 0.31 0.68 

Standard Deviation (mm) 0.58 0.80 0.51 1.06 

Median (mm) 0.16 0.09 0.15 0.30 

     

Range     

Minimum (mm) 0.00 0.00 0.00 0.00 

Maximum (mm) 5.86 13.02 5.36 13.07 

     

 

Table 5.3 The mean absolute distance between landmarks for all animations 

in the male group. 
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Figure 5.2 The mean distance for all landmarks between the automatically 

tracked and manually located landmarks in the male group. 
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  x 
direction 

y 
 direction 

z  
direction 

Euclidian 
distance 

     

Mean (mm) 0.35 0.34 0.30 0.66 

Standard Deviation 
(mm) 

0.60 0.75 0.49 1.02 

Median (mm) 0.14 0.08 0.15 0.29 

     

Range     

Minimum (mm) 0.00 0.00 0.00 0.00 

Maximum (mm) 6.77 13.02 5.62 13.07 

     

 

Table 5.4 The mean absolute distance between landmarks for all animations 

in the combined females and male groups 
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Figure 5.3 Bland-Altman plots showing the distance difference between the automatically tracked landmark and the manually placed 

landmark in the x direction, and the average of the automatically tracked landmark and the manually placed landmark.
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Figure 5.4 Bland-Altman plots showing the distance difference between the automatically tracked landmark and the manually placed 

landmark in the y direction, and the average of the automatically tracked landmark and the manually placed landmark.
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Figure 5.5 Bland-Altman plots showing the distance difference between the automatically tracked landmark and the manually placed 

landmark in the Z direction, and the average of the automatically tracked landmark and the manually placed landmark.
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the male group for all the animations showed no statistical difference (P=0.068) 

at a significance level of 0.01.  Figures 5.6 to 5.28 show the differences in 

distance (mm) between the manual and automatically tracked landmark, for 

each of the 23 landmarks, on a 3D plot (top left) and in the individual planes, for 

all expressions and genders combined.  Ideally the difference should be zero but 

landmarks 12 and 13 are associated with a larger “envelope” of scatter (Figure 

5.17 and Figure 5.18). 

 

5.4  MAXIMAL SMILE 

5.4.1  Differences in all landmarks for maximal smile animation of all 
frames in males and females separately 

 
Table 5.5 shows the differences regarding the discrepancies in the x, y and z 

coordinates between manually digitised and the automatically tracked 

landmarks for females and males separately. All were less than 0.5 mm.  As 

previously, there was a larger standard deviation of the y coordinates in both 

groups.  The maximum difference between the two methods was similar in the x 

and z direction and greatest in the y direction.  The overall mean distance 

between the manually digitised and automatically tracked landmarks was 0.69 ± 

1.09mm for females and 0.82 ± 1.34mm for males.   

 

5.4.2 The mean absolute distance between landmarks for maximal 
smile animation for all animations in the combined female and 
male groups 

 
The maximum difference between the two methods was similar in the x and z 

direction (6.77mm and 5.62mm respectively) and greatest in the y direction 

(13.02mm), Table 5.6.  The overall mean distance between the manually 

digitised and automatically tracked landmarks was 0.38 ± 0.64mm.  A t-test 

comparing the female group to the male group for all the animations showed a 

statistical difference (P=0.0016) at a significance level of 0.01.  

 

The mean distance between the manual and automatically tracked landmarks is 

shown in Figure 5.29 and 5.30.  The majority of the differences between the 

landmarks are less than 1.0mm, except landmarks 12 and 13 which are between 

1.5mm and 2.0mm.  This is similar for females and males. 
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Figure 5.6 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 1 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.7 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 2 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.8 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 3 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.9 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 4 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.10 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 5 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.11 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 6 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.12 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 7 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.13 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 8 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.14 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 9 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.15 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 10 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.16 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 11 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.17  Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 12 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.18 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 13 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.19 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 14 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.20 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 15 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.21 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 16 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.22 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 17 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.23 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 18 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.24 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 19 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.25 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 20 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.26 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 21 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.27 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 22 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Figure 5.28 Plots showing the differences in distance (mm) between the manual 
and automatically tracked landmark, for Landmark number 23 on a 3D 
plot (top left) and in the individual planes, for all expressions. 
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Range  
 

Mean 
difference(mm) 

SD 
(mm) 

Median 
Min Max 

      

Females      

X direction 0.37 0.64 0.14 0.00 6.77 

Y direction 0.35 0.77 0.08 0.00 11.98 

Z direction 0.32 0.54 0.15 0.00 5.62 

Euclidian distance 0.69 1.09    

      

Males      

X direction 0.39 0.65 0.17 0.00 5.62 

Y direction 0.48 1.09 0.10 0.00 13.02 

Z direction 0.34 0.59 0.15 0.00 5.21 

Euclidian distance 0.82 1.34    

      

 
Table 5.5 Differences in all landmarks for maximal smile animation of all 

frames in females and males separately. 
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  x 
direction 

y 
 direction 

z  
direction 

Euclidian 
distance 

     

Mean (mm) 0.38 0.42 0.33 0.38 

Standard Deviation 
(mm) 

0.64 0.95 0.57 0.64 

Median (mm) 0.15 0.09 0.15 0.15 

     

Range     

Minimum (mm) 0.00 0.00 0.00 0.00 

Maximum (mm) 6.77 13.02 5.62 6.77 

     

 
 
 
Table 5.6 Mean discrepancy between landmarks for maximal smile animation 

for all animations in the combined female and male groups 
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Figure 5.29 The mean distance between landmarks for maximal smile 

animation between the automatically tracked and manually located 

landmarks in the female group. 
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Figure 5.30 The mean distance between landmarks for maximal smile 

animation between the automatically tracked and manually located 

landmarks in the male group. 
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5.5  LIP PURSE 

5.5.1  Differences in all landmarks for lip purse animation of all frames 
in males and females separately 

 
Table 5.7 shows the differences regarding the discrepancies in the x, y and z 

coordinates between manually digitised and the automatically tracked 

landmarks for females and males separately. All were less than 0.4 mm.  As 

previously, there was a slightly larger standard deviation of the y coordinates.  

The maximum difference between the two methods was similar in the x, y and z 

direction (6.24mm, 6.64mm and 5.36mm respectively)  The overall mean 

distance between the manually digitised and automatically tracked landmarks 

was 0.64 ± 0.93mm for females and 0.58 ± 0.88mm for males.   

 

5.5.2 The mean discrepancy between landmarks for lip purse 
animation for all animations in the combined female and male 
groups 

 
The overall mean distance between the manually digitised and automatically 

tracked landmarks was 0.61 ± 0.89mm, Table 5.8.  A t-test comparing the 

female group to the male group for all the animations showed no statistical 

difference (P=0.029) at a significance level of 0.01.   

 

The mean distance between the manual and automatically tracked landmarks is 

shown in Figure 5.31 and 5.32.  The majority of difference between the 

landmarks is less than 1.0mm apart from landmarks 12 and 13 which are 

between 1.5mm and 2.0mm.  This is similar for females and males. 

 

5.6  CHEEK PUFF 

5.6.1  Differences in all landmarks for cheek puff animation of all 
frames in males and females separately 

 
Table 5.9 shows the differences in the x, y and z coordinates between the 

manually digitised and the automatically tracked landmarks for females and 

males separately. All were less than 0.4 mm.  The  
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Range  
 

Mean 
difference(mm) 

SD 
(mm) 

Median 
Min Max 

      

Females      

X direction 0.37 0.62 0.15 0.00 6.24 

Y direction 0.32 0.64 0.08 0.00 6.64 

Z direction 0.28 0.41 0.14 0.00 4.30 

Euclidian distance 0.64 0.93    

      

Males      

X direction 0.31 0.50 0.15 0.00 5.86 

Y direction 0.29 0.59 0.08 0.00 5.55 

Z direction 0.28 0.47 0.14 0.00 5.36 

Euclidian distance 0.58 0.86    

      

 
Table 5.7 Differences in all landmarks for lip purse animation of all frames in 

females and males separately. 
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  x 
direction 

y 
 direction 

z  
direction 

Euclidian 
distance 

     

Mean (mm) 0.34 0.30 0.28 0.61 

Standard Deviation 
(mm) 

0.56 0.61 0.44 0.89 

Median (mm) 0.15 0.08 0.14 0.29 

     

Range     

Minimum (mm) 0.00 0.00 0.00 0.00 

Maximum (mm) 6.24 6.64 5.36 7.33 

     

 
Table 5.8 Mean discrepancy between landmarks for lip purse animation for all 

animations in the combined female and male groups. 
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Figure 5.31 The mean distance between landmarks for lip purse animation 

between the automatically tracked and manually located 

landmarks in the female group. 
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Figure 5.32 The mean distance between landmarks for lip purse animation 

between the automatically tracked and manually located 

landmarks in the male group. 

 
 

0 0.5 1 1.5 2

1

3

5

7

9

11

13

15

17

19

21

23

La
n

d
m

a
rk

 n
u

m
b

e
r

Mean distance (mm)

Landmarks

 



 

 92 

 
 
 

Range  
 

Mean 
difference(mm) 

SD 
(mm) 

Median 
Min Max 

      

Females      

X direction 0.32 0.55 0.12 0.00 6.51 

Y direction 0.29 0.68 0.07 0.00 10.34 

Z direction 0.28 0.43 0.14 0.00 4.22 

Euclidian distance 0.59 0.93    

      

Males      

X direction 0.35 0.59 0.15 0.00 5.50 

Y direction 0.30 0.59 0.09 0.00 6.74 

Z direction 0.30 0.46 0.16 0.00 4.99 

Euclidian distance 0.63 0.90    

      

 

Table 5.9 Differences in all landmarks for cheek puff animation of all frames 

in females and males separately. 
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maximum difference between the two methods was similar in the x, y and z 

direction (6.51mm, 10.34mm and 4.99mm respectively)  The overall mean  

distance between the manually digitised and automatically tracked landmarks 

was 0.59 ± 0.93mm for females and 0.63 ± 0.90mm for males.   

 

5.6.2  The mean discrepancy between landmarks for cheek puff 
animation for all animations in the combined female and male 
groups 

 
The overall mean distance between the manually digitised and automatically 

tracked landmarks was 0.61 ± 0.92mm, Table 5.10.  A t-test comparing the 

female group to the male group for all the animations showed no statistical 

difference (P=0.148) at a significance level of 0.01.  

 

The mean distance between the manual and automatically tracked landmarks is 

shown in Figure 5.33 and 5.34.  Again, the majority of difference between the 

landmarks is less than 1.0mm except for landmarks 12 and 13 which are between 

1.5mm and 2.0mm.  This is similar for females and males. 

 

5.7 Summary 

 

In summary, the overall discrepancies between the coordinates of most of 

manually located and automatically tracked landmarks during facial animations 

were within one millimetre with a high correlation coefficient between the two 

methods. Landmarks 12 and 13, alar cartilage right and alar cartilage left, were 

associated with the largest discrepancies.  Apart from maximum smile there 

were no statistical significant differences in the discrepancies of automatic 

tracking of facial landmarks between males and females.  The operator’s 

digitisation errors of the pre-labelled facial landmarks were negligible.
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  x 

direction 
y 

 direction 
z  

direction 
Euclidian 
distance 

     

Mean (mm) 0.33 0.30 0.29 0.61 

Standard Deviation (mm) 0.57 0.63 0.45 0.92 

Median (mm) 0.14 0.08 0.15 0.29 

     

Range     

Minimum (mm) 0.00 0.00 0.00 0.00 

Maximum (mm) 6.51 10.34 4.99 10.41 

     

 
 
Table 5.10 Mean discrepancy between landmarks for cheek puff animation for 

all animations in the combined female and male groups. 
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Figure 5.33 The mean distance between landmarks for cheek puff animation 

between the automatically tracked and manually located 

landmarks in the female group. 
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Figure 5.34 The mean distance between landmarks for cheek puff animation 

between the automatically tracked and manually located 

landmarks in the male group. 
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Chapter Six 

 

Discussion 
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6 Discussion 

 

The evaluation of facial animation is crucial for the diagnosis of cranio-facial 

anomalies that cause facial nerve damage.  Quantifying the functional deficient 

would facilitate planning, surgical management and measuring surgical outcome.  

This applies to the diagnosis and management of patients with cleft lip and 

palate, neurological deficient and malignant tumours which affect the 

movement of facial muscles.  

 

Despite the fact that the correction of facial deformities is three dimensional in 

nature, diagnosis and prediction planning is usually carried out using 2D 

computer programs which combines the skeletal and soft tissue components of 

the face.  Facial morphology is usually captured using a lateral cephalometric 

radiograph and profile photograph.  These methods do not address facial depth 

and shape and do not allow the accurate recording and analysis of facial 

animations.  This requires 3D capture facilities and the application of 

sophisticated programmes for analysis (Honrado et al., 2004). 

 

Three-dimensional imaging system has wide application in clinical practice.  It 

has been used to assess the facial growth in children (Nute et al., 2000) and 

evaluate facial appearance following the surgical repair of cleft lip and palate 

(Ayoub et al., 2003).  Facial expressions can also be captured using 3D recording 

systems.  It has been reported that males showed larger facial movements than 

women in a study of 24 subjects (Giovanoli et al., 2003).  Changes that occurred 

during facial expressions have been recorded to compare right and left facial 

displacements during 3D movement (Coulson et al., 2002).  

Evaluation of facial animations is usually achieved by an observer or an operator 

subjectively.  The best known method and widely used system for grading facial 

nerve paralysis was the House Brackmann system, which assigned patients to 1-6 

categories on the basis of their facial function (House et al., 1983).  The main 

drawback of the subjective evaluation is bias and the inherent deficiency of 

accurate measurements for decision making in clinical practice.  It has been 

shown that the reliability of the House Brakmann system is doubtful with a wide 

variation in scoring facial animations between trained observers (Coulson el at., 
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1995).  Furthermore, the scoring system was labour intensive and time 

consuming. 

 

An objective analysis of facial animations was developed to overcome the 

limitations of the subjective analyses.  Photography and video systems were the 

main methods used for facial measurements.  Animations were analysed by 

recording the amplitude of motions of facial landmarks during facial expressions 

at rest animation and at maximal animations using standardised photographs 

(Johnsons et al., 1994).  Video camera systems have been used to measure 

movements of landmarks around the lips and record both the amplitude and 

direction of the landmark motions (Platez et al., 1994).  These video recording 

systems were easier to use and allowed better understanding of facial 

movements.  

 

The 2D assessment methods do not provide sufficient information to specify the 

3D configuration of the face accurately and realistically neither it does they 

represent the actual path of motion of the facial landmarks.  The 2D amplitude 

of animations may underestimate the 3D movement of facial muscles by as much 

as 43% (Gross et al., 1996). 

The use of 3D imaging opens new dimensions to evaluate and quantify facial 

morphology and muscle movements.  Not only can the magnitude and direction 

of animations be measured in 3D but also the dynamics of motion can be traced. 

Laser scanning can provide an efficient, valid and reproducible method of 

measuring facial morphology with an accuracy within 1 mm (Kau et al., 2005). 

However, laser scanning of the face is slow and it may take up to 30 seconds.  

Any change in facial animation during scanning will distort the recorded image 

(Yamad et al., 1998).  Therefore, the use of this method to record facial 

animations may not be ideal.  Stereophotogrammetry systems have the 

advantages of fast capture time (less than 1 millisecond) and a reported 

accuracy to 0.5 mm recording facial morphology (Ayoub et al., 2007).  The 

method has also been used to study 3D static facial animation (Johnston et al., 

2003).  

 

Several studies have investigated lip motion (dynamic movement) during facial 

animation using three video cameras (Mishema et al., 2006; Popat et al., 2011).  
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The main drawback of these systems is the limited information that is obtained 

regarding the course of animation from rest to the maximal movement. Also the 

process of validating the software used was not provided. 

 

Analysis of facial animations has been previously reported using markers which 

were attached to surface of the subject’s face.  Retro reflective spherical 

markers with a diameter of 4 mm have been used (Trotman et al., 1998), 

together with light reflective markers (Frey et al., 1994) and retro reflective 

markers of 2 mm (Ferrario et al., 2005).  Movements of the marker are recorded 

three-dimensionally.  The use of a physical marker in measuring facial animation 

was time consuming for both the operator and the subjects and there presence 

may inhibit spontaneous facial motion.  The application of facial markers may 

also cause some inconvenience to patients and may also be impractical to apply 

to children.  Depending on the size of the markers the surrounding areas may be 

obscured, therefore, no information could be obtained from areas beyond or 

adjacent to the applied area.  On the other hand, Watchman et al., (2001) 

analysed facial motion without markers using optical flow to calculate the whole 

surface of the face, and facial movements were analysed in detail.  However, 

this study was limited to 2D analysis and did not describe the full characteristics 

of facial animations. 

 

 Retro reflective markers and a special lighting system, which consisting of 4 

infra-red video cameras was reported to measure of the circumoral area in 16 

cleft lip and palate patients. The capture rate was 60 frames per second and six 

facial animations were recorded(Trotman et al., 2005). The Motion Analysis 

system was used to track the motion of flat and circular reflective markers of 2 

mm diameter which were placed on selected facial landmarks.  The operator 

digitised the marked points to extract the x, y and z coordinates of the 

landmarks.  However, the study was insufficient to address the method of 

landmarks tracking. Also, the system did not record the dynamic motion of facial 

animation 

 

Linstrom et al., (2002) analysed facial motion using a video-computer interactive 

system, the Peak Motus Motion Measurement System, PEAK™.  The authors 

studied the liner displacement of preselected light reflective facial landmarks in 
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normal and abnormal faces.  The landmarks were manually digitised at the first 

frame, the Peak Motus software then tracked the landmarks through all the rest 

of frames.  The software derived the x and y coordinates for each marker's 

location. Despite the fact that information regarding dynamic facial animation 

was obtained, and information about facial motion, the study was limited to the 

2D analysis of muscle movements. 

 

In a recent study, Popat et al., (2011) used the 3dMD Face Dynamic System to 

analyse the movement of 6 landmarks around the lips at 48 frames per second. 

The motions of the facial landmarks were tracked manually using the x, y and z 

coordinates after each facial “shell” had been manually aligned on a common 3D 

plane system using Rapidform™ software.  The study did not give sufficient 

information regarding system validation.  Analysis of facial muscle movements 

was limited to the rest and at maximal animations. Information regarding the 

path of dynamic movement between the first and the last animations was not 

provided. This information would help in quantifying the possible defects of 

facial animation in patients with cleft deformities before and after surgical 

repair. 

 

A comprehensive facial motion analysis should generate useful information for 

the diagnosis of facial impairments due to neuro-facial deficits and quantifying 

surgical outcome.  An ideal system should provide a reliable capture of the face 

and allow objective analysis of facial movements.  The system should be non-

invasive and capture the facial animation in high fidelity and accuracy.  This 

would facilitate multi-centre studies and data sharing.  There is also a need for 

reliable software to track facial landmarks automatically without human 

intervention in a relatively short time to be used in routine clinical practice.  

 

The present study was undertaken to validate a new system produced to track 

the landmarks automatically during facial animation in dynamic motion using 

“optical flow”. The commercially available system Di4D (Dimensional Imaging 

Ltd, Glasgow, UK) was used for facial capture.  It consisted of 2 greyscale video 

cameras and a single colour camera. The system captured the movements of 

facial landmarks at 60 frames per second which allowed facial animations to be 

recorded more comprehensively than other systems which capture the face at a 
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rate of 48 frames per second (Popat et al., 2011).  However, the clinical 

significance of the number of frames/second requires further investigation which 

is beyond the scope of this study.  The calibration of the system was not time 

consuming and could be easily calibrated by a single operator, which was much 

simpler than other systems.  The Di4D viewer software allowed the operator to 

view, magnify the 3D dynamic image and track the landmarks automatically 

across the frames.  The system used in this study required a strong lighting 

source to illuminate the face which allowed the recording of fine detail during 

animation.  However the bright light could be uncomfortable to patients and 

may distract their attention during animation especially for children.  One of the 

main disadvantages of the 4D capture is the volume of data generated for 

analysis, the time required to process and reconstruct the dynamic 3D 

sequences.  More storage, faster computer processors, and an optimum frame 

rate capture would facilitate this process. 

 

 

The sample size of this study compares favourably with other investigations on 

the same topic. Mashima et al., (2006) conducted their investigation on 6 

subjects. Sixteen patient with cleft lip and palate and 8 control subject were 

recruited in investigation by Trotman et al., (2005) to analyses lip motion.  

Ayoub et al., (2003) validated the 3D facial imaging system on 21 infants with 

cleft lip and palate.  Popat et al., (2011) recruited 150 subjects in their study on 

facial animations. 

There are considerable variations in the literature regarding which facial 

animations are essential to capture and analyse. In this study, 3 facial 

animations were evaluated; maximal smile, lips purse and cheek puff.  These 

were selected to cover a broad group of facial muscles and include extreme 

movements of facial landmarks.  Trotman et al., (2000) found grimace to be the 

most reproducible expression followed by maximal smile, lip purse and cheek 

puff (rest position was not assessed in this study).  Frey et al., (1994) found 

maximal expressions to be more reproducible than sub-maximal ones.  Johnson 

et al., (2003) found that the rest position to be the most reproducible animation 

followed by maximum smile.  
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For the purposes of this study, the landmarks used by Hajeer et al.,(2002) and 

Gwilliam et al.,(2006) were combined with the points defined by Farkas (1994) 

to produce a total list of 23 landmarks.  These points were directly marked on 

the subjects face, landmarks covered more than one area of the face to measure 

the facial motion in different direction; this was more comprehensive than 

previous studies (Mishema et al., 2006; Popat et al., 2011).  For this study direct 

marking of the face was advantageous, it minimised the digitisation errors of the 

3D models which was necessary to evaluate the accuracy of the automatic 

tracking software.  This may not be ideal for other studies as pre- marking of the 

face induces bias in facial measurements.  Bush et al., (1996) compared the 

accuracy of points’ identification using a 3D laser scanned image of dummy head 

with and without pre-labelled landmarks. Identification with pre-labelled 

landmarks achieved an accuracy of about 0.6 mm for most points (maximum 

error 1.8 mm). Identification without landmarks achieved an accuracy of about 

2.5 mm for most points (maximum error 4 mm).  Aynchi et al., (2011) reported a 

high level of precision especially when facial landmarks were labelled.  

 

In a few cases some landmarks could not be identified because of the dark skin 

colour or the presence of freckles which mimic the colour of the landmarks even 

when the image was magnified.  This was noted for landmarks at the 

supercilliary and zygomatic regions.  Some landmarks were difficult to identify 

on the screen due to skin creases produced by facial expressions.  This was a 

particular problem for exocanthion landmarks during maximal smile and subalare 

points during cheek puff.  

 

6.1  Automated landmark tracking 

 

Facial animations were captured using the Di4D imaging capture system.  Di4D 

captured a sequence of stereo images of facial animation, then reconstructed 

sequential 3D facial shapes from the captured stereo images and also established 

the corresponding points between frames. Any point in one frame will find its 

corresponding point in the other frames.  Automatic landmark tracking was 

achieved by extracting corresponding locations in all frames for the landmarks 

manually defined in the first frame of all image sequence using the process of 

“optical flow”. 
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The area based normalised cross-correction (NCC) technique was used to 

establish corresponding points in an image sequence.  In order to establish the 

correspondences for individual points in the images sequence, two image 

windows were selected automatically in two different image frames. NCC 

calculated the cross-correlation coefficient defining corresponding locations 

between these two frames. The differences between landmark locations in 

different frames were caused by facial animation and head/body movements. 

There are several factors that affect the accuracy of the automatic landmark 

tracking: 

a) Due to object occlusion, body hairs and repeated patterns, the stereo 

matching gives false stereo matching which can lead to false 3D 

coordinates in occluded regions. The coordinates of a landmark selected 

in the region will not be accurate. 

b) Due to lack of correct texture information in the image sequences 

captured, such as the image motion blurring or image distortions, NCC will 

lead to find the incorrect corresponding points in frame. 

The accuracy of manual landmarking will be affected by these two factors as 

well. 

 

6.2 Validation of the tracking system 

 

In this study, the discrepancies in x, y and z coordinates between manual and 

automatic digitisation of facial landmarks was within 0.5 mm and the mean 

absolute Euclidian distance between manual digitisation and automatic location 

of corresponding landmarks using the tracking software was within 0.7 mm, 

which reflects the accuracy of the method.  The majority of these distances 

were within 1 mm.  

 

This study showed no statistical differences between male and female regarding 

the discrepancies in the x, y and z coordinates between manually digitised and 

automatically tracked landmarks (P=0.068).  However during maximal smile the 

mean distance between manual digitisation and automatically tracked landmarks 

in females was within 0.7 mm and in males was within 0.8 mm (P=0.0016). 

However, this difference was minimal and within the author’s digitisation error.  

Weeden et al., (2001) found that males have greater movement than female in 
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maximal facial expressions. This may have been the case in this study; 

nevertheless, it did not impact on the accuracy of tracking facial landmarks. 

Analysis of the magnitude of facial animations and evaluating gender differences 

were beyond the scope of this study. 

 

Points 12 and 13 were associated with the largest discrepancies in the antero-

posterior direction which was represented by the y coordinates.  Despite the 

fact these points were pre-marked, there were difficulties in identifying the 

depth of these points on the 3D facial morphology.  Another possible explanation 

for the difficulties in digitising these particular landmarks was the inability of 

the camera system to capture the base of the nose.  These points were 

obliterated by the surrounding structures which are known in computing science 

as “occlusion”.  The points were on a blind spot to the cameras which affects 

the accuracy of capturing, building a 3D model and digitising the landmarks. This 

would affect the accuracy of the automated landmark tracking system which 

provides insufficient data for the normalised cross-correlation (NCC) to establish 

corresponding points in image sequences.  Ayoub et al., (2003) reported that the 

right nostril point was difficult to digitise possibly because of inadequate lighting 

at base of the nose.  To improve the quality of capturing the base of nose, the 

head should be slightly elevated to ensure an adequate view of the nasolabial 

and submental regions (Wong et al., 2008).  The addition of another camera to 

the capturing system may improve the accuracy of the inferior surface of the 

nose of the tracking.  However, this would require further investigation. 

 

The operator errors in the x, y and z coordinates of all subjects for all animation 

in repeated digitisation was within 0.09 mm.  The mean distance between 

corresponding landmarks of repeated digitisation was 0.21 mm.  In this study it 

is not surprising to find out that the digitisation errors were minimal.  The 

operator digitised the pre-labelled landmarks which facilities the process and 

reduced random errors.  Khambay et al., (2008), also using pre-labelling, found 

the error in placement of landmarks on 3D model using Di3D system to be 0.07 

mm and ranged from 0.02 mm to 0.11 mm.  Using a laser scanner system, Popat 

et al., (2011) reported the range in landmark distance’s error for both intra- and 

inter-examiner assessments to be 0.59 mm and 1.32 mm respectively. Toma et 

al., (2009) reported the accuracy of landmark identification ranged from 0.39 to 
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1.49 mm.  Ayoub et al., (1997) have reported a precision of 0.2 mm in digitising 

landmarks using the C3D capture system and custom designed software for 

landmark location.  Using a laser scanner, Moss et al., (1987& 1994) found the 

accuracy of the capture system to be 0.5 mm, while using 

stereophotogrammetry, a value of 0.53 mm was reported by Trotman et al., 

(1996).  In other study the reliability of 3D laser system was found to be within 

0.85 mm (Kau et al., 2005). Ma et al., (2009) reported on the reproducibility of 

a 3D facial scanning system based on structured light technique to be within 

0.93 mm.    

 

Statistical analysis using a one-sample student t-test for the mean distance 

between the manually digitised and automatically located landmarks for all 

animations for male and female against the mean operator error at 0.17mm was 

P<0.01, which confirms there is a statistically significant differences between 

the automatically tracked landmarks and those identified manually.  Therefore 

the first null hypothesis was rejected. 

 

However the mean discrepancy between manually digitised and automatically 

tracked x, y and z coordinates of landmarks were all with in 0.4mm, Table 5.3.  

This is below the recognised and widely accepted clinical threshold of 0.5mm for 

clinical significance of differences in landmark’s location.  Therefore the second 

null hypothesis was accepted (failed to reject). 
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7 Conclusion & Future work 

 

Advances in the field of stereophotogrammetry have led to the development of a 

4D motion analysis system that allows non-invasive capture of facial animation. 

The developed software allowed automatic tracking of landmarks with a 

sufficient accuracy for clinical application. 

 

Future work 

 

The study confirmed the accuracy and the reliability of the Di4D software for 

automatic tracking of facial landmarks.This facilitate the capture and the 

analysis of the dynamic movements of facial expressions.  

 

The study highlighted a number of problems associated with the tracking system 

of the Di4D imaging system, which could be improved. The first was related to 

occlusion at the base of the nose.  This may be improved by adding another 

camera that captured the face from an inferior position. Tilting the head slightly 

upward may improve the quality of capture.  These variables would require 

further investigation 

 

The 4D capture system generated enormous amounts of data which causes some 

difficulties in the manipulation and storage of the images.   This requires further 

refinement.  The use of faster processors, data compressor and rationalization of 

the number of captured frames/second would overcome this difficulty.  

 

Automatic tracking of facial landmarks with satisfactory accuracy facilitate the 

analysis of dynamic motion during facial animations and answers the question of 

the reproducibility and the symmetry of facial expressions. An important 

application for the 4D imaging technology is to measure neuro-facial deficits and 

their impact on facial animations.   

 

There is a considerable debate in the literature regarding facial animation 

following the surgical repair of cleft lip and palate. Lip scarring may affect the 

quality, symmetry and magnitude of facial animations.  The availability of a 
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reliable 4D capture system and validated software to track facial anatomical 

landmarks facilitate further investigation on surgically managed cleft cases.  

 

Facial paralysis is one of the most difficult anomalies to be quantified.  The 4D 

capture system and the automatic tracking would help in objectively grading this 

paralysis and quantifying the degree of improvement following surgical or 

medical treatment. 

 

Improvement in the accuracy of the tracking system would put an end to 

subjective assessments of facial animation; it would improve our understanding 

of the dynamics of facial expressions and facilitate multi-centre investigations 

and comparisons.  
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Appendix 2 Written explanations 
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Appendix 3  Facial expressions 

 

 Maximal smile  
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 Lip purse 
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 Cheek puff 

 


