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#### Abstract

The theory and the formulation of the special wave finite elements are discussed, and the special integration schemes for the elements are developed. Then the special wave infinite elements, a new concept of the mapped wave infinite elements with multiple wave directions, are developed. Computational models using these elements coupled together are tested by the applications of wave problems.

In the special wave finite elements, the potential at each node is expanded in a discrete series of approximating plane waves propagating in different directions. Because of this a single element can contain many wavelengths, unlike the standard finite elements. This is a great advantage in the reduction of the degree of freedom of the problem, however the computational cost of the numerical integration over an element becomes high due to the oscillatory shape functions. Therefore the special semi-analytical integration schemes for the special wave finite elements are developed. The schemes are independent of wavenumber and efficient for short waves problems.

In many cases of wave problems, it is practical to consider the domain as being infinite. However the finite element method can not deal with infinite domains. Infinite elements are an extension of the concept of finite elements in which the element has an infinite extent in one or more directions to address this limitation. In the special wave infinite element developed in this study multiple waves propagating in different directions are considered, in contrast to conventional infinite elements in which only a single wave propagating in the radial direction is considered. The shape functions of the special wave infinite elements contain trigonometric functions to describe multiple waves, and the amplitude decay factor to satisfy the radiation condition. The special wave infinite elements become a straightforward extension to the special wave finite elements for wave problems in an unbounded domain.
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| $z$ | Acoustic impedance |


| $\alpha, \beta, \gamma$ | Real coefficients |
| :---: | :---: |
| $\alpha$ | Angle of the radial direction at a position $\mathbf{r}$ |
| $\alpha_{j}, \beta_{j}$ | Real coefficients ( $j=1,2,3, \cdots$ ) |
| $\alpha_{m}, \beta_{m}$ | Real coefficient to $\cos m \theta$ of circumferencial wavenumber $m$ |
| $\Gamma$ | Boundary of domain |
| $\Gamma_{i}$ | Interior boundary |
| $\Gamma_{0}$ | Exterior boundary |
| $\Gamma_{R}$ | Outer boundary of an infinite element at a finite distance |
| $\Gamma_{\infty}$ | Outer boundary of an infinite element at infinity |
| $\Gamma_{1}$ | Interior boundary of finite element domain |
| $\Gamma_{2}$ | Exterior boundary of finite element domain |
| $\epsilon_{m}$ | Coefficients, $\epsilon_{0}=1$ and $\epsilon_{m}=2$ for $m=1,2,3, \ldots$ |
| $\theta$ | Azimuthal angle |
| $\theta_{j}^{l}$ | Angle of the direction of the l-th wave at node $j$ |
| $\lambda$ | Wavelength |
| $\xi_{R}$ | Local co-ordinate corresponding to outer boundary $\Gamma_{R}$ of an infinite element |
| $\bar{\xi}$ | Local co-ordinate for subelement of infinite element |
| $(\xi, \eta)$ | Local co-ordinates |
| $\rho$ | Fluid dencity |
| $\Phi$ | Potential, variable of interest in the wave equation |
| $\phi$ | Potential, variable of interest in the Helmholtz equation |
| $\bar{\phi}$ | Given value of $\phi$ |
| $\phi^{i}$ | Incident wave |
| $\{\phi\}$ | Nodal potential vector |
| $\phi^{r}$ | Radiated outgoing wave |
| $\phi^{s}$ | Scattered wave |
| $\phi^{a n}$ | Analytical solution of potential |
| $\phi^{g l}$ | Potential obtained using Gauss-Legendre integration |
| $\phi^{n u m}$ | Numerical result of potential |
| $\phi_{r}(r)$ | Radial component of the factored solution $\phi$ |
| $\phi_{\theta}(\theta)$ | Circumferencial component of the factored solution of $\phi$ |

$\phi_{z}(z) \quad$ Vertical component of the factored solution $\phi$
$l$-th plane wave at node $j, e^{i \mathbf{k}_{j}^{1} \cdot \mathbf{r}}$
$\Omega$ $\omega$
$\Omega_{i} \quad$ Interior domain enclosed by a boundary
$\Omega_{R} \quad$ Infinite element domain bounded by outer boundary $\Gamma_{R}$
Domain Angular frequency

## Chapter 1

## Introduction

This thesis is concerned with the development of special wave finite and infinite elements which use special shape functions incorporating trigonometric functions for the solution of wave problems governed by the Helmholtz equation. The aim is to solve short wave problems, where the wavelength is much smaller than any other length dimensions of the problem, in unbounded domain efficiently. In the wave problems where the solution is oscillatory, the usual polynomial spaces cannot resolve the essential features of the solution unless the mesh size is very small or the polynomial degree is very large. In both cases the computational costs become very high. They can also become much higher in the case where the domain considered is very large compared to the wavelength and practically can be treated as unbounded. Especially the computational costs of more realistic three dimensional problems are often prohibitively expensive. Therefore the development of efficient numerical techniques for the solution of such problems is quite important.

In this thesis the theory and the formulation of the special wave finite and infinite elements which contain many wavelengths, new numerical integration procedures which are required to accurately evaluate the integration over these elements, and applications of these elements are presented. Although the real problems are in three dimensions, this thesis is concerned with only two dimensional problems. The same development is expected to be applicable also to the three dimensions.

### 1.1 Objectives

The objective of this thesis is to develop the special wave infinite elements, for the efficient solution of the Helmholtz equation for the time-harmonic wave problems in homogeneous
medium in unbounded domain in two dimensions. In association with this, the development of the efficient semi-analytical integration scheme for the special wave finite elements is also the objective. Both special wave finite and infinite elements use special shape functions containing discrete set of approximating waves propagating in multiple directions at a node, and can be much larger than the wavelength unlike conventional elements. These elements are intended to be applied to the short wave problems, where the wavelength is much smaller than any other length dimensions of the problem.

### 1.2 Background

Wave problems governed by the Helmholtz equation are important in many fields, such as surface waves on the sea, acoustics and electromagnetic waves. For example the practical applications include:

- The patterns of waves along coastlines which influence wave forces on harbours, and sediment transport, among other effects.
- The propagation of sound and noise, with a huge range of applications from acoustics of concert halls, to the noise from jet engines, and road noise in vehicles.
- The propagation of elastic waves through the earth, arising from earthquakes and in seismic prospecting for hydrocarbons.
- The radar cross sections of aircraft, and other electro-magnetic effects.

Most of these wave problems are governed by the Helmholtz equation, or an equation with similar properties. The numerical methods dealt with in this thesis are all intended to solve the Helmholtz equation.

In many cases of wave radiation and scattering problems, the domain considered is much larger than the wavelength and the particular area of interest where the problem is to be solved. In that case it is practical to treat the domain as being unbounded. Such exterior wave problems have been solved by a number of numerical analysis methods, such as finite elements, finite differences and boundary integrals. These methods have been developed and applied to many fields in Engineering. However these numerical methods have some limitations.

In this chapter previous works of such numerical methods for wave problems are surveyed.

### 1.3 Finite Elements

The finite element method is one of the numerical methods which are most widely used in many fields in engineering. There are many textbooks on the method. One well-known book, which provides a comprehensive introduction is by Zienkiewicz and Taylor [99]. It is one of the 'domain-based' methods. Most domain-based methods require the truncation of the computational domain at some boundary at a sufficiently large distance from the radiating or scattering object and the suitable boundary condition applied to approximate the Sommerfeld radiation condition [88].

The first application of finite elements to wave problems in acoustics was by Gladwell [52] in 1965. He formulated finite element 'force' and 'displacement' models for the undamped modes of an acoustic enclosure with a sprung piston at one end, and used one dimensional and two dimensional acoustic finite elements. This formulation was virtually identical to that by Zienkiewicz and Newton [98] in 1969 to model the effects of compressibility of fluid on the added mass of submerged structure. Craggs [38] applied finite elements to various interior problems in acoustics.

The principal limitation of standard finite element formulation for wave problems is the difficulty of resolving spatially oscillating wave-like solutions using node-based interpolation schemes. It has been known for a long time that in order to resolve details of wave problems when using finite elements, it is necessary to use about 10 degrees of freedom per wavelength. It was also well-known that this fineness of meshing must be maintained throughout the entire domain because it is essential to resolve the wave details everywhere.

In recent years, this approximate rule has been sharpened by mathematical analysis by a number of workers. Ihlenburg and Babuška [61] and Babuška et al. [15, 16] show from numerical experiments that for a domain of unit length the effects, described above can be summarised in two sources of error. One is a local error proportional to some power of $k h / 2 p$, where $k$ is the wavenumber, $h$ is the length of the element, and $p$ is the order of the element. The other is a pollution error proportional to $k$ multiplied by some power of $k h / 2 p$. This means a pollution error increases as the wavenumber $k$ increases even though the value of $k h$ is kept constant. Their results indicate how these errors increase due to
the combination of the wavenumber and the order of the element.
Another limitation of the finite element formulation for wave problems is the difficulty of dealing with unbounded domains. The finite element method is essentially based on the governing equation and the formulation for a bounded domain. To solve the wave field by finite elements, the domain is divided into a finite number of elements of finite sizes, and the integration over the domain is treated as a sum of the contributions of each elements. To deal with the wave field in unbounded domain with a domain-based method, it is necessary to truncate the domain at a finite distance with an artificial outer boundary and to link the finite elements inside to an outer representation which satisfies the Sommerfeld radiation condition at infinity. The condition is often approximated by a local absorbing boundary condition and the locality of the boundary operator and the distance at which it is applied significantly influence the computational efficiency. There is a very extensive literature on radiation conditions. Key developments are reviewed by Givoli $[50,51]$ and Ihlenburg [59]. The proceedings of the IUTAM conference [47] also gives access the main developments.

The simplest local non-reflecting boundary condition is the 'plane damper' boundary condition, which is also called ' $\rho c$ impedance boundary condition' in acoustics. This uses the constant relationship between the field variable such as potential or pressure and its normal derivative. This boundary condition is accurate at large distances from radiating or scattering object. However it gives spurious reflections if the boundary where it is applied is not at a sufficiently large distance. Therefore it is important to choose a sufficiently large distance to approximate the Sommerfeld radiation condition and a suitable numerical boundary condition. The distance between boundaries is crucial for finite element modelling because it determines the enclosed area or volume to be discretized and consequently the size of system matrices to solve. It is also crucial for the accuracy of the approximated boundary condition and for the solution. The finite domain to be treated can be reduced when higher order local non-reflecting boundary condition, such as cylindrical or higher order dampers, are applied.

However, despite these limitations the finite element method is still one of the most widely used numerical methods for wave problems, and it has been getting much more interest in recent years. It has the great advantages of a firm theoretical basis. It also produces a sparse banded system matrix, which may lead to economical matrix solu-
tions. Traditionally the boundary element method, which is introduced in section 1.6, was regarded as being a more effective way than domain-based method. But it has the disadvantage of full complex system matrix which leads to a high computational cost.

In 1981, Bettess [22] showed the comparison of the storage requirements and numbers of operation between boundary element and finite element methods for simple cases of interior problems such as a square domain for two dimensional problem and a cubic domain for three dimensional problem. He also showed the advantage of the finite element method for a problem of a large aspect ratio, and concluded that dimensionality advantage of boundary integral method over the finite element method is more apparent than real. In 1992, Harari and Hughes [54] applied the same approach of operation counts to compare two methods for two-dimensional and three-dimensional, and interior and exterior domain problems using direct and iterative solvers. They also concluded that the finite element method is economically competitive with the boundary element method. Despite the fact that the boundary element method uses fewer equations to discretise the same physical problem, the advantages of the finite element method due to the sparse character of the domain-based matrices may lead to more economical storage requirement and solution. The computational advantage of the finite element method compared to boundary element method was supported by Burnett [29]. He compared elapsed time required to form the matrix and solve the equations by boundary element method and finite element method, which uses infinite elements on the outer boundary, for a large coupled structural acoustic problem. He showed that the elapsed time required by the boundary element method rapidly increases as the number of degrees of freedom of the problem increases, in contrast to the gradual increase of the time required by finite and infinite element combination.

However the situation has been changing both for finite and boundary elements. As a new finite element formulation, the discontinuous Galerkin method has been developed recently and applied to wave problems mostly in the time domain. In this formulation the approximation space may be discontinuous across element interfaces, and the continuity is enforced by constraints at the element interfaces. This method has advantages that it requires relatively few points per wavelength and has low dispersion and dissipation errors $[58,83]$. Also it can be easily parallelised. On the other hand the fast multipole approach [85] has been applied to boundary element formulation for wave problems [41]. This method leads a sparse system matrix and is very efficient although it is limited to
homogeneous problems.
A more comprehensive survey of the development of the conventional finite element method for wave problems is given by Astley [5].

### 1.4 Plane Wave Basis Finite Elements

The principal limitation of standard finite element formulation for wave problems is the difficulty of resolving spatially oscillating wave-like solutions using node-based interpolation schemes. In practice, as discussed in section 1.3, at least 10 degrees of freedom per wavelength are required for reasonable accuracy. Infinite elements have an infinite extent in one or more directions, but the shape function in the direction of finite length is the same as that of standard finite elements. Therefore the requirement for the ratio of element size to the wavelength is the same as in conventional elements.

Thus attempts to include the nature of wave solution in the shape functions have been made to release elements from the limitation of the ratio of element size to wavelength so that they can be larger and that the degrees of freedom of the problem can be reduced. The first attempt was made by Bettess and Zienkiewicz [95, 27] in the form of infinite elements, and that on finite elements was made by Astley et al. [10, 1] using wave envelope elements. Both were intended to be applied to unbounded domain problems and the wave envelope element was extended to have infinite extent, which will be discussed in Section 1.5. Following Astley, Chadwick et al. [33] attempted to develop wave envelope finite elements in which the wave direction was unknown, a priori, and to iterate for the correct wave direction, using some type of residual.

Melenk and Babuška $[75,17]$ proposed a new finite element method named the partition of unity finite element method (PUFEM). In one variant of this, applied to the Helmholtz equation, finite element shape functions incorporating the wave shape are used, as presented in Bettess and Zienkiewicz infinite elements [95, 27] and the Astley wave envelope elements $[10,1]$. But the shape functions of Melenk and Babuška, have the innovation that they include multiple wave directions. They applied this formulation to the Helmholtz equation and demonstrated that the method works for a plane wave propagating through a square mesh of square finite elements, even when the direction of the wave was not included in the nodal directions. Subsequently Laghrouche and Bettess extended this approach to various finite element types for the solution of the Helmholtz equation and applied them
to solve more realistic wave problems such as diffraction problems [67, 71]. This method overcomes the requirement for the ratio of the element size to the wavelength. The method was also developed independently by Ortiz and Sanchez [78]. They developed a different integration scheme for linear triangle elements and produced excellent results for cylinder diffraction problems. They applied local co-ordinate rotation to the integrand so that the oscillatory component is transformed into the form depending only on one 'effective' direction with an 'equivalent' wavenumber. This simplifies the integration procedure and reduce the number operations. In this approach the potential at each node is expanded in a discrete series of approximating plane waves propagating in different directions so that the nodal shape functions are multiplied by trigonometric functions. Because of this choice of basis function a single finite element can contain many wavelengths, unlike standard elements. In previous years, the same idea has been theoretically investigated by de La Bourdonnaye [43, 44] under the title of 'microlocal discretization' for solving scattering problems with integral equations, but no numerical results were reported. Other authors have experimented with similar, though not identical concepts [45, 74]. And also similar ideas have also been applied to boundary elements with great success [79, 80]. These results demonstrate that the method can solve short wave diffraction problems with a greatly reduced number of active variables

In the standard $n$-node finite element formulation, the domain $\Omega$ is divided into $n$-node finite elements. The unknown field variable $\phi$ within each element is described using polynomial shape functions $N_{j}$ and the nodal values of the potential $\phi_{j}$. In special wave finite elements based on PUFEM the field variable at each node, $\phi_{j}$, is expanded in a discrete series of approximating plane waves propagating in different directions $\theta_{j}^{l}\left(l=1, \ldots, m_{j}\right)$ with amplitudes $A_{j}^{l}\left(l=1, \ldots, m_{j}\right)$, where $m_{j}$ is the number of the approximating plane waves for node $j$. The number of the degrees of freedom of the special wave finite element matrix becomes $\sum_{j=1}^{n} m_{j}$ which is larger than the degree of freedom of element matrices in the case of a standard $n$-node finite element, $n \times n$, unless all $m_{j}(j=1,2, \cdots, n)$ are equal to 1 . However this special wave finite element can be larger than the wavelength, unlike the standard finite elements which normally need to satisfy the requirement of using about 10 degrees of freedom per wavelength as mentioned in the previous section. This will lead to a great reduction in the dimensions of the problem, and also have an advantage that the mesh model can remain unchanged even though the wavenumber increases [67, 69, 71].

The special wave finite elements dealt with in this thesis are those of Laghrouche and Bettess [67, 69, 71], which will be discussed more in detail in chapter 3.

### 1.5 Infinite Elements

The infinite element scheme is also a 'domain-based' method. It is an extension of the concept of finite elements in which the elements have an infinite extent in one or more directions. It does not require the truncation of the computational domain or the boundary condition applied to approximate the Sommerfeld radiation condition. When applied to wave problems the shape functions within such elements include outgoing wave-like factors. It is easily implemented together with finite elements, and an advantage is that the system matrix remains banded and symmetrical, in contrast to full un-symmetric complex system matrix obtained by the boundary element method.

The original concept of infinite elements for wave problems was proposed by Bettess and Zienkiewicz [94], and since then much research on infinite elements have been carried out. Much of the subsequent development of the method is described in Bettess' monograph [24], and more recently, a review of formulations and an assessment of accuracy have been presented by Astley [8] and Gerdes [48, 49].

In this section, the main developments of infinite elements are briefly described.

### 1.5.1 Exponential Decay Infinite Elements

The first concept of infinite elements was introduced by Zienkiewicz and Bettess [94] in 1975. This was subsequently extended by the same authors [27] in 1977. This first infinite element for wave problems was based on an exponential model of the wave shape. In this paper, a set of shape functions based on Lagrange polynomials multiplied by exponential decay term and a periodic function is used for the infinite direction $\xi$ in the local coordinate system, to deal with fluid-structure interaction problem of surface waves in two dimensions. When $n$ points are considered, the first $n-1$ points have finite $\xi$ co-ordinates and the $n$-th point is infinitely distant. This set of shape functions are chosen to model satisfactorily a wave which is reflected away from the structure and dies away gradually for a fluid-structural interaction problem for surface waves. The functions also satisfy the Sommerfeld radiation condition. The shape functions consists of three terms: the first term represents the spatially periodic nature of the reflected wave, with the wavenumber $k$, the
second term is introduced to force the wave to decay as $\xi$ becomes large with the measure of the severity of the decay called 'decay length', and the last term is a conventional Lagrange polynomial. This infinite element was presented in variational terms, which is identical to the use of the Bubnov-Galerkin weighted residual method. Integration over elements was performed numerically, using either Gauss-Laguerre quadrature or a novel Newton Cotes type formula.

Although these elements do not behave correctly in the far field, they can be tuned to give accurate solutions within the inner region. A suitable value for the decay length must be selected, although the solutions are in general not too sensitive to the exact value. This set of shape functions can be applied to two or three dimensional cases, in combination with conventional Lagrange polynomials in the other finite direction or infinite shape functions in the other infinite directions. This element was effective in representing the effect of the exterior region on the interior region of interest, but it was unable to represent the correct asymptotic decay for the two-dimensional case in the far field.

### 1.5.2 Mapped Infinite Element

The first mapped infinite elements for static elastic problem were introduced by Beer and Meek [20]. A different mapping for such problems was introduced by Zienkiewicz [96, 97], which was later applied to periodic wave problems with the addition of the appropriate wave components, by Bettess et al. [25] and Zienkiewicz et al. [93]. It can model very closely the appropriate decay of the wave amplitude with distance, and was thus an improvement over the exponential decay element. This mapped infinite element for waves was also presented in variational terms. In the original expressions of infinite element formulation by Bettess and Zienkiewicz, mapping from a local finite co-ordinate to a global infinite co-ordinate is written in terms of functions defined at $x_{0}$, the 'pole' of the infinite element and $x_{2}$, the node which is at twice the distance between the 'pole' and the inner edge of the infinite element. Marques and Owen [73] dealt with the same mapping with slightly different expressions. They achieved the mapping functions defined at $x_{1}$, the node at the inner edge of the infinite element and $x_{2}$ explained above. These infinite mapping are essentially based on the same concept, but the Marques and Owen expression clearly show the similarity between finite and infinite element mappings and makes mapped infinite elements easier to understand. A similar procedure was also suggested by

Kumar [62].
The essential effect of using a mapped infinite element is that the finite domain $-1 \leq$ $\xi \leq 1$ in the local co-ordinates is mapped onto an unbounded domain $a \leq r \leq \infty$ in the global co-ordinates, where $r$ is the distance from the 'pole' of the infinite element and $a$ is a distance from the 'pole' to the inner edge of the infinite element. For the two dimensional case in which an infinite element extends to infinity in the radial direction and is finite in the angular direction, the infinite geometry mapping in the radial direction is combined with a usual finite mapping in the angular finite direction. The mapping in the radial direction from $\xi$ to $r$ is given by $r=2 a /(1-\xi)=A /(1-\xi)$ where $A=2 a$. In the formulation of this first type of mapped infinite elements, $A$ was a constant. This means that infinite elements had a common 'pole' and they had to be placed on a circular mesh in the two dimensional case and a spherical mesh in the three dimensional case.

The field variable $\phi$ is interpolated using polynomial shape functions $P_{j}$ and the nodal values $\phi_{j}$ in the local co-ordinates. The expression for $\phi$ takes the form of a polynomial in powers of $\xi$. Substituting the mapping between $\xi$ and $r$ into the polynomial form yields a polynomial in inverse powers of $r$. This shape function in the global co-ordinates contains a decay term of the form $1 / r$, which is suitable to describe the decay of the outgoing wave in three dimensional exterior wave problems. In two dimensional exterior wave problems, however, the asymptotic solution to the Helmholtz equation can be described by a series of combined Hankel and trigonometric functions, the simplest solution to the Helmholtz equation being the zeroth-order Hankel function of the $\ell$-th kind $H_{0}^{(\ell)}(k r)$ where $\ell$ equals to 1 or 2. For large $r, H_{0}^{(\ell)}(k r)$ oscillates roughly like $\cos (k r) \pm i \sin (k r)$ while decaying in magnitude as $r^{-1 / 2}$. Therefore, in order to describe the wave behaviour of decay and wave-like oscillation in two dimensional domain, the shape function needs to be multiplied by $r^{1 / 2}$ and the periodic component $\exp ( \pm i k r)$.

The original mapped wave infinite element theory concentrated on circular problems. Although some elliptical diffraction problems were solved, the outer ring of infinite elements were placed in a circular mesh. The theory as originally presented does not allow for the infinite elements to be non-circular. In particular, the mapping terms are taken to be constant, which implies circularity of the mesh of infinite elements. For problems which are not approximately circular, the requirement of a circular outer ring of infinite elements can lead to excessively large meshes of finite elements, with associated computa-
tional cost. The extension of the mapping so as to allow infinite elements to have arbitrary pole locations so that they can be placed on arbitrary boundary was first applied to wave envelope elements using conjugate weighting functions, which is introduced later in 1.5.4, by Astley et al. [14], Cremers et al. [40] and Cremers and Fyfe [39]. Bettess and Bettess [21] followed their mapping, but used the Bubnov-Galerkin or unconjugated method and the original shape functions of the Bettess and Zienkiewicz papers [25, 93]. They demonstrated that a relatively simple extension of the original mapped wave element theory enables the method to be used for wave diffraction problems of large aspect ratio, and that the results are accurate.

### 1.5.3 Spheroidal and Ellipsoidal Infinite Element

Burnett and Holford $[29,31]$ proposed the formulation of unconjugated prolate and oblate spheroidal infinite elements to address the defect that mapped infinite elements must be placed in a circular or spherical mesh. They developed 'prolate and oblate spheroidal infinite elements' for three dimensional problems. These elements are based on trial and test functions which closely resemble those of the mapped infinite element by Bettess. However in their elements a spheroidal co-ordinate system is used rather than a spherical one. The shape functions are expressed as products of shape functions of radial and angular directions and the radial shape function is a truncated form of the radial part of multipole expansion of a radiation function in the region exterior to the ellipsoid, which is in a power series in $1 / r$ where $r$ is an ellipsoidal radius, for radiated or scattered fields. The radiating or scattering object can be enclosed in a spheroidal inner mesh. Burnett and Holford prove that the solution will converge as the element order is increased. This is a key strength of their method. It provides a much more economical solution for problems of large aspect ratio than using a spherical mesh.

By using separable shape functions in each directions, element contributions to the system matrix can be formed as products of separable integrals in radial and angular directions. In particular the radial integrals are common to all elements and can be evaluated analytically, which leads to the big reduction of the computational cost for forming matrices. Subsequently Burnett and Holford [30] extended their infinite element to ellipsoidal co-ordinates as a generalised formulation including their former elements as limiting cases.

### 1.5.4 Wave Envelope Element

The 'wave envelope' elements presented by Astley in a series of papers with co-workers $[1,2,10,11,12,13]$ were based on Petrov-Galerkin approach in which complex conjugates of wave-like shape functions were used as weighting functions. This made the resulting element matrix Hermitian, i.e. a matrix whose transpose is equal to the matrix of the complex conjugate of its entries, but simplified the element integrations considerably since the oscillatory components in the basis and test functions cancelled identically within the integrands. These 'wave envelope' elements incorporated the correct, asymptotic behaviour in the far field.

In references [1, 2, 12], Astley proposed a wave envelope element for aeroacoustic applications, in which the lack of symmetry is of little concern since 'mean flow' terms generate a non-symmetric coefficient matrix irrespective of the residual formulation. The wave envelope element included the asymptotic decay and the harmonic behaviour of the solution within the shape functions for a large but finite outer domain, so that wave envelope elements are required to resolve only the discrepancy between the actual solution and the implied harmonic and amplitude variations incorporated in the discretization instead of the solution itself. Therefore it was possible for an element to extend over many wavelengths and for the dimension of the whole problem to be reduced.

The formulation of the wave envelope element is similar to that of the infinite element. The weighting and shape functions are identified with the global shape functions within the inner region. In the near field to the radiating or scattering objects standard finite elements were applied and in the exterior region extending to the far field wave envelope elements were applied. The shape functions of a wave envelope element were defined so that the basis functions incorporate reciprocal decay and a wave-like variation corresponding to a locally outward travelling wave. The weighting functions are chosen to be the complex conjugates of the basis functions.

These original wave envelope elements were finite rather than infinite, being truncated at a finite distant far enough from the spherical surface. Integrals evaluated over this surface contributed to the resulting coefficient matrix but approached a finite limit for large radii.

### 1.5.5 Mapped Wave Envelope Element

The wave envelope element was extended to the mapped wave envelope element which has infinite extent for a one dimensional problem by Bettess [23]. However Bettess solved an artificial problem, which did not display all the subtleties of true wave behaviour and thus a key feature was glossed over. The first application of mapped wave envelope element to real two and three dimensional problems was by Astley [14], Cremers et al. [40] and Cremers and Fyfe [39]. In the formulation of the mapped wave envelope element, the shape functions are derived from mapping the finite element on to an infinite domain, which is essentially the same as the mapped infinite elements by Bettess et al. [25] and Zienkiewicz et al. [93] except that the requirement for mapped infinite elements that they must conform to the exterior of a circle or sphere was removed. The weighting functions are based on the complex conjugates of the shape functions as in the wave envelope finite elements by Astley [1]. The weighting functions are products of the complex conjugate of the shape function and the factor $(a / r)^{2}$ to ensure finiteness of the integrals involved in the evaluation of the system matrices and the elimination of integrals at infinity.

In the mapped wave envelope element by Astley et al. [14], the mapping can vary from one element to the next and the elements can be placed on the boundary of arbitrary shape, although explicit expressions for the derivatives of the shape functions with respect to the non-radial local co-ordinates are not presented. Astley also presented several oblate and prolate spheroidal mapped wave envelope elements for axisymmetric problems in reference [6]. This formulation is in terms of spheroidal co-ordinates so that numerical representation for wave fields in the vicinity of objects of large aspect ratio are improved.

Cremers et al. [40] gave the explicit expressions for the derivatives of the shape functions in the local co-ordinates for mapped wave envelope elements of the same type as Astley et al. [14], which permit variations in the mapping parameter. Their elements for two dimensional problems used linear mapping in the angular direction and variable order of infinite mapping in the radial direction, and were applied to a range of problems in acoustics. Cremers and Fyfe [39] also presented three dimensional wave envelope elements using linear or quadratic mapping in the angular directions and a variable order of infinite mapping in the radial direction.

### 1.5.6 Conjugated Infinite Element

A conjugated infinite element formulation based on Burnett [29] was implemented by Shirron and Babuška [87]. It was similar to the wave envelope elements by Astley in that both preserve the correct asymptotic behaviour in the trial solution - as $(1 / r) \exp (-i k r)$ in three dimensions - and both use complex conjugates of the trial functions as test or weighting functions. The finite contributions from the spherical boundary at 'infinity' are however dealt with differently in each case. In the wave envelope approach, as originally formulated, these contributions were evaluated numerically on a distant boundary, whereas in the more recent conjugated formulations they are evaluated analytically as the radius of this surface becomes infinite.

### 1.5.7 Review and Assessment of Infinite Element Formulations

As many types of infinite elements have been developed, there are a number of studies which review infinite element schemes and evaluate the performance by comparison.

Gerdes [48] compared the formulations of infinite elements on the same benchmark problem of the scattering of a plane wave on the surface of the unit sphere and analysed the convergence properties. His conclusion was that the unconjugated formulations converges on the boundary of the scatterer and in the near field more rapidly than the conjugated formulations however that the latter converges in the entire exterior domain. The unconjugated Burnett scheme was the most efficient to get the accurate solution in the near-field and the conjugated Astley-Leis formulation is efficient when the solution in the whole exterior is needed.

Astley $[6,7]$ presented some comparisons of accuracy of conjugated spherical and spheroidal infinite elements (mapped wave envelope element). He also derived the transient formulation by taking an inverse Fourier transform of the discrete infinite element equations in the frequency domain using spherical and spheroidal co-ordinate system $[3,4,6,7]$. This is practicable in the case of conjugated infinite element formulations since the coefficient matrix can be written in terms of frequency-independent (acoustics) 'mass', 'stiffness' and 'damping' matrices. Cipolla [34] and Cipolla and Butler [35] demonstrated that this procedure of applying an inverse Fourier transform is not practical for unconjugated infinite elements because convolution integrals arise due to the exponential integral function in the frequency domain. Thus they used the Burnett formulation using spheroidal co-
ordinate system with conjugated weighting functions as the basis for a transient scheme and which was implemented for first-order elements.

Shirron and Babuška [87] compared conjugated and unconjugated infinite elements based on the Burnett spheroidal formulation [29] with various approximate boundary conditions for unbounded problems. Their comparison used simple examples of the scattering of a plane wave by a rigid circle in two dimensions and that by a rigid sphere in three dimensions. The conclusion is that the unconjugated elements serve a highly accurate boundary condition on the inner boundary of infinite elements but fail to provide an accurate approximation of the solution in the exterior domain, i.e., inside infinite elements. On the other hand, conjugated elements closely approximate the exact solution in the exterior domain while the approximation diverges in the unconjugated elements in the far field. This conclusion agrees with that by Gerdes [48] introduced above. Shirron and Babuška [87] also simulated a spherical monopole solution generated by a cylinder of the aspect ratio $10: 1$ with hemispherical caps on both ends. The results indicate that very high radial orders are required in the conjugated formulation. Unconjugated models gave good results but become ill-conditioned at very low radial orders.

Recently Astley reviewed these infinite element schemes and comparisons, and presented a procedure for assessing their performance [8]. The orthogonal transverse basis was used for the trial solutions for the comparison of conjugated and unconjugated Burnett formulations and conjugated Astley-Leis formulations. Infinite elements were directly attached to a spherical radiator. He concluded that the conjugated element, especially the conjugated Burnett formulation, is more effective in the near-field computation and that the conjugated Astley-Leis formulation is the most effective in the far-field, which is in agreement with the conclusions by Gerdes [48] and Shirron and Babuška [87]. Astley also indicated that all of the infinite element schemes become ill-conditioned for sufficiently large radial orders.

Gerdes [49] also reviewed various infinite element formulations and addressed in particular the choice of shape functions and the variational formulation by using a unified notation throughout.

### 1.6 Boundary Elements

The boundary element method is also one of the numerical techniques which are widely applied to wave problems [36]. In this method the differential operator and the boundary conditions in the domain are replaced by an equivalent boundary integral equation on the boundary. Through the use of the free-space Green's function satisfying the Helmholtz equation and Green's theorem, the problem can be reduced to solving a boundary integral equation, and the dimension of the problem is reduced by one. For instance, the volume integration for the three dimensional problem is transformed into the surface integration over the boundary which encloses the domain. With this method the boundary rather than the domain is divided into elements, so that the dimension of the elements is smaller by one than that of finite elements. The values on the boundary are obtained as the solution of the problem and values inside the domain will be calculated afterwards by summing up the contributions of the values on the whole boundary.

One of the advantages of the boundary element method over domain-based methods is the simpler modelling due to the reduced dimension of the problem. Discretization over the boundary is generally easier to handle than that over the domain, and the number of elements is normally much smaller. Another advantage of the boundary element method is that it can deal with unbounded domain problems without truncation because the Green's function automatically satisfies the Sommerfeld radiation condition. The external domain of the radiating or scattering objects can be enclosed by the inner boundary consisting of the surface of the objects and the outer boundary at a large distance. The outer boundary can be a sphere in three dimensions or a circle in two dimensions. As the distance to the outer boundary extends to infinity, the contribution of the outer boundary tends to zero because of the Sommerfeld radiation condition. Consequently the integration over the outer boundary disappears from the integral equation. This enables the method to deal with an unbounded domain without truncation or approximated boundary condition.

However the conventional boundary element method also has disadvantages. The reduction of the number of elements does not simply mean the reduction of the computational cost, as demonstrated in studies introduced in section 1.3. Due to the non local operator leading to full complex system matrix, the computational cost of forming and solving the matrices and the memory demand become large very quickly as the number of degrees of freedom of the problem increases. These costs can be prohibitive and may
indeed prevent the computation of a reliable numerical solution. Also, the non-uniqueness problem is a crucial problem of the boundary element method [32, 86]. The boundary integral equation formulation for exterior problems does not yield a unique solution at certain characteristic frequencies, so-called 'irregular frequencies'. This problem is caused by the fictitious resonance of the internal domain of the radiating or scattering objects, i.e. the domain enclosed by the boundary $\Gamma_{i}$, although they have no physical significance for exterior boundary value problem being solved. They are a consequence of the boundary function, not the particular numerical implementation of the method.

As already mentioned in Section 1.3, however, the situation has been changing. The fast multipole approach, which was first introduced by Rokhlin [85] has been applied to boundary element formulation for wave problems [41]. This method provides an efficient mechanism for computation in large scale systems and drastically reduces computational cost although it involves some highly complex programming. Applying this approach at multi-levels leads a sparse system matrix and great efficiency for unbounded problems although it is limited to homogeneous problems from the nature of boundary element formulation.

### 1.7 Outline of the Thesis

In this thesis, the theory and the formulation of the special wave finite elements are discussed, and the special integration schemes for the elements are developed. Then the special wave infinite elements, a new concept of the mapped wave infinite elements with multiple wave directions, are developed. The coupling of the special wave finite elements to the mapped wave infinite elements and the special wave infinite elements are also discussed.

In Chapter 2, some basics about wave problems in unbounded domain are introduced. The Helmholtz equation, which governs the time-harmonic wave problems discussed throughout in this work, and the Sommerfeld radiation condition for the waves propagating to infinity are shown, and then the general solutions and the analytical solution of typical examples of radiation and scattering problems are shown. In Chapter 3, theory and the formulation of discrete equations for special wave finite elements, developed by Laghrouche and Bettess [67, 69, 71], are presented. Also some numerical results obtained by them [67] are presented to demonstrate the basic features of the elements. In Chapters 4 and 5 , semi-analytical integration schemes specially developed for the special
wave finite elements are presented. Chapter 4 is concentrated on the rectangular and triangular element that are relatively simple. These integration schemes were developed by Bettess et al. [26] including the author. Then Chapter 5 deals with the more complicated case of quadrilateral elements. The development of the integration scheme in this chapter was conducted by the author [92]. In Chapter 6, the theory and the formulation of discrete equations for the mapped wave infinite elements are presented. The infinite elements used in this chapter, and the coupling of the elements with the standard finite elements are based on the Bettess formulation [21]. Then the coupling of the elements with the special wave finite elements are also discussed, which was developed by the author [89]. In Chapter 7, the new formulation of special wave infinite elements, the expansion of mapped wave infinite elements to include multiple wave directions instead of using a single single radial direction, is described. The application of a conventional numerical integration scheme to the mapped wave infinite elements is also presented. This enables the inclusion of multiple wave directions into the mapped wave infinite element scheme. The special wave infinite element is a novel element developed by the author, which forms the core of the work. Finally a summary of this thesis is given in Chapter 8.

## Chapter 2

## Wave Problems in Unbounded

## Domains

In many cases of wave radiation and scattering problems, the domain considered is much larger than the wavelength and the particular area of interest where the problem is to be solved. In that case it is practical to treat the domain as being unbounded.

In this chapter, the basics of the wave problem governed by the Helmholtz equation in unbounded domain, which is the target of this research, are discussed. The Helmholtz equation dealt with in this paper governs various wave problems such as acoustic wave fields and shallow water problems in certain conditions.

### 2.1 Wave Problems in Unbounded Domains

The simplest type of unbounded wave problem is the radiation problem, where a wave is generated by a object in the medium. Another type is the scattering problem, where there is an incoming wave, which encounters an object, is modified and then is radiated away. This is more complicated than radiation problems. For the case of surface wave on the sea, an example for the former case can be a floating object in the middle of the sea generating surface waves and an example of the latter case can be an incident surface wave on the sea hitting an offshore structure. For the case of acoustic waves, the former can be the radiated sound from a loudspeaker or a vibrating machine and the latter can be the scattering of sound waves by noise barriers.

- The fundamental domain problem is illustrated in Figure 2.1. A domain $\Omega_{i}$ is enclosed with boundary $\Gamma_{i}$ and $\Gamma_{o}$. The interior boundary $\Gamma_{i}$ is the surface of a radiating or

Figure 2.1: Unbounded problem.
scattering object, and the exterior boundary $\Gamma_{o}$ is at a certain finite distance for a bounded domain problem, or at infinity for an unbounded problem. Because domain-based methods normally can not deal with the infinite extent of a domain, $\Gamma_{o}$ can be an artificial boundary assumed to be at a large but finite distance. Waves radiated or scattered by the object, $\Gamma_{i}$, propagate away towards infinity and do not return. This condition that there is no incoming wave is called the radiation condition, which the radiated or scattered wave must satisfy.

### 2.2 Governing Equation

### 2.2.1 Helmholtz Equation

The wave equation is the differential equation which governs the time dependent wave problems. Derivation of the wave equation is explained in many text books, such as, in acoustics, by Rayleigh [84] and Morse [76]. The wave equation in a homogeneous and isotropic medium in domain $\Omega$ is given by

$$
\begin{equation*}
\frac{\partial^{2} \Phi}{\partial t^{2}}=c^{2} \nabla^{2} \Phi \quad \text { in } \Omega \tag{2.1}
\end{equation*}
$$

where $t$ is the time variable, $c$ is the wave speed and $\nabla^{2}$ is the Laplacian operator. The field variable of interest, $\Phi$ can be potential, sound pressure or particle velocity for acoustic problems, and wave elevation, pressure for surface wave problems, among many other possibilities.

For time harmonic problems the field variable $\Phi$ can be written by

$$
\begin{equation*}
\Phi=\phi e^{-i \omega t} \tag{2.2}
\end{equation*}
$$

where $\phi$ is the time independent wave potential, $i=\sqrt{-1}$ and $\omega$ is the angular frequency. Substituting Equation (2.2) into Equation (2.1) leads to the Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \phi=0 \quad \text { in } \Omega \tag{2.3}
\end{equation*}
$$

where $k=\omega / c$ is the wavenumber.

### 2.2.2 Boundary Conditions

Boundary conditions are given as one of the following:
(1) Dirichlet Boundary Condition

$$
\begin{equation*}
\phi=\bar{\phi} \tag{2.4}
\end{equation*}
$$

where $\bar{\phi}$ is the given value of $\phi$. In cases where $\phi$ is velocity potential or sound pressure in acoustics, this condition is applied when the sound pressure at a boundary is given. The special case of $\bar{\phi}=0$ means that the boundary acts like an opening to a vacuum where no wave occurs. In this case the wave incident to the boundary is perfectly reflected so that the reflected wave becomes $180^{\circ}$ out of phase.

## (2) Neumann Boundary Condition

$$
\begin{equation*}
\nabla \phi \cdot \mathbf{n}=\bar{u} \tag{2.5}
\end{equation*}
$$

where $\mathbf{n}$ is the outward normal of boundary $\Gamma$ and $\bar{u}$ are the given values of the normal derivative of $\phi$. This condition is widely applied in realistic applications. For example, in many radiation problems, waves are generated by vibrating objects in the domain and the conditions are given by the distribution of the normal velocity $-\bar{u}$ on the surfaces of the objects. In case of $\bar{u}=0$ where $\phi$ is the total potential in the field, the boundary is rigid, i.e., the wave is perfectly reflected in phase with the incident wave, which corresponds


Figure 2.2: Cylindrical co-ordinates.
to many cases of scattering problems where the surface is hard enough and the vibration excited by the wave is negligible.

## (3) Robin Boundary Condition

$$
\begin{equation*}
\alpha \phi+\beta \nabla \phi \cdot \mathbf{n}=\gamma \tag{2.6}
\end{equation*}
$$

where $\alpha, \beta$, and $\gamma$ are the parameters describing the relationship between $\phi$ and its normal derivative. The Robin boundary condition is often applied to give local absorbing boundary conditions. For example, in many problems the characteristics of the surfaces are given by acoustic impedance $z$, which is the ratio of the acoustic pressure to the particle velocity. It can be written in terms of $\phi$ by

$$
\begin{equation*}
z=i k \rho c \frac{\phi}{\nabla \phi \cdot \mathbf{n}}=-i k \rho c \frac{\beta}{\alpha} \tag{2.7}
\end{equation*}
$$

where $\rho$ is the density of the medium in the domain, and $\rho c$ is called the characteristic acoustic impedance of the medium. The acoustic impedance $z$ can be applied using the Robin boundary condition by setting parameters $\alpha, \beta$ and $\gamma$ in Equation (2.6) as follows:

$$
\begin{equation*}
\frac{\beta}{\alpha}=-\frac{z}{i k \rho c}, \quad \gamma=0 \tag{2.8}
\end{equation*}
$$

### 2.3 General Solution of the Helmholtz Equation in Two Dimensions

The Helmholtz equation can be expressed in the cylindrical co-ordinates $r, \theta, z$

$$
\begin{equation*}
\left\{\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right\} \phi+k^{2} \phi=0 \tag{2.9}
\end{equation*}
$$

The separated equations for the factored solution

$$
\begin{equation*}
\phi=\phi_{r}(r) \phi_{\theta}(\theta) \phi_{z}(z) \tag{2.10}
\end{equation*}
$$

are

$$
\begin{gather*}
\frac{d^{2} \phi_{z}}{d z^{2}}+k_{z}{ }^{2} \phi_{z}=0  \tag{2.11}\\
\frac{d^{2} \phi_{\theta}}{d \theta^{2}}+m^{2} \phi_{\theta}=0  \tag{2.12}\\
\frac{1}{r} \frac{d}{d r}\left(r \frac{d \phi_{r}}{d r}\right)+\left(k_{r}{ }^{2}-\frac{m^{2}}{r^{2}}\right) \phi_{r}=0  \tag{2.13}\\
k^{2}={k_{r}}^{2}+k_{z}^{2} \tag{2.14}
\end{gather*}
$$

The general solution for $\phi_{z}$, is a combination of $\exp \left(i k_{z} z\right)$ and $\exp \left(-i k_{z} z\right)$. The solution for $\phi_{\theta}$ is $\cos (m \theta)$ or $\sin (m \theta)$, where $m$ is the wavenumber along the circumference and must be an integer for the solution to be continuous at $\theta=0=2 \pi$. The solution for the radial equation is a combination of the Bessel function of the first kind $J_{m}\left(k_{r} r\right)$ and the Bessel function of the second kind, which is also called Neumann function, $Y_{m}\left(k_{r} r\right)$, as Equation (2.13) is a Bessel's equation.

When $k_{z}=0$, the wave is uniform along $z$-axis and the problem is two-dimensional. The general solution of the Helmholtz equation in two dimensions is thus given by

$$
\begin{equation*}
\left(\alpha_{m} \cos m \theta+\beta_{m} \sin m \theta\right) H_{m}^{(\ell)}(k r) \tag{2.15}
\end{equation*}
$$

$H_{m}^{(\ell)}(k r)$ is the Hankel function of the $\ell$-th kind of $m$-th order where $\ell$ can be 1 or 2 , which is given by

$$
\begin{equation*}
H_{m}^{(\ell)}(z)=J_{m}(z) \pm i Y_{m}(z) \tag{2.16}
\end{equation*}
$$

where + and - on the right hand side is for the case of $\ell=1$ and $\ell=2$, respectively. For
large $z$, these functions can be approximated by the asymptotic forms

$$
\begin{align*}
& J_{m}(z) \cong \sqrt{\frac{2}{\pi z}} \cos \left(z-\frac{2 m+1}{4} \pi\right)  \tag{2.17}\\
& Y_{m}(z) \cong \sqrt{\frac{2}{\pi z}} \sin \left(z-\frac{2 m+1}{4} \pi\right) \tag{2.18}
\end{align*}
$$

Therefore, for large $k r$,

$$
\begin{equation*}
H_{m}^{(\ell)}(k r) \cong \sqrt{\frac{2}{\pi k r}} e^{ \pm i\left(k r-\frac{2 m+1}{4} \pi\right)} \tag{2.19}
\end{equation*}
$$

and the general solution given by Expression (2.15) becomes, for large $k r$

$$
\begin{equation*}
\left(\alpha_{m} \cos m \theta+\beta_{m} \sin m \theta\right) \sqrt{\frac{2}{\pi k r}} e^{ \pm i\left(k r-\frac{2 m+1}{4} \pi\right)} \tag{2.20}
\end{equation*}
$$

This means that the wave oscillates roughly like $\exp (i k r)$ in the radial direction $r$ and that the amplitude decays like $r^{-1 / 2}$ in two dimensions.

When the time dependence of the wave variables is assumed with $\exp (-i \omega t)$, the Hankel functions of the first kind express the outgoing waves from the source to infinity. On the contrary when $\exp (i \omega t)$ is assumed as the time dependence factor, the Hankel functions of the second kind express the outgoing waves.

### 2.4 Non Reflecting Boundary Conditions

### 2.4.1 The Sommerfeld Radiation Condition

In an unbounded domain, the radiated or scattered wave propagates away towards infinity. In the case of scattering problems, the total wave field $\phi$ can be separated into an incident wave $\phi^{i}$ and a scattered wave $\phi^{s}$

$$
\begin{equation*}
\phi=\phi^{i}+\phi^{s} \tag{2.21}
\end{equation*}
$$

The radiated or scattered wave must satisfy the radiation condition at infinity. The radiation condition for the time-harmonic wave problem is called the Sommerfeld radiation condition [88] and is given by

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r^{\frac{n-1}{2}}\left(\frac{\partial \phi^{s}}{\partial r}-i k \phi^{s}\right)=0 \tag{2.22}
\end{equation*}
$$

where $n$ is the number of dimensions. It is difficult to apply this condition directly in finite elements models because it is given by the form of a limit at infinity. Therefore alternative boundary conditions are necessary to accurately approximate it.

### 2.4.2 Basic Damper Conditions

When the unbounded domain is truncated by an artificial boundary at a certain finite distance to be dealt with by a domain-based method, it is necessary to apply a suitable boundary condition. As said above, the boundary condition should approximate the Sommerfeld radiation condition at infinity, otherwise the solution inside the domain becomes inaccurate due to the fictitious reflection from the artificial boundary. The condition is often approximated by a local absorbing boundary condition. The locality of the boundary operator and the distance at which it is applied significantly influence the computational efficiency.

## (1) Plane Damper Conditions

The simplest local non-reflecting boundary condition is the 'plane damper' boundary condition, which is also called ' $\rho$ c impedance boundary condition' in acoustics where ' $\rho c$ ' is the specific acoustic impedance of the medium. This is derived as follows.

The wave equation in one dimension in a homogeneous and isotropic medium is written by

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial t^{2}}=c^{2} \frac{\partial^{2} \phi}{\partial x^{2}} \tag{2.23}
\end{equation*}
$$

where $\phi$ is the field variable of interest. The d'Alembert solution takes the form

$$
\begin{equation*}
\phi=f_{1}(x-c t)+g_{1}(x+c t) \tag{2.24}
\end{equation*}
$$

In Equation (2.24), function $f_{1}$ represents the outgoing wave and function $g_{1}$ represents the incoming wave. To seek the radiation condition, $g_{1}$ can be eliminated and Equation (2.24) becomes

$$
\begin{equation*}
\phi=f_{1}(x-c t) \tag{2.25}
\end{equation*}
$$

On differentiating with respect to $t$ and $x$,

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=-c f_{1}^{\prime} \tag{2.26}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \phi}{\partial x}=f_{1}^{\prime} \tag{2.27}
\end{equation*}
$$

By substituting these into Equation (2.23) leads to the relation

$$
\begin{equation*}
\frac{\partial \phi}{\partial x}+\frac{1}{c} \frac{\partial \phi}{\partial t}=0 \tag{2.28}
\end{equation*}
$$

For time-harmonic problems where the time dependence factor is given by $\exp (-i \omega t)$ where $\omega$ is the angular frequency,

$$
\begin{equation*}
\frac{\partial \phi}{\partial x}-i k \phi=0 \tag{2.29}
\end{equation*}
$$

This is called the 'plane damper' boundary condition.
This is accurate for a progressive plane wave in one dimension. Because the behaviour of the wave propagating outwards in two or three dimensions become similar to the progressive plane wave as it propagates further, the plane damper boundary condition is also accurate in the far field from a radiating or scattering objects in two or three dimensions. It is important that this condition is applied at a sufficiently large distance from the objects compared to the wavelength, otherwise it gives spurious reflections to the inner field.

## (2) Cylindrical Damper Conditions

The finite domain to be treated can be reduced when higher order local non-reflecting boundary condition, such as cylindrical or higher order dampers, are applied.

For two-dimensional problems, the solution can be approximated by

$$
\begin{equation*}
\phi=\frac{f_{2}(x-c t)}{\sqrt{r}} \tag{2.30}
\end{equation*}
$$

because the fundamental solution of the Helmholtz equation in two dimensions has the form of the Hankel function and its amplitude decays roughly in terms of $1 / \sqrt{r}$ as seen in the previous section. In the same way as for one dimensional problems, the following simple radiation conditions can be obtained.

$$
\begin{equation*}
\frac{\partial \phi}{\partial r}+\frac{1}{2 r} \phi+\frac{1}{c} \frac{\partial \phi}{\partial t}=0 \tag{2.31}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial \phi}{\partial r}+\left(\frac{1}{2 r}-i k\right) \phi=0 \tag{2.32}
\end{equation*}
$$

These are called 'cylindrical damper' boundary condition.
These damper conditions are basically exact when applied at infinity. However in the numerical analysis by a domain-based method, they are applied at a finite distance.

### 2.5 Example Problems in Two-Dimensions

### 2.5.1 Radiation from a Circular Cylinder



Figure 2.3: Radiation from a pulsating circular cylinder.

The most fundamental wave problem in two dimensions is that of radiation from a circular cylinder in the medium. Suppose there is a long cylinder of radius $\bar{a}$ whose surface is pulsating uniformly normal to the surface with the velocity $u_{0}=U_{0} \exp (-i \omega t)$ as shown in Figure 2.3. In this case, the wavenumber for the $\theta$ direction along the circumference $m$ is zero, i.e., the wave is axisymmetric to the cylinder axis and independent of $\theta$. The wave field thus can be treated as a two dimensional problem in a plane perpendicular to the cylinder axis. The solution takes simple form

$$
\begin{equation*}
\alpha_{0} H_{0}^{(1)}(k r)=\alpha_{0}\left(J_{0}(k r)+i Y_{0}(k r)\right) \tag{2.33}
\end{equation*}
$$

The field variable $\phi$ can be pressure or wave elevation etc., but here we consider the case
where $\phi$ is velocity potential. Then the velocity $u$ is given by

$$
\begin{equation*}
u(r)=-\frac{\partial \phi}{\partial r}=\alpha_{0} k H_{1}^{(1)}(k r) \tag{2.34}
\end{equation*}
$$

From the velocity at the surface of the cylinder

$$
\begin{equation*}
u(\bar{a})=\alpha_{0} k H_{1}^{(1)}(k \bar{a})=U_{0} \tag{2.35}
\end{equation*}
$$

the amplitudes of the potential $\alpha_{0}$ can be written with the amplitude of the velocity $U_{0}$

$$
\begin{equation*}
\alpha_{0}=\frac{U_{0}}{k H_{1}^{(1)}(k \bar{a})} \tag{2.36}
\end{equation*}
$$

and the potential is given by

$$
\begin{equation*}
\phi=\frac{U_{0} H_{0}^{(1)}(k r)}{k H_{1}^{(1)}(k \bar{a})} \tag{2.37}
\end{equation*}
$$

### 2.5.2 Scattering by a Circular Cylinder



Figure 2.4: Scattering of plane wave by a rigid circular cylinder.

The simplest example of the scattering problems is that an incident plane wave is scattered by a object with simple geometry in the path of propagation. The wave is generated at infinity and results in a plane wave. The problem dealt with here is that a plane wave of unit amplitude is incident perpendicular to the axis of a rigid cylinder. For example, in case of surface waves in water, the incident plane wave propagates horizontally on the surface of water of finite depth and the cylinder is assumed to be vertical. The problem can be treated as a two-dimensional problem.

The geometry of the problem is shown in Figure 2.4. An incident plane wave $\phi^{i}$ of unit amplitude progressing from the negative $x$ direction to the positive $x$ direction is written by

$$
\begin{equation*}
\phi^{i}=e^{i k x} \tag{2.38}
\end{equation*}
$$

where $k$ is the wavenumber. This is also expressed by an infinite series of Bessel functions of the first kind

$$
\begin{equation*}
\phi^{i}=\sum_{m=0}^{\infty} i^{m} \epsilon_{m} J_{m}(k r) \cos m \theta \tag{2.39}
\end{equation*}
$$

where $r$ and $\theta$ are the polar co-ordinates of any considered point of the domain and $x=r \cos \theta$. The coefficients $\epsilon_{m}$ are $\epsilon_{0}=1$ and $\epsilon_{m}=2$ for $m=1,2,3, \cdots$. For the case of surface waves, this problem was first studied by Havelock [55] by considering an infinite depth, and then MacCamy and Fuchs [72] presented a solution for the cases of constant finite depth.

The total potential $\phi$ is the sum of the incident wave $\phi^{i}$ and scattered wave $\phi^{s}$.

$$
\begin{equation*}
\phi=\phi^{i}+\phi^{s} \tag{2.40}
\end{equation*}
$$

On the rigid surface of the cylinder, the normal derivative of the total potential satisfies

$$
\begin{equation*}
\nabla \phi \cdot \mathbf{n}=0 \tag{2.41}
\end{equation*}
$$

It leads to the boundary condition for the scattered potential

$$
\begin{equation*}
\nabla \phi^{s} \cdot \mathbf{n}=-\nabla \phi^{i} \cdot \mathbf{n} \tag{2.42}
\end{equation*}
$$

Then the solution of the scattered potential is given by

$$
\left.\begin{array}{rl}
\phi^{s} & =-\sum_{m=0}^{\infty} i^{m} \epsilon_{m} \frac{J_{m}^{\prime}(k \bar{a})}{H_{m}^{(1)}}(k \bar{a})
\end{array} H_{m}^{(1)}(k r) \cos m \theta\right]
$$

where $\bar{a}$ is the radius of the cylinder, $H_{m}^{(1)}(k r)$ and $J_{m}(k r)$ are, respectively, the Hankel function of the first kind and the Bessel function of order $m$, and prime denotes differentiation with respect to $r$.

## Chapter 3

## Special Wave Finite Elements

In this chapter the formulations of standard finite elements and special wave finite elements for the wave problems governed by the Helmholtz equation are presented. The special wave finite element formulation employs the plane wave basis to describe the wave field. At each finite element node the potential is expanded in a discrete series of plane waves, each propagating at a specified angle. This enables a single finite element to contain many wavelengths unlike standard finite elements and leads to great reduction in the total number of degrees of freedom of problems and computational costs especially for short wave problems.

In this chapter, firstly the standard finite element formulation using the weighted residual method is described. There are many textbooks on the finite element formulation, for example, one by Zienkiewicz and Taylor [99]. Then the formulation of the special wave finite elements is presented. The special wave finite elements dealt with in this thesis have been developed by Laghrouche and Bettess [67, 69, 71].

### 3.1 Governing Equations

The Helmholtz equation which governs the wave problems in the frequency domain and the general expressions of boundary conditions are given by Equation (2.3) in Section 2.2.

As explained in the next section, the radiated or scattered potential instead of the total potential is dealt with in this chapter.

### 3.2 The Weighted Residual Method

By applying the weighted residual method to the Helmholtz equation given by Equation (2.3), we obtain,

$$
\begin{equation*}
\int_{\Omega} W\left(\nabla^{2} \phi+k^{2} \phi\right) d \Omega=0 \tag{3.1}
\end{equation*}
$$

where $\Omega$ is the domain considered and $W$ is the weighting function. This gives the governing finite element integral equation for the problem. Using Green's second identity on Equation (3.1) gives

$$
\begin{equation*}
\int_{\Omega}\left(\nabla W \cdot \nabla \phi-k^{2} W \phi\right) d \Omega-\int_{\Gamma} W \nabla \phi \cdot \mathbf{n} d \Gamma=0 \tag{3.2}
\end{equation*}
$$

where $\Gamma$ is the boundary enclosing the domain $\Omega$. This integral equation contains an integral over the domain $\Omega$ and an integral over the boundary $\Gamma$ involving the first derivatives of the unknown function $\phi$ and the weighting function $W$. Equation (3.2) contains lower order derivatives than those occurring in Equation (3.1), and is called the weak form. From the term of the integral over the boundary $\Gamma$, the natural boundary condition arising from this weak form is

$$
\begin{equation*}
\nabla \phi \cdot \mathbf{n}=0 \quad \text { on } \Gamma \tag{3.3}
\end{equation*}
$$

In order to deal with an unbounded domain by finite elements, the domain needs to be truncated at a finite distance by an artificial boundary $\Gamma_{r}$. As shown in Equation (2.21), the total potential can be written as the sum of the incident potential and the radiated or scattered potential. Because the radiated or scattered potential must satisfy the radiation condition at infinity, the boundary condition which should be applied to these waves on the artificial outer boundary is an absorbing boundary condition to approximate the Sommerfeld radiation condition. On these absorbing boundary conditions, accuracies of some absorbing boundary conditions are reported in comparison with some infinite elements by Shirron and Babus̆ka [87]. However the radiation condition does not apply to the incident wave or the total potential when the incident wave is a progressive plane wave. Therefore only radiated or scattered potential will be dealt with in the finite element formulation hereafter. The boundary condition given by Equation (3.3) is not correct for the radiated or scattered potential and it is necessary to add the terms to give appropriate boundary conditions.

When the boundary $\Gamma_{n}$ is the surface of radiating or scattering objects, the Neumann boundary conditions given by Equation (2.5) can be applied to the radiated or scattered potential $\phi$. In radiation problems

$$
\begin{equation*}
\nabla \phi \cdot \mathbf{n}=\bar{u} \tag{3.4}
\end{equation*}
$$

where $\bar{u}$ is the given value of normal derivative of the radiated potential. In a simple case of scattering problems when the boundary $\Gamma_{n}$ is rigid,

$$
\begin{equation*}
\nabla \phi \cdot \mathbf{n}=\bar{u}=-\nabla \phi^{i} \cdot \mathbf{n} \tag{3.5}
\end{equation*}
$$

where $\phi^{i}$ is the incident wave.
Let us consider the case where, for example, cylindrical damper condition [18] given by Equation (2.32), which corresponds to the first order BGT boundary condition by Bayliss et al. [19], is applied on the artificial boundary $\Gamma_{r}$. The weighted residual equation takes the form

$$
\begin{equation*}
\int_{\Omega} W\left(\nabla^{2} \phi+k^{2} \phi\right) d \Omega+\int_{\Gamma_{n}} W(\bar{u}-\nabla \phi \cdot \mathbf{n}) d \Gamma+\int_{\Gamma_{r}} W\left\{\left(i k-\frac{1}{2 r}\right) \phi-\nabla \phi \cdot \mathbf{n}\right\} d \Gamma=0 \tag{3.6}
\end{equation*}
$$

The weak form then becomes

$$
\begin{equation*}
\int_{\Omega}\left(\nabla W \cdot \nabla \phi-k^{2} W \phi\right) d \Omega+\int_{\Gamma_{r}}\left(i k-\frac{1}{2 r}\right) W \phi d \Gamma=\int_{\Gamma_{n}} W \bar{u} d \Gamma \tag{3.7}
\end{equation*}
$$

### 3.3 Standard Finite Element Formulation

### 3.3.1 Standard Finite Element Model

The domain $\Omega$ is divided into $n$-node finite elements. The unknown function $\phi$ within each element is approximated using polynomial shape functions $N_{j}$ and the nodal values $\phi_{j}$.

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} N_{j} \phi_{j}=[N]\{\phi\} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{align*}
{[N] } & =\left[\begin{array}{llll}
N_{1} & N_{2} & \cdots & N_{n}
\end{array}\right]  \tag{3.9}\\
\{\phi\} & =\left[\begin{array}{llll}
\phi_{1} & \phi_{2} & \cdots & \phi_{n}
\end{array}\right\}^{T^{-}} \tag{3.10}
\end{align*}
$$

We put a finite set of approximate functions for the weighting function W

$$
\begin{equation*}
W=\sum_{j=1}^{n} w_{j} a_{j}=\{w]\{a\} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{align*}
{[w] } & =\left[\begin{array}{llll}
w_{1} & w_{2} & \cdots & w_{n}
\end{array}\right]  \tag{3.12}\\
\{a\} & =\left\{\begin{array}{llll}
a_{1} & a_{2} & \cdots & a_{n}
\end{array}\right\}^{T} \tag{3.13}
\end{align*}
$$

and $a_{j}$ are arbitrary parameters. Taking the weighting functions of the same form of the shape functions

$$
\begin{equation*}
w_{j}=N_{j} \tag{3.14}
\end{equation*}
$$

frequently leads to symmetric matrices and most widely used. This is called the Galerkin (Bubnov-Galerkin) method. On the other hand, taking the weighting functions of the different form from the shape functions

$$
\begin{equation*}
w_{j} \neq N_{j} \tag{3.15}
\end{equation*}
$$

is called Petrov-Galerkin method.
By applying Bubnov-Galerkin method to the present case, Equation (3.7) leads to

$$
\begin{equation*}
\int_{\Omega}\left([\nabla N]^{T}[\nabla N]-k^{2}[N]^{T}[N]\right)\{\phi\} d \Omega+\int_{\Gamma_{r}}\left(i k-\frac{1}{2 r}\right)\left([N]^{T}[N]\right)\{\phi\} d \Gamma=\int_{\Gamma_{n}}[N]^{T} \bar{u} d \Gamma \tag{3.16}
\end{equation*}
$$

Consequently, a set of discrete equations for each element is written as

$$
\begin{equation*}
\left[[\mathbf{K}]-k^{2}[\mathbf{M}]+\left(\frac{1}{2 r}-i k\right)[\mathbf{C}]\right]\{\phi\}=\{\mathbf{F}\} \tag{3.17}
\end{equation*}
$$

where

$$
\begin{align*}
K_{i j} & =\int_{\Omega_{e}} \nabla N_{i} \nabla N_{j} d \Omega_{e}  \tag{3.18}\\
M_{i j} & =\int_{\Omega_{e}} N_{i} N_{j} d \Omega_{e}  \tag{3.19}\\
C_{i j} & =\int_{\Gamma_{r}} N_{i} N_{j} d \Gamma_{e} \tag{3.20}
\end{align*}
$$

$$
\begin{equation*}
F_{i}=\int_{\Gamma_{n}} N_{i} \bar{u}_{i} d \Gamma_{e} \tag{3.21}
\end{equation*}
$$

where $i$ and $j$ are integers equal to $1,2, \ldots, n$. The dimension of element matrices is $n \times n$.

### 3.3.2 Limitations of Standard Finite Elements

As discussed in section 1.3, one of the principle limitations of the standard finite element formulation is the difficulty of resolving spatially oscillating wave-like solutions using nodebased interpolation schemes. It has been known for a long time that in order to resolve details of wave problems when using finite elements, it is necessary to use about 10 degrees of freedom per wavelength. This is a 'rule of thumb', needed to obtain results of 'engineering accuracy'. It was also well-known that this fineness of meshing must be maintained throughout the entire domain because it is essential to resolve the wave details everywhere. If this is not done, errors in a zone, not of direct interest can spread into other zones of the problem. This effect is termed 'pollution'.

In recent years, this approximate rule has been sharpened by mathematical analysis by a number of workers. Ihlenburg and Babuška [61] and Babuška et al. [15, 16] show from numerical experiments that for a domain of unit length the effects, described above can be summarised in two sources of error, so that

$$
\begin{equation*}
e \leq C_{1}(p)\left(\frac{h k}{2 p}\right)^{\bar{m}}+C_{2}(p) k\left(\frac{h k}{2 p}\right)^{\bar{m}+1} \tag{3.22}
\end{equation*}
$$

where $e$ is the error in $H^{1}$-norm, $p$ is the order of the finite element polynomial and called the approximation degree of finite element solution, $k$ is the wavenumber, and $h$ is the length of the element and called the stepsize of the mesh. $\bar{m}$ is the minimum of $p$ and $l$, where $l+1$ is the regularity of the exact solution, meaning that the solution is $l+1$ times differentiable (in the weak sense) $[60] . C_{1}$ and $C_{2}$ are constants depending only upon $p$. The result applies to a domain of unit length. Essentially these results show that there is a local error proportional to some power of $k h$, and a pollution error proportional to $k$ multiplied by some power of $k h$. The latter error must dominate for large wavenumber $k$. Specifically for linear elements, in which $p=1$,

$$
\begin{equation*}
e \leq C_{1}(k h)+C_{2} k(k h)^{2} \tag{3.23}
\end{equation*}
$$

Further numerical experiments indicate that the larger value of $p$ which is taken, then the smaller both errors become for a given number of degrees of freedom. This is hardly surprising since intuitively the higher the order of the polynomial the closer the approximation to the series form of the trigonometrical functions sin and cosine.

In the most realistic wave problems such as acoustics, surface waves on the sea and electromagnetic wave fields, the wavelength is relatively much smaller than other dimensions of the problem such as the domain considered and the radiating or scattering objects in the domain. For such problems it is required to mesh the domain into a large number of small elements satisfying the limitation above $[15,16]$ to achieve a sufficient accuracy. This rapidly increases the size of the problem as the wavelength becomes shorter and makes the amount of computation prohibitive.

### 3.4 Special Wave Finite Element Formulation

### 3.4.1 Partition of Unity Finite Element Method

To address the limitation of the standard finite element formulation for wave problems, Melenk and Babuška [17, 75] proposed a new finite element method named the partition of unity finite element method (PUFEM). In one variant of this, applied to the Helmholtz equation, finite element shape functions incorporating the wave shape are used, as presented in Bettess and Zienkiewicz infinite elements [27, 95] and the Astley wave envelope elements [1, 10]. But the shape functions of Melenk and Babuška, have the innovation that they include multiple wave directions. They demonstrated that the method works for a plane wave propagating through a square mesh of square finite elements, even when the direction of the incident wave was not included in the approximating set of plane waves chosen.

Subsequently Laghrouche and Bettess extended this approach to various finite element types for the solution of the Helmholtz equation and applied them to solve more realistic wave problems such as diffraction problems [67, 71].

The special wave finite elements dealt with in this thesis are the elements developed by Laghrouche and Bettess.

### 3.4.2 Plane Wave Basis Finite Element Formulation

In the special wave finite element formulation, the field variable $\phi$ within an $n$-node finite element is approximated using polynomial shape functions $N_{j}$ and the local functions $\phi_{j}$ to node $j$.

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} N_{j} \phi_{j}=[N]\{\phi\} \tag{3.24}
\end{equation*}
$$

The local functions $\phi_{j}$ are given by a combination of plane waves propagating in different directions.

$$
\begin{equation*}
\phi_{j}=\sum_{l=1}^{m_{j}} A_{j}^{l} \psi_{j}^{l} \tag{3.25}
\end{equation*}
$$

where $\psi_{j}^{l}$ are plane waves, $A_{j}^{l}$ are the coefficients corresponding to each plane wave, and $m_{j}$ is the number of approximating plane waves associated with the node $j$. Then the field variable $\phi$ is denoted by

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} \sum_{l=1}^{m_{j}} N_{j} \psi_{j}^{l} A_{j}^{l} \tag{3.26}
\end{equation*}
$$

These $n \times m_{j}$ unknowns $A_{j}^{l}$, in a sense, represent the amplitudes of the plane waves $\psi_{j}^{l}$ at the node $j$. Using the Bubnov-Galerkin method, the weighting functions also take the form

$$
\begin{equation*}
W_{j}^{l}=\sum_{j=1}^{n} \sum_{l=1}^{m_{j}} N_{j} \psi_{j}^{l} \tag{3.27}
\end{equation*}
$$

where $a_{j}^{l}$ are arbitrary parameters.
In case of two-dimensional problems, plane waves $\psi_{j}^{l}$ are written as

$$
\begin{equation*}
\psi_{j}^{l}=e^{i \mathbf{k} \mathbf{k}_{j}^{l} \cdot \mathbf{r}} \tag{3.28}
\end{equation*}
$$

The position vector $\mathbf{r}$ is given by

$$
\begin{equation*}
\mathbf{r}=x \mathbf{e}_{\mathbf{x}}+y \mathbf{e}_{\mathbf{y}} \tag{3.29}
\end{equation*}
$$

where $x, y$ are the global co-ordinates, and $\mathbf{e}_{\mathbf{x}}, \mathbf{e}_{\mathbf{y}}$ are the unit vectors in the $x$ and $y$
directions, respectively. The position vector $\mathbf{r}$ can be also written

$$
\begin{equation*}
\mathbf{r}=r\left(\cos \alpha \mathbf{e}_{\mathbf{x}}+\sin \alpha \mathbf{e}_{\mathbf{y}}\right) \tag{3.30}
\end{equation*}
$$

where $\alpha$ is the angle of the radial direction measured from the positive $x$ direction in the global co-ordinates,

$$
\begin{align*}
& x=r \cos \alpha  \tag{3.31}\\
& y=r \sin \alpha \tag{3.32}
\end{align*}
$$

The wavenumber vector $\mathbf{k}_{j}^{l}$ is given by

$$
\begin{equation*}
\mathbf{k}_{j}^{l}=k\left(\cos \theta_{j}^{l} \mathbf{e}_{\mathbf{x}}+\sin \theta_{j}^{l} \mathbf{e}_{\mathbf{y}}\right) \tag{3.33}
\end{equation*}
$$

where $\theta_{j}^{l}$ is the angle of a plane wave $\psi_{j}^{l}$ from the positive direction of the global $x$ coordinate. Consequently plane waves $\psi_{j}^{l}$ can be also written by

$$
\begin{equation*}
\psi_{j}^{l}=e^{i k\left(x \cos \theta_{j}^{l}+y \sin \theta_{j}^{l}\right)}=e^{i k r \cos \left(\theta_{j}^{t}-\alpha\right)} \tag{3.34}
\end{equation*}
$$

The scalar variables of $r$ and $k$ are the amplitudes of the vectors $\mathbf{r}$ and $\mathbf{k}_{j}^{l}$, respectively.
In the original work by Melenk and Babuška [75, 17], $m_{j}$, the number of approximating plane waves are the same for all nodes and the approximating plane waves are equally spaced. This treatment appears reasonable if the actual wave direction is unknown. When the approximating plane waves are equally spaced in the two-dimensional plane, $\theta_{j}^{l}$ can be written as

$$
\begin{equation*}
\theta_{j}^{l}=l \frac{2 \pi}{m_{j}} \tag{3.35}
\end{equation*}
$$

where $l=1,2, \cdots, m_{j}$.
However, from an approximating point of view, $m_{j}$ can vary from node to node and the angles $\theta_{j}^{l}$ can be arbitrarily set at each node. These angles can be uniformly distributed or may be carefully chosen. They can also be the same for all nodes of the studied mesh or may vary from one node to another. It has been shown that such systems of plane waves form complete sets of functions for the Helmholtz equation [56, 46]. If the wave solution $\phi$ has a preferred direction, it seems, intuitively to be better, a priori, to cluster the angles $\theta_{j}^{l}$
around that direction. For example, to consider the scattering problem, it is supposed that a certain number of directions should be necessary to solve the wave phenomena in the near field of the scattering objects but it should be possible to decrease the number of waves in the far field where the contribution of the component of the scattered wave in the radial direction is expected to become larger as the distance from the objects becomes further. This has been borne out by numerical experiments by Laghrouche and Bettess [68].

### 3.4.3 New Shape Functions and Unknown Amplitudes

In Equations (3.26) and (3.27), the product of the 'old shape functions' $N_{j}$ and the plane waves $\psi_{j}^{l}$ can be considered as 'new shape functions' corresponding to 'new unknown variables' $A_{j}^{l}$. Then the field variable $\phi$ through an $n$-node finite element can be written in a matrix form by

$$
\phi=[\mathcal{P}]\{\mathcal{A}\}=\left[\begin{array}{lllll}
\mathcal{P}_{1} & \mathcal{P}_{2} & \cdot & \cdot & \mathcal{P}_{n}
\end{array}\right]\left\{\begin{array}{lllll}
\mathcal{A}_{1} & \mathcal{A}_{2} & \cdots & \mathcal{A}_{n} \tag{3.36}
\end{array}\right\}^{T}
$$

where the row matrices of the new shape functions corresponding to the node $j$ are

$$
\mathcal{P}_{j}=\left[\begin{array}{lllll}
P_{j}^{1} & P_{j}^{2} & . & . & P_{j}^{m_{j}} \tag{3.37}
\end{array}\right]
$$

where

$$
\begin{equation*}
P_{j}^{l}=N_{j} \psi_{j}^{l} \tag{3.38}
\end{equation*}
$$

The amplitude vectors $\mathcal{A}_{j}$ at the node $j$ are

$$
\mathcal{A}_{j}=\left\{\begin{array}{lllll}
A_{j}^{1} & A_{j}^{2} & . & . & A_{j}^{m_{j}} \tag{3.39}
\end{array}\right\}
$$

then the potential $\phi$ is given by

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} \sum_{l=1}^{m_{j}} P_{j}^{l} A_{j}^{l} \tag{3.40}
\end{equation*}
$$

### 3.5 Geometry Mapping

The global co-ordinates $x$ and $y$ of each $n$-node finite element are related to the local co-ordinates $\xi$ and $\eta$ using the transformation

$$
\begin{equation*}
x=\sum_{j=1}^{n} M_{j} x_{j} \quad y=\sum_{j=1}^{n} M_{j} y_{j} \tag{3.41}
\end{equation*}
$$

where $x_{j}$ and $y_{j}$ are the nodal co-ordinates and $M_{j}$ are the shape functions for geometry mapping. Let us take $M_{j}$ to be the same as the shape functions for field variable $N_{j}$, which leads to the isoparametric elements.

The Jacobian matrix $J$ which describes the geometry mapping between the local coordinates $\xi, \eta$ and the global co-ordinates $x, y$ is given by

$$
J=\left[\begin{array}{ll}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi}  \tag{3.42}\\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta}
\end{array}\right]=\left[\begin{array}{cc}
\sum_{j=1}^{n} \frac{\partial N_{j}}{\partial \xi} x_{j} & \sum_{j=1}^{n} \frac{\partial N_{j}}{\partial \xi} y_{j} \\
\sum_{j=1}^{n} \frac{\partial N_{j}}{\partial \eta} x_{j} & \sum_{j=1}^{n} \frac{\partial N_{j}}{\partial \eta} y_{j}
\end{array}\right]
$$

and the element of surface $d x d y$ is written using the local co-ordinates and the determinant of Jacobian matrix $|J|$ as follows

$$
\begin{equation*}
d x d y=|J| d \xi d \eta \tag{3.43}
\end{equation*}
$$

### 3.6 Element Matrix

Employing the Bubnov-Galerkin method, leads to

$$
\begin{equation*}
\int_{\Omega}\left([\nabla \mathcal{P}]^{T}[\nabla \mathcal{P}]-k^{2}[\mathcal{P}]^{T}[\mathcal{P}]\right)\{\mathcal{A}\} d \Omega+\int_{\Gamma_{r}}\left(i k-\frac{1}{2 r}\right)\left([\mathcal{P}]^{T}[\mathcal{P}]\right)\{\mathcal{A}\} d \Gamma=\int_{\Gamma_{n}}[\mathcal{P}]^{T} \bar{u} d \Gamma \tag{3.44}
\end{equation*}
$$

Consequently, a set of discrete equations for each element is written as

$$
\begin{equation*}
\left[[\mathbf{K}]-k^{2}[\mathbf{M}]+\left(i k-\frac{1}{2 r}\right)[\mathbf{C}]\right]\{\mathcal{A}\}=\{\mathbf{F}\} \tag{3.45}
\end{equation*}
$$

Components of element matrices are

$$
\begin{align*}
K_{\imath \jmath} & =\int_{\Omega_{e}} \nabla P_{i}^{m} \cdot \nabla P_{j}^{l} d \Omega  \tag{3.46}\\
& =\int_{\Omega_{e}}\left\{\frac{\partial P_{i}^{m}}{\partial x} \frac{\partial P_{j}^{l}}{\partial x}+\frac{\partial P_{i}^{m}}{\partial y} \frac{\partial P_{j}^{l}}{\partial y}\right\} d \Omega  \tag{3.47}\\
M_{\imath \jmath} & =\int_{\Omega_{e}} P_{i}^{m} P_{j}^{l} d \Omega  \tag{3.48}\\
C_{\imath \jmath} & =\int_{\Gamma_{r}} P_{i}^{m} P_{j}^{l} d \Gamma_{e}  \tag{3.49}\\
F_{\imath} & =\int_{\Gamma_{n}} P_{i}^{m} \bar{u} d \Gamma \tag{3.50}
\end{align*}
$$

where $\imath$ and $\jmath$ are integers corresponding to the $m$-th wave at node $i$ and the $l$-th wave at node $j$, respectively, and given by

$$
\begin{gather*}
\imath=\sum_{\ell=1}^{i-1} m_{\ell}+m  \tag{3.51}\\
\jmath=\sum_{\ell=1}^{j-1} m_{\ell}+l \tag{3.52}
\end{gather*}
$$

which are equal to $1,2, \ldots, n_{p}$ and

$$
\begin{equation*}
n_{p}=\sum_{\ell=1}^{n} m_{\ell} \tag{3.53}
\end{equation*}
$$

is the total degree of freedom of the element. $m_{\ell}$ is the number of waves at node $\ell$. The dimension of the element matrix therefore becomes $n_{p} \times n_{p}$.

To evaluate the element matrices, the global derivatives of the new shape functions $P_{r}$ are evaluated from the standard shape functions $N_{j}$ and the trigonometric functions $\psi_{j}^{l}$

$$
\left\{\begin{array}{l}
\frac{\partial P_{j}^{l}}{\partial x}  \tag{3.54}\\
\frac{\partial P_{j}^{l}}{\partial y}
\end{array}\right\}=\left[\left\{\begin{array}{c}
\frac{\partial N_{j}}{\partial x} \\
\frac{\partial N_{j}}{\partial y}
\end{array}\right\}+i k N_{j}\left\{\begin{array}{c}
\cos \theta_{j}^{l} \\
\sin \theta_{j}^{l}
\end{array}\right\}\right] \psi_{j}^{l}
$$

The global derivatives of the standard shape functions are obtained from the local derivatives as follows

$$
\left\{\begin{array}{l}
\frac{\partial N_{j}}{\partial x} \\
\frac{\partial N_{j}}{\partial y}
\end{array}\right\}=\left[\begin{array}{ll}
\frac{\partial \xi}{\partial x} & \frac{\partial \eta}{\partial x} \\
\frac{\partial \xi}{\partial y} & \frac{\partial \eta}{\partial y}
\end{array}\right]\left\{\begin{array}{l}
\frac{\partial N_{j}}{\partial \xi} \\
\frac{\partial N_{j}}{\partial \eta}
\end{array}\right\}=J^{-1}\left\{\begin{array}{c}
\frac{\partial N_{j}}{\partial \xi} \\
\frac{\partial N_{j}}{\partial \eta}
\end{array}\right\}
$$

where $J$ is the Jacobian matrix shown in Equation (3.42).

In the case of the standard finite element model described in Section 3.3, the element matrices for an $n$-node element would be of dimensions $n \times n$ and the unknowns are the nodal values $\phi_{j}, j=1,2, . ., n$. However, the resulting element matrices of special wave finite element derived by this formulation are of dimensions $n_{p} \times n_{p}$, and the unknowns of the problem are the amplitudes $A_{j}^{l}, j=1,2, . ., n$ and $l=1,2, \ldots, m_{j}$. It may appear that this increases the number of degrees of freedom of the nodes, then the dimension of the element matrices, and consequently the dimension of the whole problem. Actually, the element matrices dimension becomes larger unless all $m_{j}$ are equal to 1 . But this special wave finite element can be larger than a wavelength and consequently the number of the elements can be reduced. It will be seen that a significant reduction in the dimensions of the whole problem can usually be achieved [67].

### 3.7 Numerical Examples

Some numerical results from reference [67] by Laghrouche and Bettess are presented in this section to demonstrate the basic features of the special wave finite elements.

### 3.7.1 Melenk's Problem



Figure 3.1: Studied example for plane wave problems [67].

Melenk and Babuška [75, 17] considered the Helmholtz equation on a unit square domain $S=[0,1] \times[0,1]$ with the Robin boundary condition chosen such that the exact


Figure 3.2: Progressive plane wave, real and imaginary parts of the potential at $y / b=15$, $k b=2 \pi, \lambda / b=1[67]$.
solution of the problem is a progressive plane wave of the form

$$
\begin{equation*}
\phi^{i}=e^{i k\left(x \cos \frac{\pi}{16}+y \sin \frac{\pi}{16}\right)} \tag{3.55}
\end{equation*}
$$

The solution to the Helmholtz equation was approximated by a system of plane waves excluding the exact solution of the problem. They studied the effect of the mesh size and the order of the approximation, in terms of the number of plane waves used in the system, when the wavenumber is increased.

Laghrouche and Bettess [67] experimented with the number of the approximating plane waves to obtain a satisfactory accuracy for a progressive plane wave problem using almost the same example as that presented by Melenk and Babuška [75, 17].

The mesh model for the problem is shown in Figure 3.1. The domain considered is the square area of $10 m \times 10 m$ which is divided into a square grid of $11 \times 11$ nodal points so that $10 \times 104$-node bilinear square elements of side length $b=1 m$ fill the studied domain. The boundary condition was given by Robin boundary condition of the form

$$
\begin{equation*}
\frac{\partial \phi}{\partial n}+i k \phi=g \tag{3.56}
\end{equation*}
$$

where

$$
\begin{equation*}
g=i k\left(n_{x} \cos \frac{\pi}{16}+n_{y} \sin \frac{\pi}{16}+1\right) e^{i k\left(x \cos \frac{\pi}{16}+y \sin \frac{\pi}{16}\right)} \tag{3.57}
\end{equation*}
$$

at all boundary nodes on the boundary which encloses the studied domain. The wavenumber $k=2 \pi$, so the wavelength $\lambda=1$. A system of 18 plane waves is used in the approximating solution. This means that a single direction is retained every $20^{\circ}$, so the incident angle of the progressive plane wave at $\pi / 16=11.25^{\circ}$ is not included. To evaluate the element matrices, a Gauss-Legendre integration scheme of 10 points was used in each direction.

The numerical results of the real and imaginary parts of the potential at nodes on the line $y / b=15$ are shown in Figure 3.2 with the analytical solution. Both the interval between nodes $b$ and the wavelength $\lambda$ are the same value 1 , and the numerical results are in good agreement with the analytical solution. This indicates that the limitation of ' 10 degrees of freedom per wavelength' of the standard finite elements discussed in Section 3.3 does not apply the special wave finite elements.

Laghrouche and Bettess [67] also showed a comparison of the computational cost to solve a wave diffraction problem by the standard finite elements and the special wave finite elements. It is possible to simulate short wave problems for a range of wavenumbers without changing the mesh of the computed domain, and the dramatic reduction in the number of degrees of freedom can be obtained. They conclude that the special wave finite elements are highly competitive with the standard finite elements.

### 3.7.2 Influence of Number of the Approximating Plane Waves

Laghrouche and Bettess [67] used the similar progressive plane wave problem to investigate the influence of the number of approximating plane waves. They used the same mesh model shown in Figure 3.1 with the plane wave incident from the angle $\pi / 4$. The incident progressive plane wave was given by

$$
\begin{equation*}
\phi^{i}=e^{i k\left(x \cos \frac{\pi}{4}+y \sin \frac{\pi}{4}\right)} \tag{3.58}
\end{equation*}
$$

and the boundary condition was given by Robin boundary condition of the form

$$
\begin{equation*}
\frac{\partial \phi}{\partial n}+i k \phi=g \tag{3.59}
\end{equation*}
$$



Figure 3.3: Relative error of the potential versus the number of directions of the plane waves system at $x / b=y / b=15[67]$.
where

$$
\begin{equation*}
g=i k\left(n_{x} \cos \frac{\pi}{4}+n_{y} \sin \frac{\pi}{4}+1\right) e^{i k\left(x \cos \frac{\pi}{4}+y \sin \frac{\pi}{4}\right)} \tag{3.60}
\end{equation*}
$$

at all boundary nodes on the boundary which encloses the studied domain. The wavenumber $k=2 \pi$, so the wavelength $\lambda=1$. A Gauss-Legendre integration scheme of 10 points was used in each direction for evaluation of the element matrices. The number of the directions of approximating plane waves varies from 8 to 20 and the directions were equally spaced from the positive global $x$ direction.

In Figure 3.3 [67], the relative error in the real part of the potential defined by

$$
\begin{equation*}
\frac{\Re\left(\phi_{\text {exact }}\right)-\Re\left(\phi_{\text {num }}\right)}{\Re\left(\phi_{\text {exact }}\right)} \tag{3.61}
\end{equation*}
$$

evaluated at the node defined by $x / b=y / b=15$ is shown, where $\Re\left(\phi_{\text {exact }}\right)$ and $\Re\left(\phi_{\text {num }}\right)$ are the real parts of the analytical solution and the numerical results, respectively. The error is about $10^{-2}$ for the cases where 9-12 approximating plane waves are used and then decreases to less than $10^{-6}$ for the cases where 17-20 approximating plane waves are used. Generally the error decreases as the number of the approximating plane waves increases, however it is particularly small when the number of directions is 8 or 16 . In these cases the incident angle of the progressive plane wave is included in the directions of approximating plane waves, which results in exceptionally small error.


Figure 3.4: Number of integration points versus nodal spacing in term of $\lambda$ [67].

### 3.7.3 Influence of Nodal Spacing on Numerical Integration Scheme

In a single special wave finite element, many wavelengths can be contained. When the wavenumber $k$ is large, the integrals required to evaluate the element matrices are highly oscillatory because of the presence of the exponential terms describing plane waves.

Laghrouche and Bettess [67] used Gauss-Legendre numerical integration scheme with up to $120 \times 120$ integration points to evaluate these integrals. They presented the results from a series of numerical experiments to find the minimum number of integration points to obtain satisfactory accuracy. They used the similar progressive plane wave problem to investigate the influence of the number of approximating plane waves. They used the same mesh model shown in Figure 3.1 with the plane wave incident from the angle $\pi / 18$. The incident progressive plane wave was given by

$$
\begin{equation*}
\phi^{i}=e^{i k\left(x \cos \frac{\pi}{18}+y \sin \frac{\pi}{18}\right)} \tag{3.62}
\end{equation*}
$$

which was applied by Dirichlet boundary conditions at all boundary nodes. 18 approximating plane waves are used for all nodes. The wavenumber $k=2 \pi$, so the wavelength $\lambda=1$. Their results is that by increasing the nodal spacing in term of the wavelength the number of the integration points also has to be increased to obtain a wave profile along the line $y / b=15$ with satisfactory accuracy, and the variation seems to be linear as shown in Figure 3.4. They concluded that about 10 integration points for a nodal spacing of $\lambda$, and 30 integration points for a nodal spacing of $5 \lambda$ are required.

### 3.8 Conclusions

The formulation of the special wave finite elements in which the multiple number of plane waves are included in the shape functions are described. Because of this choice of basis functions, a single finite element can contain many wavelengths, unlike standard finite elements. The shape functions contain oscillatory functions but the element matrix can be evaluated using high order Gauss-Legendre integration.

High accuracy can be obtained by the use of special wave finite elements, which is not limited by the ratio of the element size to the wavelength, unlike standard finite elements. Therefore the mesh can remain the same for a wide range of wavenumbers. Generally the error decreases as the number of the approximating plane waves increases. About 10 integration points for a nodal spacing of one wavelength are required to obtain sufficient accuracy.

One drawback of the method is the high order integration of the element matrices. Applying specialised integration schemes could reduce the number of integration points, which will be discussed in the next two chapters.

## Chapter 4

## Semi-analytical integration scheme

## for rectangular and triangular

## special wave finite elements

In this chapter, the the theory for integrating the element matrices for triangular and rectangular special wave finite elements [26] is presented. The results are compared with those obtained using large numbers of Gauss-Legendre integration points for a range of testing wave problems. The results demonstrate that the method gives correct results, which gives confidence in the procedures, and show that large savings in computation time can be achieved. The integration for quadrilateral special wave finite elements, which is more complicated, is dealt with in the next chapter.

### 4.1 Introduction

The theory and the formulation for the special wave finite elements developed by Laghrouche and Bettess $[67,71]$ have been presented in Chapter 3. The special wave finite elements are based on the partition of unity finite element method (PUFEM) proposed by Melenk and Babuška [17, 75]. It can solve short wave problems with a greatly reduced number of active variables. The motivation for the use of these new elements is to escape the limitations of standard finite element procedures for wave problems. However, the integrals required to evaluate the element matrices of the special wave finite elements are highly oscillatory because of the presence of the exponential terms, and the computational cost
of using a conventional numerical integration scheme such as Gauss-Legendre integration becomes relatively expensive.

Let us recall a component of the element matrix

$$
\begin{equation*}
K_{\imath \jmath}-k^{2} M_{\imath \jmath}=\int_{\Omega_{e}}\left\{\nabla P_{i}^{m} \nabla P_{j}^{l}-k^{2} P_{i}^{m} P_{j}^{l}\right\} d \Omega_{e} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{align*}
\imath & =\sum_{\ell=1}^{i-1} m_{\ell}+m  \tag{4.2}\\
\jmath & =\sum_{\ell=1}^{j-1} m_{\ell}+l \tag{4.3}
\end{align*}
$$

and $m_{\ell}$ is the number of approximating plane waves at node $\ell . P_{j}^{l}$ are special shape functions which are products of polynomial shape functions $N_{j}$ and trigonometric functions as written by

$$
\begin{equation*}
P_{j}^{l}=N_{j} \psi_{j}^{l} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{j}^{l}=e^{i k \hat{\mathrm{j}}_{\mathrm{J}} \cdot \mathbf{r}}=e^{i k\left(x \cos \theta_{j}^{l}+y \sin \theta_{j}^{l}\right)} \tag{4.5}
\end{equation*}
$$

describe plane waves propagating in the angle $\theta_{j}^{l}$ at node $j$, and $\hat{\mathbf{e}}_{\mathbf{j}}^{\mathbf{l}}$ is a unit vector in this direction. Therefore Equation (4.1) becomes

$$
\begin{align*}
K_{\imath \jmath} & =k^{2} M_{\imath \jmath}=\int_{\Omega_{e}}\left\{\nabla\left(N_{i} e^{i k \hat{e}_{\mathrm{i}}^{m} \cdot \mathbf{r}}\right) \cdot \nabla\left(N_{j} e^{i k \hat{e}_{\mathrm{j}}^{l} \cdot \mathbf{r}}\right)-k^{2} N_{i} e^{i k \hat{e}_{\mathrm{i}}^{\mathbf{m}} \cdot \mathbf{r}} N_{j} e^{i k \hat{e}_{\mathrm{j}}^{1} \cdot \mathbf{r}}\right\} d \Omega_{e}  \tag{4.6}\\
& =\int_{\Omega_{e}}\left\{\left(\nabla N_{i}+i k N_{i} \hat{e}_{\mathbf{i}}^{\mathbf{m}}\right) \cdot\left(\nabla N_{j}+i k N_{j} \hat{e}_{\mathbf{j}}^{\mathbf{j}}\right)-k^{2} N_{i} N_{j}\right\} e^{i k \hat{e}_{\mathbf{i}}^{m} \cdot \mathbf{r}} e^{i k \hat{e}_{\mathbf{j}}^{\prime} \cdot \mathbf{r}} d \Omega_{e} \tag{4.7}
\end{align*}
$$

Since the wavenumber $k$ may be large, the exponential function in Equation (4.7) may contain many wavelengths. Although this is the great advantage of the method, it causes difficulties when integrating using a conventional numerical integration scheme. Previous authors have resorted to very high order Gauss-Legendre integration when evaluating the above integral. In the examples shown by Laghrouche and Bettess [67] up to 120 by 120 Gauss-Legendre numerical integration is used. So the reduction in the number of active variables, in the system matrix, comes at the price of some computationally intensive numerical integrations over the domain of the elements. The time for these integrations may be comparable with or even exceed the execution time for the system matrix equation
solution. The time required for the integrations over the elements may not be prohibitive problem compared to the solution time of the equation from a practical point of view, as the integrations can easily be parallelised. However the Gauss-Legendre integration scheme assumes that the function to be integrated is of a polynomial form, and it is well known that polynomial representations of trigonometrical functions are not accurate and are also expensive to compute [53]. Indeed it seems completely illogical to develop new types of finite elements specially for short waves, which include a knowledge of wave behaviour, and then to ignore this knowledge, and revert to polynomials, at the integration stage.

The challenge then is to develop better integration methods, which incorporate our knowledge of the plane wave functions. This should drastically reduce the time taken to form the element matrices.

### 4.2 Bi-linear Geometrical Mapping

We introduce the assumption that the local-to-global geometric mapping is a bilinear function of the element co-ordinates, which implies that the edges of the elements are all straight. Higher order mappings could be used, but the integrations would not be exact, which is the case in normal finite elements. For a rectangular or triangular element $E_{t}$, the global cartesian co-ordinates $\mathbf{r}=(x, y)$ are related to the local element co-ordinates $(\xi, \eta)$ by

$$
\begin{equation*}
\mathbf{r}=\mathbf{a}_{\mathbf{t}}+\mathbf{b}_{\mathbf{t}} \xi+\mathbf{c}_{\mathbf{t}} \eta \tag{4.8}
\end{equation*}
$$

where the coefficients $\mathbf{a}_{\mathbf{t}}, \mathbf{b}_{\mathbf{t}}$ and $\mathbf{c}_{\mathbf{t}}$ are vectors in two dimensions. For a quadrilateral element, the $\xi \eta$ term arises as written by

$$
\begin{equation*}
\mathbf{r}=\mathbf{a}_{\mathbf{t}}+\mathbf{b}_{\mathbf{t}} \xi+\mathbf{c}_{\mathbf{t}} \eta+\mathbf{d}_{\mathbf{t}} \xi \eta \tag{4.9}
\end{equation*}
$$

The $\xi \eta$ term complicates the evaluation of the integrals. In this chapter we are firstly concerned with triangular or rectangular finite elements, and then move to quadrilateral finite elements in the next chapter.

In case of rectangular or triangular element, the expression in the curly brackets in Equation (4.7) is a quadratic polynomial in $(\xi, \eta)$. Consequently, the integral in Equation
(4.7) has the form

$$
\begin{equation*}
I=\frac{A_{t}}{\hat{A}} \sum_{p, q=0}^{2} f_{p q i}^{t m l} \int_{\hat{E}} \mathcal{L}_{p q}(\xi, \eta) e^{i k \hat{e}_{\mathfrak{i}}^{\mathrm{m}} \cdot \mathbf{r}} e^{i k \hat{e}_{\mathrm{j}}^{\mathbf{l}} \cdot \mathbf{r}} d \xi d \eta \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{p, q=0}^{2} f_{p q i}^{t m{ }_{j}^{l}} \mathcal{L}_{p q}(\xi, \eta)=\left(\nabla N_{i}+i k N_{i} \hat{\mathbf{e}}_{\mathbf{i}}^{\mathbf{m}}\right) \cdot\left(\nabla N_{j}+i k N_{j} \hat{\mathbf{e}}_{\mathbf{j}}^{\mathbf{l}}\right)-k^{2} N_{i} N_{j} \tag{4.11}
\end{equation*}
$$

$A_{t}$ is the area of finite element $E_{t}$, and $\hat{A}$ is the area of $\hat{E}$, the standard rectangular or triangular element. $\mathcal{L}_{p q}(\xi, \eta)$ is an interpolating polynomial, which takes unit value at an integration point, and is zero at all the others. For rectangular element, and also quadrilateral element discussed in the next chapter, it can be constructed from the product of Lagrange polynomials.

$$
\begin{equation*}
L_{p}(\xi)=\prod_{i=1 \neq p}^{n_{L}}\left(\frac{\xi-\xi_{i}}{\xi_{p}-\xi_{i}}\right) \quad L_{q}(\eta)=\prod_{j=1 \neq q}^{n_{L}}\left(\frac{\eta-\eta_{j}}{\eta_{q}-\eta_{j}}\right) \tag{4.12}
\end{equation*}
$$

where $n_{L}$ is the order of polynomials $L_{p}$ and $L_{q}$. In those cases $\mathcal{L}_{p q}(\xi, \eta)=L_{p}(\xi) L_{q}(\eta)$. The values $f_{p q i}^{t m}{ }_{j}^{m}$ are the coefficients to the interpolating polynomials $\mathcal{L}_{p q}$ and the oscillating functions $\exp \left(i k \hat{\mathbf{e}}_{\mathbf{i}}^{\mathbf{m}} \cdot \mathbf{r}\right) \exp \left(i k \hat{\mathbf{e}}_{\mathbf{j}}^{\mathbf{l}} \cdot \mathbf{r}\right)$ in the integrand. If the same mapping were retained, but higher order interpolation were adopted, the upper limits on $p$ and $q$ would increase.

Substituting Equation (4.3) into Equation (4.10) gives

$$
\begin{equation*}
I=\frac{A_{t}}{\hat{A}} \sum_{p, q=0}^{2} f_{p q i}^{t m l} \int_{\hat{E}} \mathcal{L}_{p q}(\xi, \eta) e^{i k\left\{\left(\hat{e}_{\mathbf{j}}^{\mathbf{l}}+\hat{\mathbf{e}}_{\mathbf{i}}^{m}\right) \cdot \mathbf{a}_{\mathbf{t}}+\left(\hat{\mathbf{e}}_{\mathbf{j}}^{\mathbf{l}}+\hat{\mathbf{e}}_{\mathbf{i}}^{\mathrm{m}}\right) \cdot \mathbf{b}_{\mathbf{t}} \xi+\left(\hat{\mathbf{e}}_{\mathbf{j}}^{\mathbf{j}}+\hat{\mathbf{e}}_{\mathbf{i}}^{\mathrm{m}}\right) \cdot \mathbf{c}_{\mathbf{t}} \eta\right\}} d \xi d \eta \tag{4.13}
\end{equation*}
$$

By introducing notations

$$
\begin{equation*}
C_{t}=k\left(\hat{\mathbf{e}}_{\mathbf{i}}^{\mathbf{m}}+\hat{\mathbf{e}}_{\mathbf{j}}^{\mathbf{l}}\right) \cdot \mathbf{a}_{\mathbf{t}}, \quad F_{t}=k\left(\hat{\mathbf{e}}_{\mathbf{i}}^{\mathbf{m}}+\hat{\mathbf{e}}_{\mathbf{j}}^{\mathbf{j}}\right) \cdot \mathbf{b}_{\mathbf{t}}, \quad G_{t}=k\left(\hat{\mathbf{e}}_{\mathbf{i}}^{\mathbf{m}}+\hat{\mathbf{e}}_{\mathbf{j}}^{\mathbf{l}}\right) \cdot \mathbf{c}_{\mathbf{t}} \tag{4.14}
\end{equation*}
$$

we obtain a typical form of integration given by

$$
\begin{equation*}
I=\frac{A_{t}}{\hat{A}} e^{i C_{t}} \sum_{p, q=0}^{2} f_{p q i}^{t m l} \int_{\hat{E}} e^{i F_{t} \xi} e^{i G_{t} \eta} \mathcal{L}_{p q}(\xi, \eta) d \xi d \eta \tag{4.15}
\end{equation*}
$$

The analysis has now arrived at an integration rule of the following form

$$
\begin{equation*}
w_{p q}(F, G)=\int_{\hat{E}} e^{i F \xi} e^{i G \eta} \mathcal{L}_{p q}(\xi, \eta) d \xi d \eta \tag{4.16}
\end{equation*}
$$

where $F$ and $G$ are constants which are dependent on $k, j, l, i, m$ and $\mathbf{r}$.
For the rectangle, the evaluation of the integration weights is simplified because the integral of products becomes a product of integrals,

$$
\begin{equation*}
w_{p q}(F, G)=\int_{-1}^{+1} e^{i F \xi} L_{p}(\xi) d \xi \int_{-1}^{+1} e^{i G \eta} L_{q}(\eta) d \eta \tag{4.17}
\end{equation*}
$$

Both integrals on the right-hand side are easily evaluated by repeated application of integration by parts. The evaluation of the integration weights for the standard triangle is more complicated. In this case

$$
\begin{equation*}
w_{p q}(F, G)=\int_{0}^{1} \int_{0}^{1-\eta} e^{i F \xi} e^{i G \eta} L_{p}(\xi) L_{q}(\eta) d \xi d \eta \tag{4.18}
\end{equation*}
$$

The inner integral can be evaluated through integration by parts. The outer integral, while complicated, can also be evaluated analytically.

### 4.3 Theory of Numerical Integration

There are many books and papers devoted on the theory of numerical integration. The necessary theory can be read in, for example, Davis and Rabinowitz [42], Hamming[53], or Ralston[82]. The simple procedure adopted here can be summarised as follows:

- Choose a set of integration abscissæ in two dimensions, distributed over the domain of the finite element. In the present case, the integration abscissæ were chosen to be equally spaced in the $\xi$ and $\eta$ directions, and to include abscissæ at the finite element vertices. For the rectangle and quadrilateral the ranges were $-1 \leq \xi \leq 1$ and $-1 \leq \eta \leq 1$, and for triangles $0 \leq \xi \leq 1-\eta$ and $0 \leq \eta \leq 1$. Equal spacing was chosen because it was simple. It may be possible to select optimal locations for the integration points, as in Gauss-Legendre integration. There is a considerable literature on optimal integration abscissæ for example [82, 42, 53]. However this would be almost impossibly difficult and the optimal locations would be different for every value of $F$ and $G$. The number of points selected depends upon highest
powers of $\xi$ and $\eta$ in the element. A bi-linear rectangular element matrix would have highest powers of $\xi^{2} \eta^{2}$, by definition. This necessitates three integration points in each direction giving a total of nine points. In general if the highest power of $\xi$ and $\eta$ is $n_{L}$, then $\left(n_{L}+1\right)^{2}$ points will be needed. A bi-quadratic element would need 25 integration points.
- The Lagrange polynomials for each integration point are set up using the classical formula for such polynomials, [82,53], in both $\xi$ and $\eta$ directions. The polynomials for each point in the $\xi$ and $\eta$ directions are found and multiplied together. This is for the rectangle and quadrilateral. The corresponding polynomials are also available for triangles [99]. The next step is to integrate each polynomial over the domain of the element.
- Integrate analytically the product of the Lagrange polynomial and the wave functions over the domain of the finite element, as seen in Equations (4.17) and (4.18) for the rectangle and triangle respectively, to give the weights.

All these operations are ideal for being performed by a computer algebra program. The integration by parts, in two variables, gives rise to a very large number of terms, which are difficult to evaluate by hand. But because they are routine and standardised they are ideal for computer algebra packages. The existence of special cases when $F \rightarrow 0$ and $G \rightarrow 0$ further complicates the manipulations.

### 4.4 Integration Scheme Logic

Unlike conventional integration schemes, in which the same integration weights are used for all the terms evaluated at a given integration point, in this case each pair of wave directions requires a different, complex, weight. There is a significant overhead of storage and computation in evaluating and storing these integration weights. However it is still economical compared with conventional Gauss-Legendre integration.

The procedure is as follows. For the finite element all the directions at each node are assembled in a list. A simple example in which nodes $1,2,3$ and 4 have $3,2,5$ and 3 directions respectively, is shown below:

- Node 1: $\theta_{1}^{1}, \theta_{1}^{2}, \theta_{1}^{3}$,
- Node 2: $\theta_{2}^{1}, \theta_{2}^{2}$,
- Node 3: $\theta_{3}^{1}, \theta_{3}^{2}, \theta_{3}^{3}, \theta_{3}^{4}, \theta_{3}^{5}$
- Node 4: $\theta_{4}^{1}, \theta_{4}^{2}, \theta_{4}^{3}$
where $\theta_{j}^{l}$ denotes the $l$-th wave direction at node $j$.
Let the total number of wave directions in an element be $n_{p}$. In the above example there is a total of 13 wave directions. For each pair of directions, that is for $n_{p} \times\left(n_{p}+1\right) / 2$ cases the integration weights are evaluated by a call to a fortran subroutine. In the example above hence $13 \times 14 / 2=91$ cases. The active arguments are the dimensions of the rectangular elements, $b_{x}$ and $b_{y}$, and the exponents $F$ and $G$, which are evaluated from Equation (4.14) from the wave number and wave directions. The integration weights are stored in a large array of dimension $n_{p} \times n_{p} \times\left(n_{L}+1\right) \times\left(n_{L}+1\right)$, where $n_{L}$ is the highest power of $\xi$ and $\eta$ encountered. $n_{L}=5$ is an appropriate value, if bi-quadratic elements are used. The weights are evaluated prior to the main integration loops.

Each integration loop is more complex than the conventional Gauss-Legendre type integration, because as well as the main loops over all the integration points in the $\xi$ and $\eta$ directions, it is also necessary to have inner loops over all wave directions. However the total number of multiplications of terms to evaluate the weighted residual is no larger, it is simply partitioned into smaller sections which use different weights. Moreover some terms in the shape function and the derivatives are now present by implication, and not explicitly, so that the formation of the terms corresponding to a single integration point requires less effort than for Gauss-Legendre integration. And, of course, there are, in general, far fewer integration points. In very general terms the logic is as follows:

```
For all \xi integration points do
    For all }\eta\mathrm{ integration points do
        For all i wave directions do
            For all j wave directions do
                    Form contribution to element matrix at this
                    integration point for these directions
                    Multiply by weight for this point and these directions
            end do
        end do
    end do
end do
```


### 4.5 Example Comparisons

Consider a special wave finite element with 36 wave directions at each node and 9 nodes, using 100 by 100 Gauss Legendre integration. At each Gauss point three inner products of shape functions and the derivatives have to be formed to form the contribution to the element matrix. The size of the inner products is number of nodes multiplied by the number of wave directions, that is $36 \times 9=324$. Hence the number of floating point multiplications is

$$
100 \times 100 \times 3 \times 324 \approx 10,000,000
$$

In the case of 5 by 5 set of integration points, the total number of floating point multiplications is

$$
5 \times 5 \times 3 \times 324 \approx 25,000
$$

So provided the number of operations in evaluating the integration weights is less than $9 \times 10^{7}$, the forming of the integration weights is worthwhile. That is we can afford up to five million floating point multiplications in evaluating the weights for each integration point. With 36 possible directions and $36 \times 37 / 2 \approx 670$ combinations, even 500 floating point multiplications for each of these, is still worth while. In practice it is often possible to remain well below that figure.

### 4.6 Rectangular Finite Elements

### 4.6.1 Theory

In this case the relation between the local $\xi, \eta$ and global $x, y$ co-ordinates given in Equation (4.8) simply becomes

$$
\begin{equation*}
x=\frac{b_{x}}{2}(1-\xi) \quad y=\frac{b_{y}}{2}(1-\eta) \tag{4.19}
\end{equation*}
$$

where $b_{x}$ and $b_{y}$ are the dimensions of the rectangular element in the $x$ and $y$ directions respectively. The resulting integral is given above as Equation (4.17). As indicated the two integrations in the $\xi$ and $\eta$ directions can now be carried out in sequence. Now consider

Table 4.1: Different cases for rectangular element.

| Cases | $F$ | $G$ |
| :---: | :---: | :---: |
| 1 | $\neq 0$ | $\neq 0$ |
| 2 | $\approx 0$ | $\neq 0$ |
| 3 | $\neq 0$ | $\approx 0$ |
| 4 | $\approx 0$ | $\approx 0$ |

the simplest case, when $p=0$. The integral in the $\xi$ direction is simply

$$
\begin{equation*}
\int e^{i F \xi} d x=\frac{-i e^{i F \xi}}{F}+C \tag{4.20}
\end{equation*}
$$

and integrals of terms containing higher order polynomials can be found by integrating by parts. A difficulty arises since it is possible for $F$ to take the value 0 . In this case the integral given in Equation (4.20) above must be evaluated using l'Hôpital's rule. If $F$ is small then numerical evaluations based on the Equation (4.20) would also be inaccurate. In such cases it is therefore necessary to adopt a series form for the exponential. This can be integrated term by term. A total of four special cases arises as indicated in Table 4.1.

When the absolute value of $F$ is below some set value, $\epsilon$, the function $\exp (i F \xi)$, is replaced by the truncated series

$$
\begin{equation*}
e^{i F \xi} \approx \sum_{j=0}^{N} \frac{(i F \xi)^{j}}{j!} \tag{4.21}
\end{equation*}
$$

where $N$ denotes the number of terms retained in the approximation. This can be adjusted, using the value $\epsilon$, so that the truncation error in the series is of the order of machine accuracy. The integral of the series in Equation (4.21) is well behaved as $F \rightarrow 0$, and so a seamless transition between the integrated form for the exponential and the series should be achieved. A similar consideration applies in the case $G \rightarrow 0$.

### 4.6.2 Numerical Results for Rectangular Element

A program was written which would generate the element matrices using the special integration rules developed here, or many Gauss-Legendre integration points. The element matrices obtained in this way were compared with each other. It was expected that the special integration rule would generate the element matrix accurately, irrespective of the
wavenumber, $k$, whereas the Gauss-Legendre integration scheme would only be accurate if a sufficiently large number of integration points were used. This proved to be the case.

The comparison between the semi-analytical integration and the Gauss-Legendre integration scheme was carried out as follows. The squares of the absolute values of the differences were summed for every term in the two matrices and then divided by the sum of the squares of the absolute values of the terms in the matrix obtained by semi-analytical integration.

$$
\begin{equation*}
\text { error }=\sqrt{\left(\sum_{i=1}^{n_{p}} \sum_{j=1}^{n_{p}}\left|\mathcal{K}_{i j}^{g l}-\mathcal{K}_{i j}^{s a}\right|^{2}\right) /\left(\sum_{i=1}^{n_{p}} \sum_{j=1}^{n_{p}}\left|\mathcal{K}_{i j}^{s a}\right|^{2}\right)} \tag{4.22}
\end{equation*}
$$

where $\mathcal{K}^{g l}$ and $\mathcal{K}^{s a}$ are the element matrices obtained by Gauss-Legendre integration and semi-analytical integration, respectively, $n_{p}$ is the total number of degrees of freedom in the element. This error is plotted in Figure 4.1.

The element was square, with length of side $2 h^{\prime}$. The program was run for a range of $k h^{\prime}$ values between 4 and 140, and for a range of conventional Gauss-Legendre integration points between 1 and 120 . Values of $k h^{\prime}=4$ and $k h^{\prime}=140$ approximately correspond to 1.27 and 44.5 wavelengths in an element.

Since the semi-analytical integration should be independent of the wavelength, (apart from the issue of rounding errors at very high values of $k$ ), we can predict the behaviour of the results. We should expect the difference between the semi-analytical integrated value for the element matrix, and the numerically integrated value to be small for small values of $k$. As $k$ increases we should expect the difference, or error, to increase, when the Gauss-Legendre integration scheme no longer has sufficient integration points to resolve the wave details. This is exactly what happens.

Figure 4.1 shows a plot of the error against the wavenumber, $k$, for a range of numbers of integration points. The semi-analytical and numerical errors increase at a value of $k$, which increases with the number of integration points. For very low numbers of integration points, between 1 and 10 , the element matrix is not resolved at all with any acceptable accuracy. For numbers of points greater than 10 , the error is around $10^{-7}$, to $10^{-6}$, until the wavenumber increases to a value at which the number of integration points cannot resolve the wave details. Then as the wavenumber increases there is a rapid rise in the RMS error, which then plateaus at absurd and unacceptable values of about $10^{3}$. For example this transition takes place for 100 integration points, for $k$ just below 100. For


Figure 4.1: RMS errors in the element matrix, as a function of wavenumber and number of integration points.
the results shown, four directions per node were used. Although the results are not shown, the program was also run for a range of different wave directions, and also for the special cases of $F \approx 0, G \approx 0$ and $F \approx G \approx 0$ shown in Table 4.1. No significant differences in the results were observed.

### 4.6.3 Tests and Timing Results for Rectangular Element

The two programs were used to evaluate the element matrices. Of course this is a subjective comparison, since one type of element may be coded more efficiently than the other. The speed-ups varied with the wave length, as shown in Figure 4.2. The time taken to integrate the element matrix semi-analytically has been evaluated using timing routines. This is denoted as $T_{s a}$. The time to integrate the element matrix numerically has been similarly denoted $T_{g l}$. The ratio of these two times has been termed, for brevity, 'Ratio of analytical to numerical times for element matrix integration', $T_{s a} / T_{g l}$. In Figure 4.2 this time is plotted as a function of the number of Gauss-Legendre integration points in $\xi$ and $\eta$ directions. It demonstrates that the semi-analytical integration scheme gives a considerable benefit, especially for shorter wave lengths. The break-even point is for 10 by 10 Gauss-Legendre integration, which corresponds, roughly, to one wavelength in each direction in the special wave finite element. For 120 by 120 integration, the advantage


Figure 4.2: Ratio of analytical to numerical times for element matrix integration, $T_{s a} / T_{g l}$, as a function of number of integration points.
of the semi-analytical integration is a speed-up factor of about $10^{2}$. This is the sort of zone in which the advantages of the special wave finite elements are particularly felt. It should also be noted that no special efforts have been made to 'tweak' the integration code produced by Maple to be optimal. In general, although the code produced by Maple is adequate, it is not particularly efficient. Variables are often defined repeatedly. Also internal symmetries in the calculation of the integration weights have not been exploited. For these, and other reasons, it is felt that the speed-ups shown, are the minimum which can be expected from such techniques. (Fortran code produced by Mathematica was much worse than that produced by Maple.)

### 4.6.4 Numerical Example: Evanescent modes

In order to test the rectangular element integration schemes on a realistic and non-trivial problem the so-called evanescent mode problem was solved in the interior of a rectangular domain. While the comparisons given in Figure 4.1 are useful, because of the illconditioned nature of the matrices generated by these elements it is essential to test the element matrices on a real problem. The solution to this problem is given by Morse and Feshback [77], who demonstrate that the Helmholtz equation can be separated into two equations. By setting

$$
\begin{equation*}
\phi=X(x) Y(y) \tag{4.23}
\end{equation*}
$$

the Helmholtz equation becomes

$$
\begin{equation*}
\frac{1}{X} \frac{d^{2} X}{d x^{2}}+\frac{1}{Y} \frac{d^{2} Y}{d y^{2}}+k^{2}=0 \tag{4.24}
\end{equation*}
$$

$k$ is the wavenumber, given by $k=2 \pi / \lambda$, where $\lambda$ is the wavelength. After some manipulation this leads to a solution of the form

$$
\begin{equation*}
\phi=e^{\left(i \alpha x+y \sqrt{\alpha^{2}-k^{2}}\right)} \tag{4.25}
\end{equation*}
$$

where the constant $\alpha^{2}$ is called the separation constant. For values of $\alpha$ smaller than $k$, the conventional plane wave propagating in a direction defined by the two $x$ and $y$ components is obtained. But if $\alpha>k$, the behaviour in the $y$ direction is exponential, and the apparent wavelength in the $x$ direction is given by $2 \pi / \alpha$, and is therefore less than the true wavelength, given by $2 \pi / k$. Since the solution in this case has a different wavelength from that assumed in the special element shape functions it is a searching test of the approach. The solution can be further generalised by rotating it through an angle $\beta$. The most general form is therefore

$$
\begin{equation*}
\phi=a_{0} e^{\left(i \alpha s+t \sqrt{\alpha^{2}-k^{2}}\right)} \tag{4.26}
\end{equation*}
$$

where in the usual notation, with $\beta$ being the angle of rotation of the wave field

$$
\left\{\begin{array}{l}
s  \tag{4.27}\\
t
\end{array}\right\}=\left[\begin{array}{cc}
\cos \beta & \sin \beta \\
-\sin \beta & \cos \beta
\end{array}\right]\left\{\begin{array}{l}
x \\
y
\end{array}\right\}
$$

The boundary condition applied on all four boundaries is the Robin boundary condition [67]

$$
\begin{equation*}
\frac{\partial \phi}{\partial n}+i k \phi=g \tag{4.28}
\end{equation*}
$$

where $g$ is the known solution, derived from Equations (4.26) and (4.27) above, and $n$ is the outward normal.

For the numerical solutions, the domain is $0 \leq x \leq 12,0 \leq y \leq 1.2$. The problem is first solved for the parameters $k=1, \alpha=1.5$ and $\beta=30^{\circ}$. For this case a mesh of 4 by 4 equal sized rectangular elements were used, with 8 wave directions at each node. Figure 4.3 shows the real part of the analytical solution for the evanescent mode.


Figure 4.3: Real part of the rotated evanescent mode, for $k=1, \alpha=1.5$ and $\beta=30^{\circ}$, in the domain $0 \leq x \leq 12,0 \leq y \leq 1.2$.


Figure 4.4: Real and imaginary parts of potentials for the rotated evanescent mode, for $k=1, \alpha=1.5$ and $\beta=30^{\circ}$, along the centre-line of the domain, $y=0.6$.

The real and imaginary potential along the centre line of the domain, $y=0.6$ is plotted in Figure 4.4, for analytical, and the numerically integrated and the semi-analytically integrated rectangular elements. Figure 4.5 shows the difference between numerical results and analytical solution as the error in the finite element solutions along the same line.

The same evanescent modes problem is next solved for the parameters $k=3, \alpha=5$ and $\beta=10^{\circ}$. The same element mesh was used as before but with 24 wave directions


Figure 4.5: Real and imaginary errors in potentials of the rotated evanescent mode, for $k=1, \alpha=1.5$ and $\beta=30^{\circ}$, along the centre-line of the domain, $y=0.6$.


Figure 4.6: Real part of the rotated evanescent mode, for $k=3, \alpha=5$ and $\beta=10^{\circ}$, in the domain $0 \leq x \leq 12,0 \leq y \leq 1.2$.
at each node. Figure 4.6 shows the real part of the analytical solution for the evanescent mode. For the numerical solutions Robin boundary conditions are used. The real and imaginary potential along the centre line of the domain, $y=0.6$ is plotted in Figure 4.7, for analytical, and the numerically integrated and the semi-analytically integrated rectangular elements. Figure 4.8 shows the difference between numerical results and analytical solution as the errors in the finite element solutions along the same line. The results are


Figure 4.7: Real and imaginary parts of potentials for the rotated evanescent mode, for $k=3, \alpha=5$ and $\beta=10^{\circ}$, along the centre-line of the domain, $y=0.6$.


Figure 4.8: Real and imaginary errors in rotated evanescent mode, for $k=3, \alpha=5$ and $\beta=10^{\circ}$, potentials along the centre-line of the domain, $y=0.6$.
encouraging. Aside from the generally acceptable accuracy of the results, they demonstrate that the results from the numerically integrated elements and the semi-analytically integrated elements are virtually identical. This gives confidence in the scheme for the rectangular element.

### 4.7 Triangular Finite Elements

### 4.7.1 Theory



Figure 4.9: Partial areas for area co-ordinates of triangular elements.

Table 4.2: Different cases for triangular element.

| Cases | $F$ | $G$ | $F-G$ |
| :---: | :---: | :---: | :---: |
| 1 | $\neq 0$ | $\neq 0$ | $\neq 0$ |
| 2 | $\neq 0$ | $\neq 0$ | $\approx 0$ |
| 3 | $\neq 0$ | $\approx 0$ | $\neq 0$ |
| 4 | $\approx 0$ | $\neq 0$ | $\neq 0$ |
| 5 | $\approx 0$ | $\approx 0$ | $\approx 0$ |

The integral for the weights for integration over the triangular finite element is given above as Equation (4.18). The local co-ordinates $\xi$ and $\eta$ can be identified with the area co-ordinates $\bar{L}_{2}$ and $\bar{L}_{3}$ of the triangle respectively, as is well known, and is shown in Figure 4.9.

$$
\begin{equation*}
\bar{L}_{1}=\bar{A}_{1} / \bar{A} \quad \bar{L}_{2}=\bar{A}_{2} / \bar{A} \quad \bar{L}_{3}=\bar{A}_{3} / \bar{A} \quad \bar{L}_{1}+\bar{L}_{2}+\bar{L}_{3}=1 \quad \xi \equiv \bar{L}_{2} \quad \eta \equiv \bar{L}_{3} \tag{4.29}
\end{equation*}
$$

Because of the limits of integration for the triangle, another special case arises corresponding to that mentioned after Equation (4.18). The case of $F \approx G$ must be considered. Terms of the form $\exp [i(F-G) \eta]$ must then be replaced by the equivalent series. This gives a total of five special cases, listed in Table 4.2.

The polynomials for the triangle must be evaluated in terms of local area, or $\xi, \eta$ co-ordinates, using expressions which are in standard textbooks [99], and which will not be repeated here. The integration points are chosen to be regularly spaced in $\xi$ and $\eta$.

### 4.7.2 Numerical Example: Scattering Problem

The problem considered consists of a rigid circular cylinder of unit radius. The finite element mesh extends from $r=1$ to $r=5$. The mesh is regular, with 36 sectors, each


Figure 4.10: Mesh model using triangular finite elements for scattering problem. Inner radius 1 , outer radius 5 .
subtending $10^{\circ}$. Each sector is modelled using 8 linear triangular elements. (Linear in the sense that the underlying shape function is linear.) The mesh is shown in Figure 4.10.

Figure 4.11 shows the results for plane waves scattered by the cylinder, for $k=4$, where $k$ is the wavenumber. All the waves considered are incident from the negative $x$ direction, that is from $\theta=180^{\circ}$ and $r \rightarrow \infty$. They progress towards $\theta=0^{\circ}$ and $r \rightarrow \infty$. All incident waves have unit amplitude. The numerically integrated elements use a Gauss-Legendre integration scheme involving 8 integration points in two directions. (This unsymmetrical scheme is not entirely satisfactory, but we had no access to higher triangular integration schemes.) The elements on the boundary, used to implement the boundary conditions were integrated using 40 Gauss-Legendre integration points, and so the order of quadrature should not influence the results, as it is so much higher than the minimum requirement. Plane damper boundary conditions were used, since they are simple to implement, and the present investigation is to determine the accuracy of the elements. Both numerically integrated and semi-analytically integrated elements use 8 equally spaced wave directions, i.e., $0^{\circ}, 45^{\circ}, \cdots, 315^{\circ}$.

Figure 4.12 shows the difference between numerical results and analytical solution as the errors in the real and imaginary parts of the complex wave potential as a function of the angle around the cylinder. The results demonstrate that there are virtually no differences between the values obtained by the analytically integrated and numerically integrated elements.

Figure 4.13 shows the results for plane waves scattered by the cylinder, for $k=16$. The numerically integrated elements use a_Gauss-Legendre integration scheme involving 24 integration points in two directions. The same arrangement as before served for boundary


Figure 4.11: Real and imaginary parts of scattered potentials along the circumference of the cylinder, for $k=4$.


Figure 4.12: Difference from analytical solution in real and imaginary parts of scattered potential along the circumference of the cylinder, for $k=4$.
elements and plane damper boundary conditions were again used. Both numerically integrated and semi-analytically integrated elements use 18 equally spaced wave directions, for this shorter wave problem i.e., $0^{\circ}, 20^{\circ}, \cdots, 340^{\circ}$.

Figure 4.14 shows the difference between numerical results and analytical solution as


Figure 4.13: Real and imaginary parts of scattered potentials along the circumference of the cylinder, for $k=16$.


Figure 4.14: Difference from analytical solution in real and imaginary parts of scattered potential along the circumference of the cylinder, for $k=16$.
the errors in the real and imaginary parts of the complex wave potential as a function of the angle around the cylinder. The results demonstrate that there are virtually no differences between the values obtained by the analytically integrated and numerically integrated elements. For this single example the relative execution times for the formation of the

Table 4.3: Comparison of relative timing.

|  | Element <br> Matrix <br> Formation | System <br> Matrix <br> Solution |
| :---: | :---: | :---: |
| Numerical Elements | 14.7377 | 1.0000 |
| Semi-analytical Elements | 0.9836 | 1.0000 |

element matrices and the solution of the finite element equations normalised by the time to solve the system matrix are shown in Table 4.3. In the case of the numerically integrated 24 by 24 integration point elements, the time to form the element matrices was about 15 times of the time to solve the system matrix. That for the semi-analytically integrated elements was almost the same as the system matrix solution time. Too much should not be read into one set of figures, but they do indicate that the time for the formation of the element matrices can be brought broadly into line with the time for the solution of the system matrix, which indicates that the method should be competitive. The figure for the semi-analytical integrations should be independent of wavelength. If the criterion of 10 nodes per wavelength, for wave modelling, is used a regular mesh would require 101,859 nodes, and an unstructured mesh 48,892 nodes. This assumes that pollution would not play a role, which might well be optimistic in a problem with over 12 wavelengths in the radial direction. In the present model, with 180 nodes, and 18 directions per node, the total number of degrees of freedom is 3,240 . This gives a factor of reduction of number of degrees of freedom for the unstructured mesh of roughly 15 , and for the structured mesh roughly 31 . It is likely that the number of nodes in the present mesh could be reduced if an iso-parametric version of these elements, (which could model more accurately the curved cylinder), were developed, since the nodal spacing circumferentially is much closer than in the radial direction.

### 4.8 Conclusions

Methods for integrating semi-analytically the element matrices arising from the new schemes of special wave finite elements for the solution of the Helmholtz equation in two dimensions has been presented. The new integration schemes have a number of special cases due to the combination of constants in the exponent of the exponential functions included in the
special shape functions. There are three and four special cases in the cases of rectangular elements and the triangular elements, respectively. In the most general cases, the integration can be dealt with quite simply in an analytical way. In the other special cases, the analytical expression of the integrals were obtained using Taylor's expansion.

The results show that the integration schemes give results which are hardly distinguishable from those obtained using very large numbers of conventional Gauss-Legendre integration points. As expected the element matrix integrations appear to be independent of the wavenumber, as shown by testing. For larger wavenumbers the semi-analytical integrations lead to large savings in execution times, by factors which increase with increasing wavenumber. Preliminary results for some classical wave problems demonstrate that these savings seem to be achieved without any loss of accuracy. At any rate for the elements of simpler geometry, semi-analytical integration seems to be a very promising way forward.

## Chapter 5

## Semi-analytical integration scheme for quadrilateral special wave

## finite elements

Following the semi-analytical integration scheme for rectangular and triangular special wave finite elements presented in Chapter 4, the theory for integrating the element matrices for quadrilateral special wave finite elements [92] is presented in this chapter.

### 5.1 Theory

### 5.1.1 Basic Form of Integration

In the case of the bi-linear quadrilateral the Jacobian of the mapping from local to global co-ordinates is no longer constant. The integrations will therefore only be approximate. However, it is possible to follow the same procedures as before. An additional term to those of Equations (4.14) is introduced,

$$
\begin{equation*}
H_{t}=k\left(\hat{\mathbf{e}}_{\mathbf{j}}^{\mathbf{j}}+\hat{\mathbf{e}}_{\mathbf{i}}^{\mathbf{m}}\right) \cdot \mathbf{d}_{\mathbf{t}} \tag{5.1}
\end{equation*}
$$

In this case, the relation between the local co-ordinates $\xi, \eta$ and the global co-ordinates $x, y$ is bi-linear, and can be written as

$$
x=\alpha_{0}+\alpha_{1} \xi+\alpha_{2} \eta+\alpha_{3} \xi \eta
$$

$$
\begin{equation*}
y=\beta_{0}+\beta_{1} \xi+\beta_{2} \eta+\beta_{3} \xi \eta \tag{5.2}
\end{equation*}
$$

where the local co-ordinates $\xi$ and $\eta$ cover a square domain $-1 \leq \xi \leq 1,-1 \leq \eta \leq 1$. $\alpha$ 's and $\beta$ 's are real coefficients. The same methodology used for triangular elements is applied, although it is not exact but only approximate because the Jacobian is not constant for quadrilateral elements. The expressions for the weights become

$$
\begin{equation*}
w_{p q}(F, G, H)=\int_{\hat{E}} e^{i F \xi} e^{i G \eta} e^{i H \xi \eta} \mathcal{L}_{p q}(\xi, \eta) d \xi d \eta \tag{5.3}
\end{equation*}
$$

This corresponds to Equation (4.16) for a rectangular or triangular element. In the integral of Equation (5.3), the difficulties arise from the presence of the $\xi \eta$ term. However, the integrals, while complicated, can be carried out. In the quadrilateral, there are three constants, $F, G$ and $H$, and a total of twelve special cases arise, corresponding to these values being zero or non-zero, and to $F$ or $G$ being approximately equal to $H$, which again causes a problem. When $H$ is non-zero, the weights involve the exponential integral, $\mathrm{Ei}(x)$. This function is not supplied in Fortran, and so it was evaluated in our code in two separate ways. The first method was using the code from Numerical Recipes[81]. The second was by using a code written by Bulirsch [28] and modified by Clark [37]. This code uses Chebychev coefficients to evaluate the Cosine and Sine integrals. Polynomials are evaluated using Clenshaw's algorithm. The values for $\operatorname{Ei}(x)$ obtained from the two codes were checked against each other and against values evaluated to arbitrary precision by Maple.

The evaluation of integration of weights takes the form

$$
\begin{equation*}
w_{p q}(F, G, H)=\int_{-1}^{1} \int_{-1}^{1} e^{i F \xi} e^{i G \eta} e^{i H \xi \eta} \mathcal{L}_{p q}(\xi, \eta) d \xi d \eta \tag{5.4}
\end{equation*}
$$

and general term in Equation (5.4) can thus be written as

$$
\begin{equation*}
w_{p q}{ }^{\prime}=\int_{-1}^{1} \int_{-1}^{1} \xi^{n} \eta^{m} e^{i F \xi} e^{i G \eta} e^{i H \xi \eta} d \xi d \eta \tag{5.5}
\end{equation*}
$$

where $n$ and $m$ are integers from 0 to the orders of the polynomials of original shape functions in the $\xi$ direction and the $\eta$ direction, respectively. The integral of any polynomial can be composed from a linear combination of such integrals.

In the integral of Equation (5.5), the difficulties arise from the presence of the $\xi \eta$
term which makes the quadrilateral case more difficult than rectangles and triangles. Also there are cases which need special treatments for numerical calculation depending on the exponent of $e$ in the integration with respect to $\xi$ or $\eta$. As seen in Equation (5.5), $F \pm H \eta$ or $G \pm H \xi$ can be considered as the coefficients of $\xi$ or $\eta$ in the exponent of $e$ respectively, and it can be expected that the numerical calculation will fail or become inaccurate when these coefficients are zero or close to zero. On the other hand, when $H$ is zero Equation (5.5) has no $\xi \eta$ term and this case must be treated separately to avoid numerical inaccuracy.

As a consequence of the above issues, one general case and twelve special cases can be distinguished. They are tabulated in Table 5.1, in which where there is a dash in the table, then the value of the constant is immaterial if the other conditions specified with $\approx 0$ and $\neq 0$ in the same row are satisfied.

Table 5.1: Different cases for quadrilateral element.

| Cases | $H$ | $F$ | $G$ | $F-H$ | $F+H$ | $G-H$ | $G+H$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\neq 0$ | - | - | $\neq 0$ | $\neq 0$ | $\neq 0$ | $\neq 0$ |
| 2 | $\approx 0$ | $\neq 0$ | $\neq 0$ | - | - | - | - |
| 3 | $\approx 0$ | $\approx 0$ | $\neq 0$ | - | - | - | - |
| 4 | $\approx 0$ | $\neq 0$ | $\approx 0$ | - | - | - | - |
| 5 | $\approx 0$ | $\approx 0$ | $\approx 0$ | - | - | - |  |
| 6 | $\neq 0$ | - | - | $\approx 0$ | $\neq 0$ | $\neq 0$ | $\neq 0$ |
| 7 | $\neq 0$ | - | - | $\neq 0$ | $\approx 0$ | $\neq 0$ | $\neq 0$ |
| 8 | $\neq 0$ | - | - | $\neq 0$ | $\neq 0$ | $\approx 0$ | $\neq 0$ |
| 9 | $\neq 0$ | - | - | $\neq 0$ | $\neq 0$ | $\neq 0$ | $\approx 0$ |
| 10 | $\neq 0$ | - | - | $\approx 0$ | $\neq 0$ | $\approx 0$ | $\neq 0$ |
| 11 | $\neq 0$ | - | - | $\approx 0$ | $\neq 0$ | $\neq 0$ | $\approx 0$ |
| 12 | $\neq 0$ | - | - | $\neq 0$ | $\approx 0$ | $\approx 0$ | $\neq 0$ |
| 13 | $\neq 0$ | - | - | $\neq 0$ | $\approx 0$ | $\neq 0$ | $\approx 0$ |

### 5.1.2 General Case 1

In this section, the procedure to integrate over the element for the most general case where

- $H \neq 0, F \pm H \neq 0, G \pm H \neq 0$
is discussed.
Equation (5.5) is modified by collecting the terms in $\xi$ into the form

$$
\begin{equation*}
w_{p q}^{\prime}=\int_{-1}^{1} \eta^{m} e^{i \eta G}\left\{\int_{-1}^{1} \xi^{n} e^{i \xi(F+H \eta)} d \xi\right\} d \eta \tag{5.6}
\end{equation*}
$$

The integration with respect to $\xi$ can be written as

$$
\begin{equation*}
\int_{-1}^{1} \xi^{n} e^{i \alpha \xi} d \xi \tag{5.7}
\end{equation*}
$$

where $\alpha=F+H \eta$. Note that $n \geq 0$. When $\alpha \neq 0$, the integration is simply carried out by using integration by parts

$$
\begin{equation*}
\int \xi^{n} e^{i \alpha \xi} d \xi=\frac{e^{i \alpha \xi}}{i \alpha} \sum_{k=0}^{n}(-1)^{k} \frac{n!\xi^{n-k}}{(n-k)!(i \alpha)^{k}} \tag{5.8}
\end{equation*}
$$

and then Equation (5.6) becomes

$$
\begin{equation*}
w_{p q}{ }^{\prime}=\int_{-1}^{1} \eta^{m} e^{i \eta G} \sum_{k=0}^{n}\left\{\frac{i^{k-1} n!}{(n-k)!} \frac{e^{i \alpha}}{\alpha^{k+1}}-(-1)^{n-k} \frac{i^{k-1} n!}{(n-k)!} \frac{e^{-i \alpha}}{\alpha^{k+1}}\right\} d \eta \tag{5.9}
\end{equation*}
$$

The first term in the summation corresponds to the upper limit of the integration with respect to $\xi$, and the second term corresponds to the lower limit of $\xi$. Then the integration with respect to $\alpha$ instead of $\eta$ will be considered. When $H \neq 0, \eta$ is written with $\alpha$ as

$$
\begin{equation*}
\eta=\frac{\alpha-F}{H} \tag{5.10}
\end{equation*}
$$

By using this relationship, Equation (5.9) is transformed into the form

$$
\begin{align*}
w_{p q}^{\prime}= & \frac{e^{i F} e^{-i \frac{G+H}{H} F}}{H^{m+1}} \sum_{k=0}^{n}\left[\frac{i^{k-1} n!}{(n-k)!} \sum_{l=0}^{m}\left\{\frac{m!}{(m-l)!l!}(-F)^{m-l} \int_{F-H}^{F+H} \alpha^{l-k-1} e^{i \frac{G+H}{H} \alpha} d \alpha\right\}\right] \\
& -\frac{e^{-i F} e^{-i \frac{G-H}{H} F}}{H^{m+1}} \sum_{k=0}^{n}\left[( - 1 ) ^ { n - k } \frac { i ^ { k - 1 } n ! } { ( n - k ) ! } \sum _ { l = 0 } ^ { m } \left\{\frac{m!}{(m-l)!!!}(-F)^{m-l}\right.\right. \\
& \left.\left.\times \int_{F-H}^{F+H} \alpha^{l-k-1} e^{i \frac{G-H}{H} \alpha} d \alpha\right\}\right] \tag{5.11}
\end{align*}
$$

and the integration is simplified.
Now it can be seen that the assumption $\alpha \neq 0$ implies $F-H \neq 0$ corresponding to $\eta=-1$, the lower limit of the integration with respect to $\alpha$, or $F+H \neq 0$ corresponding to $\eta=1$, the upper limit of $\alpha$.

The integrations with respect to $\alpha$ have similar forms to Equation (5.7) as

$$
\begin{equation*}
\int_{F-H}^{F+H} s^{p} e^{i \gamma s} d s \tag{5.12}
\end{equation*}
$$

where $p=l-k-1$. Considering that $0 \leq k \leq n$ and $0 \leq l \leq m, p$ can take a value in the range of $-n-1 \leq p \leq m-1$. As seen in Equation (5.11), $\gamma$ is $(G-H) / H$ corresponding to -1 , the lower limit of the integration with respect to $\xi$, and $(G+H) / H$ corresponding to 1 , the upper limit of $\xi$.

When $\gamma \neq 0$, the integration takes the form depending on the value of $p$

$$
\int s^{p} e^{i \gamma s} d s= \begin{cases}\frac{e^{i \gamma s}}{i \gamma} \sum_{r=0}^{p}(-1)^{r} \frac{p!s^{p-r}}{(p-r)!(i \gamma)^{r}} & \text { when } \gamma \neq 0, p \geq 0  \tag{5.13}\\ E i(i \gamma s) & \text { when } \gamma \neq 0, p=-1 \\ \frac{-e^{i \gamma s}}{(-p-1)!} \sum_{r=1}^{-p-1} \frac{(-p-r-1)!(i \gamma)^{r-1}}{s^{-p-r}}+\frac{(i \gamma)^{-p-1}}{(-p-1)!} & E i(i \gamma s) \\ & \text { when } \gamma \neq 0, p \leq-2\end{cases}
$$

### 5.1.3 Special Cases 2-5

The conditions for the general case discussed in the previous section are not always satisfied. Therefore the other special cases will be discussed in this and the next sections. First of all, the exponential term including $\xi \eta$ in Equation (5.5) disappears when exactly $H=0$, but we must also consider the special cases where $H \approx 0$ in this section.

When $H \approx 0$, applying Taylor's expansion

$$
\begin{equation*}
e^{i H \xi \eta}=\sum_{r=0}^{\infty} \frac{(i H \xi \eta)^{r}}{r!} \cong \sum_{r=0}^{r_{\max }} \frac{(i H \xi \eta)^{r}}{r!} \tag{5.14}
\end{equation*}
$$

to Equation (5.5) leads to

$$
\begin{align*}
w_{p q}^{\prime} & =\int_{-1}^{1} \int_{-1}^{1} \xi^{n} \eta^{m} e^{i F \xi} e^{i G \eta} \sum_{r=0}^{r_{\max }} \frac{(i H \xi \eta)^{r}}{r!} d \xi d \eta \\
& =\sum_{r=0}^{r_{\max }} \frac{i^{r} H^{r}}{r!} \int_{-1}^{1} \xi^{n+r} e^{i F \xi} d \xi \int_{-1}^{1} \eta^{m+r} e^{i G \eta} d \eta \tag{5.15}
\end{align*}
$$

instead of Equation (5.6) for the general case, where $r_{\text {max }}$ must be chosen large enough for the accuracy. This can be done by setting the $r_{\max }+1$ term in the expansion, Equation (5.14), to the machine accuracy, say $10^{-15}$, and solving for $r_{\text {max }}$.

The integration can be evaluated as the product of each integration with respect to $\xi$ and $\eta$ of the form

$$
\begin{equation*}
\int_{-1}^{1} s^{p} e^{i \gamma s} d s \tag{5.16}
\end{equation*}
$$

where $s$ is $\xi$ or $\eta, \gamma$ is $F$ or $G$ and $p$ is $n+r$ or $m+r$ respectively. Because of $n \geq 0$, $m \geq 0$ and $0 \leq r \leq r_{m a x}, n+r \geq 0$ and $m+r \geq 0$ and then $p \geq 0$.

In this case each integration can be evaluated in two ways subject to the value of $\gamma$. When $\gamma \neq 0$, it becomes

$$
\begin{equation*}
\int s^{p} e^{i \gamma s} d s=\frac{e^{i \gamma s}}{i \gamma} \sum_{r=0}^{p}(-1)^{r} \frac{p!s^{p-r}}{(p-r)!(i \gamma)^{r}} \quad \text { when } \gamma \neq 0, p \geq 0 \tag{5.17}
\end{equation*}
$$

and when $\gamma \approx 0$, by applying Taylor's expansion to $\exp (i \gamma s)$, it becomes

$$
\begin{equation*}
\int s^{p} e^{i \gamma s} d s \cong \sum_{j=0}^{j_{\max }} \frac{(i \gamma)^{j}}{j!(p+j+1)} s^{p+j+1} \quad \text { when } \gamma \approx 0, p \geq 0 \tag{5.18}
\end{equation*}
$$

In these special cases where $H \approx 0$, there are 4 cases in total subject to the value of $F$ and $G$.

- $H \approx 0, F \neq 0$ and $G \neq 0$
- $H \approx 0, F \approx 0$ and $G \neq 0$
- $H \approx 0, F \neq 0$ and $G \approx 0$
- $H \approx 0, F \approx 0$ and $G \approx 0$

These cases can be evaluated by combinations of the forms discussed in this section.

### 5.1.4 Special Cases 6-13

When the assumptions $H \neq 0$ and $F \pm H \neq 0$ are satisfied, the first integration with respect to $\xi$ is carried out as shown for the general case. However when $\gamma \approx 0$ in the integral of Equation (5.12) corresponding to the lower or upper limit of the integration with respect to $\xi$, more special cases arise which must be compared during the integration with respect to $\eta$.

For the case where $\gamma \approx 0$, applying Taylor's expansion to $\exp (i \gamma s)$ leads to

$$
\begin{array}{rlr}
\int s^{p} e^{i \gamma s} d s & \cong \int \sum_{j=0}^{j_{\max }} \frac{(i \gamma s)^{j}}{j!} s^{p} d s & \text { when } \gamma \approx 0 \\
& = \begin{cases}\sum_{j=0}^{j_{\max }} \frac{(i \gamma)^{j}}{j!(p+j+1)} s^{p+j+1} & \text { when } \gamma \approx 0, j+p \neq-1 \\
\sum_{j=0}^{\max } \frac{(i \gamma)^{j}}{j!} \ln s & \text { when } \gamma \approx 0, j+p=-1\end{cases} \tag{5.20}
\end{array}
$$

where $p=l-k-1$ and $-n-1 \leq p \leq m-1$.
We recall the original expression, Equation (5.5) in which the relationship of $F$ to $\xi$ and $G$ to $\eta$ are identical. Therefore essentially it should be possible to alter the order of the integrations. Thus the integration can be evaluated by replacing $F$ with $G$ and $\xi$ with $\eta$ in the procedure shown above in order to deal with the special case when $F-H \approx 0$ or $F+H \approx 0$.

After all, in these special cases where $H \neq 0$, there are some cases requiring different treatments due to the relationship between $F$ and $H$, or $G$ and $H$.

- $H \neq 0, F-H \approx 0, F+H \neq 0, G-H \neq 0, G+H \neq 0$
- $H \neq 0, F-H \neq 0, F+H \approx 0, G-H \neq 0, G+H \neq 0$
- $H \neq 0, F-H \neq 0, F+H \neq 0, G-H \approx 0, G+H \neq 0$
- $H \neq 0, F-H \neq 0, F+H \neq 0, G-H \neq 0, G+H \approx 0$

In addition, there are more special cases caused by the combination of these conditions. If $H \neq 0$, it can be assumed that $F-H \approx 0$ and $F+H \approx 0$ do not occur at the same time unless $F \approx 0$, which was already discussed. In the same way, it can be assumed that $G-H \approx 0$ and $G+H \approx 0$ do not occur at the same time. However, it is possible that one of $F \pm H$ and one of $G \pm H$ become 0 at the same time. The resulting special cases are

- $H \neq 0, F-H \approx 0, F+H \neq 0, G-H \approx 0, G+H \neq 0$
- $H \neq 0, F-H \approx 0, F+H \neq 0, G-H \neq 0, G+H \approx 0$
- $H \neq 0, F-H \neq 0, F+H \approx 0, G-H \approx 0, G+H \neq 0$
- $H \neq 0, F-H \neq 0, F+H \approx 0, G-H \neq 0, G+H \approx 0$

These cases should be evaluated by the combination of the expressions which have already been discussed above.


Figure 5.1: Geometry of scattering problem in two dimensions.


Figure 5.2: Mesh model using quadrilateral finite elements for scattering problem. Inner radius 1 , outer radius 5 .

### 5.2 Numerical Example: Scattering Problem

In order to test the semi-analytical quadrilateral element integration schemes presented in previous sections, a realistic problem was solved. The geometry of the problem is shown in Figure 5.1.

The problem is that of a circular cylinder of unit radius and infinite length. The surface of the cylinder is rigid and the plane wave of unit amplitude is incident perpendicular to the cylinder axis from the angle $\theta=180^{\circ}$. The wave field can be treated as a two dimensional problem in a plane perpendicular to the cylinder axis. The finite element mesh using quadrilateral elements is shown in Figure 5.2. The cylindrical domain over $1 \leq r \leq 5$ is divided into 36 sectors of 10 degrees each, and each sector is divided into four 4 -node quadrilateral elements in the radial direction. To verify the integration scheme,


Figure 5.3: Real and imaginary parts of scattered potentials along the circumference of the cylinder, for $k=4$.


Figure 5.4: Difference from analytical solution in real and imaginary parts of scattered potential along the circumference of the cylinder, for $k=4$.
quadrilateral elements were integrated using the semi-analytical scheme presented in the previous section or Gauss-Legendre integration scheme. To compare the results with those obtained by mesh model using triangular elements, each quadrilateral element in Figure 5.2 was divided into two triangular elements, so that the number of elements was doubled. The


Figure 5.5: Real and imaginary parts of scattered potentials along the circumference of the cylinder, for $k=16$.


Figure 5.6: Difference from analytical solution in real and imaginary parts of scattered potential along the circumference of the cylinder, for $k=16$.
mash model using triangular elements is the same as that shown in Figure 4.10. Triangular elements were integrated using semi-analytical scheme discussed in Section 4.7.

On the inner boundary at $r=1$ the normal derivatives of scattered potential were given as the Neumann boundary condition and on the outer boundary at $r=5$ plane
damper boundary condition was applied. Ortiz and Sanchez [78] showed the boundary condition of Higdon [57] behaves perfectly non-reflecting for each approximating plane wave if its direction is included in the condition. It should be quite accurate in plane wave bases finite elements if the directions of approximating plane waves are optimal or the number of plane waves is large enough so that the wave field is approximated in a good accuracy. However here we applied the simple plane damper to the scattered potential as the total of contributions of all plane waves at each node on the outer boundary because of its simplicity.

The problem was solved for the wavenumbers $k=4$ and 16. The approximating plane waves were equally spaced from the direction of the positive global $x$-axis. At each node eight plane waves of the angle $0^{\circ}, 45^{\circ}, \cdots, 315^{\circ}$, were applied for the case of $k=4$, and eighteen plane waves of the angle $0^{\circ}, 20^{\circ}, \cdots, 340^{\circ}$ were applied for the case of $k=16$. For the case using Gauss-Legendre integration, the number of integration points in each direction was eight for the case of $k=4$ and twenty four for the case of $k=16$ due to the shorter wavelength. To implement the boundary conditions forty integration points were used so that the order of quadrature should not influence the results, as it is so much higher than the minimum requirement.

Figure 5.3 shows the scattered potential by the cylinder, for $k=4$ as a function of the angle around the cylinder. The numerical results obtained by quadrilateral mesh are shown with those by triangular mesh and the analytical solution. Figure 5.4 shows the differences between numerical results and analytical solution as the errors in the real and imaginary parts of the complex scattered potential as a function of the angle around the cylinder. The maximum error of the scattered potential by quadrilateral mesh model using semi-analytical integration is slightly larger than that by triangular mesh model using semi-analytical integration or that by the same quadrilateral mesh model but with Gauss-Legendre integration. But the accuracies obtained by each integration methods vary against the angle, and they are of the same order.

Figure 5.5 shows the scattered potential by the cylinder, for $k=16$ as a function of the angle around the cylinder. The numerical results obtained by quadrilateral mesh are shown with the analytical solution. Figure 5.6 shows the differences between numerical results and analytical solution as the errors in the real and imaginary parts of the complex scattered potential as a function of the angle around the cylinder. Again the sufficient
accuracy was achieved by using the semi-analytical integration, and the accuracies of the numerical results obtained by the semi-analytical integration and the Gauss-Legendre integration are of the same order.

A single special wave finite elements can contain many wavelengths, unlike the standard elements, because of the choice of basis function containing trigonometric functions. However it is necessary to increase the integration points in an element for shorter wave problems when a conventional numerical integration scheme is used to obtain element matrices. On the contrary, the computational cost of the semi-analytical integration scheme presented in this and previous chapter does not depend upon the wavelength. It means that it becomes more beneficial, as the waves become shorter, to use this semi-analytical integration scheme, which was already shown for triangular elements in the previous chapter.

In the case of the straight edged triangular elements, described previously [26], the Jacobian matrix which maps from local to global co-ordinates is constant. This means that it does not contribute any errors to the integration process. In the present case of quadrilateral, the Jacobian matrix is not constant. The terms are rational polynomials. It is in the nature of large members of Gauss-Legendre integration points, that a good approximation to the variation of the Jacobian matrix would be obtained. In the present scheme one might expect errors, due to the reduced number of integration points. However the errors have not increased, in comparison with the triangular element, which is very satisfactory. In the results shown in Figure 5.4, the errors for both the triangle and the quadrilateral are of the same order. We will leave aside the errors caused by modelling the cylinder as a straight edged polygon, as these are the same in both cases. It seems that for this case the errors in the quadrilateral element caused by the varying Jacobian are compensated by the higher order polynomial in the quadrilateral, due to the presence of the $\xi \eta$ term. More definite conclusions will have to await further numerical testing.

### 5.3 Conclusions

A method for integrating semi-analytically the element matrices of a straight edged quadrilateral element arising from the new schemes of special wave finite elements for the solution of the Helmholtz equation in two dimensions has been presented. In the same way as done in the previous chapter, the integration was dealt with quite simply in an analytical way
in the most general case, and Taylor's expansion was applied in the special cases. Because of the presence of the term including the product of both co-ordinates in the exponent, it is more complicated to deal with quadrilateral elements than rectangular or triangular elements. There are 12 special cases in the case of quadrilateral elements.

The results show, again, that the semi-analytical integration scheme gives results which have the accuracy of the same order as those obtained using very large numbers of conventional Gauss-Legendre integration points, and that the element matrix integrations appear to be independent of the wavenumber, as well as the results of rectangular and triangular elements.

## Chapter 6

## Mapped Wave Infinite Elements

In this chapter the formulation of the mapped wave infinite elements for the wave problems governed by the Helmholtz equation is described, and then the theory of coupling of them to standard finite elements is discussed [89].

The infinite elements scheme is an extension of the concept of finite elements in which the elements have an infinite extent in one or more directions. Because the radiated or scattered wave must satisfy the Sommerfeld radiation condition at infinity in unbounded domain problems, the shape functions of infinite elements are chosen to describe the suitable behaviour. Therefore infinite elements make it unnecessary to truncate the domain by the artificial boundary, or to apply the absorbing boundary condition to approximate the radiation condition. They are easily implemented together with finite elements and the system matrix remains banded.

The original unconjugated mapped wave infinite element theory for periodic wave problems was developed by Bettess et al. [25] and Zienkiewicz et al. [93], which concentrated only on circular problems. The extension of the mapping so as to allow infinite elements to be placed on arbitrary boundary was applied to unconjugated wave infinite elements by Bettess and Bettess [21]. A detailed survey of infinite element formulations is presented in Chapter 1.

The mapped wave infinite elements dealt with in this thesis are based on the Bettess formulation [21].


Figure 6.1: Infinite element mapping in one dimension.

### 6.1 Governing Equations

The Helmholtz equation which governs the wave problems in the frequency domain and the general expressions of boundary conditions are given by Equation (2.3) in Section 2.2.

Because the infinite element shape functions are defined so as to satisfy the radiation condition, the radiated or scattered potential is dealt with in the formulations in this chapter.

### 6.2 Infinite Element Mapping

### 6.2.1 One-Dimensional Mapping

Now we discuss the two dimensional case of an infinite element extending to infinity in the radial direction and finite in the angular direction. The essential effect of using a mapped infinite element is that the finite domain $-1 \leq \xi \leq 1$ in the local co-ordinates is mapped onto an unbounded domain $a \leq r \leq \infty$ in the global co-ordinates, where $r$ is the distance from the 'pole' of the infinite element and $a$ is the distance from the 'pole' to the inner edge of the infinite element.

Most of the infinite elements developed to date use some kind of mapping concept. Often two mappings are involved, one for the shape function and one for the numerical integration, usually Gauss-Legendre scheme. The Zienkiewicz mapping [96, 97] identifies the two mappings and has a great advantage that the original Gauss-Legendre integration abscissae and weights are retained. The only change needed to a finite element routine to make the element infinite is a new computation of the Jacobian matrix.

Consider first the geometry of one-dimensional problem shown in Figure 6.1. For the
case of a quadratic element whose geometry is defined by three nodes, the element is assumed to extend from point $x_{1}$ through $x_{2}$ to $x_{3}$, which at infinity. $x_{0}$ is taken to be the 'pole' of the radial behaviour. $x_{1}$ can be at anywhere in the interval $x_{0}$ to $x_{2}$, as written by

$$
\begin{equation*}
x_{1}=\gamma x_{2}+(1-\gamma) x_{0} \tag{6.1}
\end{equation*}
$$

where $0<\gamma<1$. In this work $x_{1}$ is defined at the midpoint between $x_{0}$ and $x_{2}$, i.e., $\gamma=1 / 2$, so that

$$
\begin{equation*}
x_{1}=\frac{x_{0}+x_{2}}{2} \tag{6.2}
\end{equation*}
$$

A suitable mapping expression is

$$
\begin{equation*}
x=\tilde{N}_{0}(\xi) x_{0}+\tilde{N}_{2}(\xi) x_{2} \tag{6.3}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{N}_{0}(\xi) & =\frac{-\xi}{1-\xi}  \tag{6.4}\\
\tilde{N}_{2}(\xi) & =1+\frac{\xi}{1-\xi} \tag{6.5}
\end{align*}
$$

In some respect it is more convenient to relate the mapping to the element nodes, which was achieved by Marques and Owen [73]. A similar procedure was suggested by Kumar [62].

In the Marques and Owen formulation, $\tilde{N}_{0}$ and $\tilde{N}_{2}$ are replaced by mapping functions $M_{1}(\xi)$ and $M_{2}(\xi)$ so that

$$
\begin{equation*}
x=M_{1}(\xi) x_{1}+M_{2}(\xi) x_{2} \tag{6.6}
\end{equation*}
$$

where

$$
\begin{align*}
M_{1}(\xi) & =-\frac{2 \xi}{1-\xi}  \tag{6.7}\\
M_{2}(\xi) & =\frac{1+\xi}{1-\xi} \tag{6.8}
\end{align*}
$$



Figure 6.2: One-dimensional infinite mapping functions for linear and quadratic elements.

They satisfy

$$
\begin{equation*}
M_{1}(\xi)+M_{2}(\xi)=1 \tag{6.9}
\end{equation*}
$$

and take the values shown in Figure 6.2. In the same way, the mapping function for a linear one dimensional element is given by

$$
\begin{equation*}
M_{1}(\xi)=\frac{2}{1-\xi} \tag{6.10}
\end{equation*}
$$

Let $r$ be the distance from the 'pole', and the mapping between $\xi$ and $x$ is written as

$$
\begin{equation*}
r=x-x_{0}=\frac{2 a}{1-\xi} \tag{6.11}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\frac{x_{2}-x_{0}}{2}=x_{1}-x_{0} \tag{6.12}
\end{equation*}
$$

$a$ is the distance from the 'pole' to the inner edge of the infinite element. The implication
of this is that the inner half of the infinite element has the extent of $a$.

### 6.2.2 Circular Mapping in Two Dimensions

This infinite geometry mapping can be easily extended to two and three dimensional geometries. For a two-dimensional infinite element of one infinite direction, the element mapping function is derived from the one-dimensional mapping function in the $\xi$ direction, as shown in the previous section, and the usual shape function such as Lagrange polynomials in the $\eta$ direction. The mapping functions for the infinite $\xi$ direction are shown in Equations (6.7) and (6.8) for the quadratic case and in Equation (6.10) for the linear case. The mapping in the radial direction from $\xi$ to $r$ is given by the same form of Equation (6.11), i.e.,

$$
\begin{equation*}
r=\frac{2 a}{1-\xi} \tag{6.13}
\end{equation*}
$$

where $a$, the distance between the 'pole' and the inner edge of the infinite element, is constant. As infinite elements in this formulation have a common 'pole', the inner edges of the infinite elements are located on a circular boundary of radius $a$. On the other hand, Lagrange polynomials of $n$-th order used as the shape functions in the $\eta$ direction are given by

$$
\begin{equation*}
L_{i}^{n}(\eta)=\prod_{\substack{j=1 \\ j \neq i}}^{n} \frac{\eta-\eta_{j}}{\eta_{i}-\eta_{j}} \tag{6.14}
\end{equation*}
$$

In the Marques and Owen formulation [73], the mapping functions for the $\xi$ direction and the polynomial shape functions are simply multiplied to form the element mapping functions in two dimensions. When the number of nodes in the $\xi$ direction is $n_{\xi}$ and that in the $\eta$ direction is $n_{\eta}$, the element mapping function $\mathcal{M}(\xi, \eta)$ becomes

$$
\begin{equation*}
\mathcal{M}_{l}(\xi, \eta)=M_{i}^{n_{\xi}}(\xi) L_{j}^{n_{\eta}}(\eta) \tag{6.15}
\end{equation*}
$$

where $n=n_{\xi} \times n_{\eta}, i=1, \cdots, n_{\xi}, j=1, \cdots, n_{\eta}$, and $l=1, \cdots, n$. Integer $l$ denotes the node number in a two dimensional element, and integers $i$ and $j$ are the node numbers in each $\xi$ and $\eta$ direction as used in the definitions in the mapping functions in the $\xi$ direction and the shape functions in the $\eta$ direction, respectively. For example, infinite elements derived from a linear 4 node parent element and a quadratic 9 node parent element are

Table 6.1: Infinite element mapping functions for linear element in two dimensions.

| Node,$i$ | $\xi_{i}$ | $\eta_{i}$ | $\mathcal{M}_{i}^{2}$ |
| :---: | :---: | :---: | :---: |
| 1 | -1 | -1 | $(1-\eta) /(1-\xi)$ |
| 2 | -1 | 1 | $(1+\eta) /(1-\xi)$ |

Table 6.2: Infinite element mapping functions for quadratic element in two dimensions.

| Node,$i$ | $\xi_{i}$ | $\eta_{i}$ | $\mathcal{M}_{i}^{6}$ |
| :---: | :---: | :---: | :---: |
| 1 | -1 | -1 | $\eta(1-\eta) \xi /(1-\xi)$ |
| 2 | 0 | -1 | $-\eta(1-\eta)(1+\xi) / 2(1-\xi)$ |
| 3 | 0 | 0 | $\left(1-\eta^{2}\right)(1+\xi) /(1-\xi)$ |
| 4 | 0 | 1 | $\eta(1+\eta)(1+\xi) / 2(1-\xi)$ |
| 5 | -1 | 1 | $-\xi \eta(1+\eta) /(1-\xi)$ |
| 6 | -1 | 0 | $-2 \xi(1+\eta)(1-\eta) /(1-\xi)$ |
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Figure 6.3: Infinite element mappings for linear and quadratic elements in two dimensions.
shown in Figure 6.3 and their mapping functions are shown in Tables 6.1 and 6.2. Because mapping functions for the nodes at $\xi=1$ in the parent element, which are mapped onto infinity, are not defined, the element mapping functions are shown for 2 nodes and 6 nodes for linear and quadratic elements respectively.

Consequently global co-ordinates $x$ and $y$ of each $n$-node finite element are related to the local co-ordinates $\xi$ and $\eta$ using the transformation

$$
\begin{equation*}
x=\sum_{j=1}^{n} \mathcal{M}_{j} x_{j} \quad y=\sum_{j=1}^{n} \mathcal{M}_{j} y_{j} \tag{6.16}
\end{equation*}
$$

where $x_{j}$ and $y_{j}$ are the nodal co-ordinates. Here $j$ denotes the node number in two
dimensions. Then the Jacobian matrix $J$ which describes the geometry mapping between the local co-ordinates $\xi, \eta$ and the global co-ordinates $x, y$ is given by

$$
J=\left[\begin{array}{ll}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi}  \tag{6.17}\\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta}
\end{array}\right]=\left[\begin{array}{cc}
\sum_{j=1}^{n} \frac{\partial \mathcal{M}_{j}}{\partial \xi} x_{j} & \sum_{j=1}^{n} \frac{\partial \mathcal{M}_{j}}{\partial \xi} y_{j} \\
\sum_{j=1}^{n} \frac{\partial \mathcal{M}_{j}}{\partial \eta} x_{j} & \sum_{j=1}^{n} \frac{\partial \mathcal{M}_{j}}{\partial \eta} y_{j}
\end{array}\right]
$$

and the element of surface $d x d y$ is written in terms of the local co-ordinates and the determinant of Jacobian matrix $|J|$ as follows

$$
\begin{equation*}
d x d y=|J| d \xi d \eta \tag{6.18}
\end{equation*}
$$

Since the derivatives of mapping functions with respect to $\xi$ and $\eta$ can be easily obtained, the Jacobian matrix can also be obtained and the element matrix can be formed. To describe the unknown function within the element, standard shape functions can be used, but some special shape function containing the feature of the outgoing wave in the radial direction from the node is used for the wave infinite element discussed in this work. The details of the shape functions are described in the Section 6.3. The order of shape function must match the number of nodes in the $\eta$ direction of the element to ensure continuity. In the infinite $\xi$ direction the shape function can be of any order.

### 6.2.3 Non-circular Mapping in Two Dimensions

In the original mapped infinite element theory for periodic wave problems by Bettess et al. [25] and Zienkiewicz et al. [93], a was a constant, which means that infinite elements had a common 'pole' and they had to be placed on a circular mesh in the two dimensional case and a spherical mesh in the three dimensional case.

The extension of the mapping so as to allow infinite elements to have arbitrary pole locations so that they can be placed on arbitrary boundary, first applied to wave envelope elements by Astley et al. [14], Cremers et al. [40] and Cremers and Fyfe [39], was also applied to unconjugated mapped wave infinite elements by Bettess and Bettess [21]. In the Bettess formulation for two-dimensional problems [21], the mapping in the radial direction from $\xi$ to $r$ is given by

$$
\begin{equation*}
r=\frac{A(\eta)}{1-\xi} \tag{6.19}
\end{equation*}
$$

where $A(\eta)$ is equal to $2 a$ in Equation (6.11). However, it varies with respect to $\eta$, the local co-ordinate corresponding to the angular direction in the global co-ordinate. Function $A(\eta)$ is interpolated by using $L_{i}(\eta)$, the shape functions in the $\eta$ direction and $A_{i}$, twice the distance from the 'pole' to the $i$-th node which defines the element geometry on the inner edge of the infinite element,

$$
\begin{array}{r}
A(\eta)=\sum_{i} L_{i}(\eta) A_{i} \\
\frac{\partial A(\eta)}{\partial \eta}=\sum_{i} \frac{\partial L_{i}(\eta)}{\partial \eta} A_{i} \tag{6.21}
\end{array}
$$

$A_{i}$ are applied to any points on the same straight lines from the 'pole', i.e., the points corresponding to the same local $\eta$ co-ordinate. The nodes are located at $\eta=-1$ and +1 for elements that are linear in the angular direction, and at $\eta=-1,0$ and +1 for those that are quadratic in the angular direction. On each line of these $\eta$ values, the $x$ and $y$ co-ordinates are used to calculate $A_{i}$,

$$
\begin{equation*}
A_{i}=2 \sqrt{\left(x_{i}-x_{0}\right)^{2}+\left(y_{i}-y_{0}\right)^{2}} \tag{6.22}
\end{equation*}
$$

where ( $x_{0}, y_{0}$ ) is the global co-ordinates of the 'pole', and

$$
\begin{align*}
x_{i} & =\sum_{j=1}^{n} \mathcal{M}_{j}\left(-1, \eta_{i}\right) x_{j}  \tag{6.23}\\
y_{i} & =\sum_{j=1}^{n} \mathcal{M}_{j}\left(-1, \eta_{i}\right) y_{j} \tag{6.24}
\end{align*}
$$

Thus $A(\eta)$ varies between and within each element, which allows different infinite elements to have different 'poles' and to be placed on an arbitrary boundary. The shape functions $L_{i}(\eta)$ are defined on the inner edge of the infinite element only. For linear and quadratic elements, the $L_{i}(\eta)$ take the well known forms

$$
\begin{gather*}
\text { linear: } \quad L_{1}(\eta)=-\frac{1}{2}(\eta-1) \quad L_{2}(\eta)=\frac{1}{2}(\eta+1)  \tag{6.25}\\
\text { quadratic: } \quad L_{1}(\eta)=\frac{1}{2} \eta(\eta-1) \quad L_{2}(\eta)=1-\eta^{2} \quad L_{3}(\eta)=\frac{1}{2} \eta(\eta+1) \tag{6.26}
\end{gather*}
$$

### 6.3 Shape Functions for Coupling with Standard $\mathbb{F i m i t e} \mathbb{E l}$ ement

### 6.3.1 Amplitude Decay and Wave Component

As shown in Section 2.3, the general solution of the Helmholtz equation in two dimensions is given by expression (2.15). This shows that the wave oscillates roughly like $\exp (i k r)$ in the radial direction $r$ and that the amplitude decays in $r^{-1 / 2}$ in two dimensions. This needs to be considered in the mapped wave infinite element formulation.

The first step to obtain the mapped wave infinite element model is the same as the standard finite element formulation. The field variable $\phi$ within an $n$-node infinite element is approximated using polynomial shape functions $N_{j}$ and the nodal values $\phi_{j}$

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} N_{j}(\xi, \eta) \phi_{j} \tag{6.27}
\end{equation*}
$$

This takes the form of a polynomial in powers of $\xi$

$$
\begin{equation*}
\phi=\alpha_{0}+\alpha_{1} \xi+\alpha_{2} \xi^{2}+\cdots \tag{6.28}
\end{equation*}
$$

where coefficients $\alpha_{j}$ include some constants and powers of $\eta$. When the mapping between $\xi$ and $r$ shown in Equation (6.19) is applied, Equation (6.28) yields a polynomial in inverse powers of $r$

$$
\begin{equation*}
\phi=\beta_{0}+\beta_{1} \frac{1}{r}+\beta_{2} \frac{1}{r^{2}}+\cdots \tag{6.29}
\end{equation*}
$$

where $\beta_{j}$ can be determined by $\alpha$ 's and $A(\eta)$. If the polynomial is required to decay to zero at infinity then $\beta_{0}=0$. Equation (6.29) shows that when the shape function is mapped onto a infinite element in the global co-ordinates, the expression of the field variable $\phi$ contains a decay term of the form $1 / r$. This is suitable to describe the decay of outgoing waves in three dimensional exterior problems, because their dominant term is of the form $\exp (i k r) / r$.

In two dimensions, however, the wave oscillates roughly like $\exp (i k r)$ in the radial direction $r$ and that the amplitude decays in $r^{-1 / 2}$ as mentioned above. In order to describe the amplitude decay in two dimensions, the shape function needs to be multiplied by $r^{1 / 2}$, and to include the wave-like oscillation, a periodic component of the form $\exp (i k r)$ also
needs to be introduced into the shape function. The suitable shape functions for a mapped wave infinite element $S_{j}(\xi, \eta)$ are therefore the standard polynomial shape functions shown in Equation 6.27 multiplied by $r^{1 / 2} \exp (i k r)$, that is

$$
\begin{align*}
S_{j}(\xi, \eta) & =N_{j}(\xi, \eta) r^{1 / 2} e^{i k r}  \tag{6.30}\\
& =N_{j}(\xi, \eta)\left[\frac{A(\eta)}{1-\xi}\right]^{1 / 2} e^{i k A(\eta) /(1-\xi)} \tag{6.31}
\end{align*}
$$

which gives the required two dimensional behaviour. The expression for the field variable $\phi$ is

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} S_{j}(\xi, \eta) \phi_{j} \tag{6.32}
\end{equation*}
$$

### 6.3.2 Compatibility of Shape Functions

To ensure the continuity of amplitudes and phases between standard finite element and mapped wave infinite element, the amplitude of the shape function must be normalized to unity and the phase must be set to zero on the finite element/infinite element interface [25]. On the interface, i.e., on the inner edge of the infinite element where $\xi=-1$, the shape function $S_{j}(\xi, \eta)$ takes the value

$$
\begin{equation*}
S_{j}(-1, \eta)=N_{j}(-1, \eta)\left[\frac{A(\eta)}{2}\right]^{1 / 2} e^{i k A(\eta) / 2} \tag{6.33}
\end{equation*}
$$

thus the shape function $S_{j}(\xi, \eta)$ needs to be multiplied by a term

$$
\begin{equation*}
\left[\frac{2}{A(\eta)}\right]^{1 / 2} e^{-i k A(\eta) / 2} \tag{6.34}
\end{equation*}
$$

consequently the shape function $S_{j}(\xi, \eta)$ becomes

$$
\begin{equation*}
S_{j}(\xi, \eta)=N_{j}(\xi, \eta)\left[\frac{2}{A(\eta)}\right]^{1 / 2}\left[\frac{A(\eta)}{1-\xi}\right]^{1 / 2} e^{-i k A(\eta) / 2} e^{i k A(\eta) /(1-\xi)} \tag{6.35}
\end{equation*}
$$

In terms of $\xi$ and $\eta$ the shape function and the derivatives simplify to become

$$
\begin{equation*}
S_{j}(\xi, \eta)=N_{j}(\xi, \eta)\left[\frac{2}{1-\xi}\right]^{1 / 2} e^{-i k A(\eta) / 2} e^{i k A(\eta) /(1-\xi)} \tag{6.36}
\end{equation*}
$$



Figure 6.4: Wave directions in mapped wave infinite element(left) and in special wave finite element(right).

$$
\begin{align*}
\frac{\partial S_{j}(\xi, \eta)}{\partial \xi}= & {\left[\frac{2}{1-\xi}\right]^{1 / 2}\left[\frac{\partial N_{j}(\xi, \eta)}{\partial \xi}+\frac{N_{j}(\xi, \eta)}{2(1-\xi)}+\frac{i k A(\eta) N_{j}(\xi, \eta)}{(1-\xi)^{2}}\right] } \\
& \times e^{-i k A(\eta) / 2} e^{i k A(\eta) /(1-\xi)}  \tag{6.37}\\
\frac{\partial S_{j}(\xi, \eta)}{\partial \eta}= & {\left[\frac{2}{1-\xi}\right]^{1 / 2}\left[\frac{\partial N_{j}(\xi, \eta)}{\partial \eta}+\frac{i k}{2} \frac{1+\xi}{1-\xi} N_{j}(\xi, \eta) \frac{\partial A(\eta)}{\partial \eta}\right] } \\
& \times e^{-i k A(\eta) / 2} e^{i k A(\eta) /(1-\xi)} \tag{6.38}
\end{align*}
$$

### 6.4 Shape Functions for Coupling with Special Wave Finite Element

As described in the previous section, it is necessary to include a correction term in the shape functions of the mapped wave infinite elements to be coupled to standard finite elements. In case of the coupling of the mapped wave infinite elements to the special wave finite elements, the theory becomes slightly different because the shape functions of the special wave finite elements also contain trigonometric functions describing wave behaviour.

As seen in chapters 3 and 6 , both types of elements use special shape functions which contain trigonometric functions to describe wave behaviour. However care must be taken when coupling these different types of elements, because the wave directions between nodes on the finite element/infinite element interface can be incompatible. This is because of the difference of the wave direction settings of these elements. Firstly, although an arbitrary number of approximating plane waves can be used for special wave finite elements, only the radial wave is assumed for mapped wave infinite elements. Because of this limitation, only the radial approximating plane wave can be applied at the nodes shared by these
finite and infinite elements. Secondly, although for special wave finite elements the wave directions are defined with fixed angles relative to the $x$-axis of the global co-ordinates, for mapped wave infinite elements the wave direction is radial from the 'pole'. This means that wave directions are normally globally constant between nodes within a special wave finite element but the radial direction varies between nodes within a mapped wave infinite element as shown in Figure 6.4. The wave directions between nodes can thus be incompatible. In order to eliminate this internode incompatibility, it has been decided to force the waves associated with nodes on the interface to be strictly radial for both types of elements. This is only one of several possible choices, such as introducing additional constraints, for example, applying constraints by Lagrange multipliers.

In this section, the waves associated with nodes on the finite element/infinite element interface are forced to be strictly radial. This necessitates a simple modification to the evaluation of the terms in Equation (3.26)

$$
\phi=\sum_{j=1}^{n} \sum_{l=1}^{m_{j}} N_{j} \psi_{j}^{l} A_{j}^{l}
$$

so that the wave directions which form part of shape functions for the finite element for interface nodes are now radial. This eliminates internode incompatibility between the two types of elements. To be more precise, for nodes with plane waves, the wave function is $\exp \left[i\left(k_{x} x+k_{y} y\right)\right]$ where $k_{x}$ and $k_{y}$ are the constant components of the wavenumber ( $k=\left[k_{x}^{2}+k_{y}^{2}\right]^{1 / 2}$ ) and for the cylindrical wave the function is $\exp (i k r)$ where the radial direction $r$ varies.

In case where only one approximating plane wave in the radial direction is used for a special wave finite element, the nodal variable $\phi$ is written as

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} N_{j} e^{i k r} A_{j} \tag{6.39}
\end{equation*}
$$

The wave-like oscillating behaviour is described by the term $\exp (i k r)$, where $r$ is the radial direction from the 'pole' of the coupled infinite element. On the other hand, in the infinite element formulation the nodal variable $\phi$ is written as

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} \mathcal{C}_{j} N_{j} r^{1 / 2} e^{i k r} \phi_{j} \tag{6.40}
\end{equation*}
$$

where $\mathcal{C}_{j}$ is an extra term which ensures continuity of finite elements and infinite elements [25, 95]. In case of infinite elements to be coupled with standard finite elements, it is written as

$$
\begin{equation*}
\mathcal{C}_{j}=\left[\frac{2}{A(\eta)}\right]^{1 / 2} e^{-i k A(\eta) / 2} \tag{6.41}
\end{equation*}
$$

as shown in the previous section. However, in case of infinite elements to be coupled with special wave finite elements, as shape functions of both types of elements have the factor $\exp (i k r)$, the continuity of the phase is automatically ensured. Therefore the term $\exp (-i k A(\eta) / 2)$ is no longer needed. Because the amplitude of the shape functions of the mapped wave infinite elements needs to be normalised in order to ensure a unit absolute value of the shape function at the node and the continuity between finite and infinite elements, the factor $\{2 / A(\eta)\}^{1 / 2}$ is still needed for two dimensional case. Consequently, the correction term becomes

$$
\begin{equation*}
\mathcal{C}_{j}=\left[\frac{2}{A(\eta)}\right]^{1 / 2} \tag{6.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi=\sum_{j=1}^{n}\left[\frac{2}{A(\eta)}\right]^{1 / 2} N_{j}(\xi, \eta) r^{1 / 2} e^{i k r} \phi_{j} \tag{6.43}
\end{equation*}
$$

The shape functions for the mapped wave infinite element become

$$
\begin{equation*}
S_{j}(\xi, \eta)=\left[\frac{2}{A(\eta)}\right]^{1 / 2} r^{1 / 2} N_{j}(\xi, \eta) e^{i k r} \tag{6.44}
\end{equation*}
$$

In terms of $\xi$ and $\eta$ the shape function and the derivatives simply to become

$$
\begin{gather*}
S_{j}(\xi, \eta)=\left[\frac{2}{1-\xi}\right]^{1 / 2} N_{j}(\xi, \eta) e^{\frac{i k A(\eta)}{1-\xi}}  \tag{6.45}\\
\frac{\partial S_{j}(\xi, \eta)}{\partial \xi}=\left[\frac{2}{1-\xi}\right]^{1 / 2}\left[\frac{\partial N_{j}(\xi, \eta)}{\partial \xi}+\frac{N_{j}(\xi, \eta)}{2(1-\xi)}+\frac{i k A(\eta)}{(1-\xi)^{2}} N_{j}(\xi, \eta)\right] e^{\frac{i k A(\eta)}{1-\xi}}  \tag{6.46}\\
\frac{\partial S_{j}(\xi, \eta)}{\partial \eta}=\left[\frac{2}{1-\xi}\right]^{1 / 2}\left[\frac{\partial N_{j}(\xi, \eta)}{\partial \eta}+\frac{i k}{1-\xi} N_{j}(\xi, \eta) \frac{\partial A(\eta)}{\partial \eta}\right] e^{\frac{i k A(\eta)}{1-\xi}} \tag{6.47}
\end{gather*}
$$

$A(\eta)$ varies with respect to $\eta$, the local co-ordinate corresponding to the angular direction in the global co-ordinate, and is independent of $\xi$, the local co-ordinate corresponding to the radial direction in the global co-ordinate. For the current case, in order to keep
the wave directions defined on the finite/infinite element interface strictly radial, $A(\eta)$ is evaluated on each radial line of a value of $\eta$ using the global co-ordinates ( $x, y$ ) of every point on the inner edge.

$$
\begin{align*}
A(\eta) & =2\left\{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}\right\}^{1 / 2}  \tag{6.48}\\
\frac{\partial A(\eta)}{\partial \eta} & =\frac{2}{\left\{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}\right\}^{1 / 2}}\left(x \frac{\partial x}{\partial \eta}+y \frac{\partial y}{\partial \eta}\right) \tag{6.49}
\end{align*}
$$

where

$$
\begin{align*}
& x=\sum_{j=1}^{n} \mathcal{M}_{j}(-1, \eta) x_{j}  \tag{6.50}\\
& y=\sum_{j=1}^{n} \mathcal{M}_{j}(-1, \eta) y_{j} \tag{6.51}
\end{align*}
$$

$\eta$ derivatives of $x$ and $y$ are components of the Jacobian matrix given by Equation (6.17).

### 6.5 Element Matrix

The element matrix formulation for a mapped wave infinite element is similar to that of a finite element shown in Chapter 3. It should be noted that the mapping functions are used to obtain the Jacobian matrix instead of the shape functions. The formulation is basically the same for the infinite elements to be coupled with standard finite elements and those to be coupled with special wave finite elements. The only difference comes from the shape functions and the derivatives shown in Equations (6.35)-(6.38) and (6.45)-(6.47) due to the existence of the phase correction term.

### 6.5.1 The Weighted Residual Method

In the same way as the finite element formulation, the weak form for infinite elements is obtained. Firstly by applying the weighted residual method to the Helmholtz equation given by Equation (2.3), we obtain,

$$
\begin{equation*}
\int_{\Omega} W\left(\nabla^{2} \phi+k^{2} \phi\right) d \Omega=0 \tag{6.52}
\end{equation*}
$$

where $\Omega$ is the domain considered and $W$ is the weighting function. Using Green's second identity on Equation (6.52) gives the weak form

$$
\begin{equation*}
\int_{\Omega}\left(\nabla W \nabla \phi-k^{2} W \phi\right) d \Omega-\int_{\Gamma} W \nabla \phi \cdot \mathbf{n} d \Gamma=0 \tag{6.53}
\end{equation*}
$$

where $\Gamma$ is the boundary enclosing the domain $\Omega$. The natural boundary condition arising from this weak form is

$$
\begin{equation*}
\nabla \phi \cdot \mathbf{n}=0 \quad \text { on } \Gamma \tag{6.54}
\end{equation*}
$$

Because only the radiated or scattered wave, which satisfies the Sommerfeld condition at infinity, is dealt with as $\phi$ in the infinite element formulation in this chapter, the boundary condition given by Equation (6.54) is not suitable. Therefore it is necessary to add the terms to give appropriate boundary conditions. It is the Neumann boundary conditions given by

$$
\begin{equation*}
\nabla \phi \cdot \mathbf{n}=\bar{u} \tag{6.55}
\end{equation*}
$$

where $\bar{u}$ is the given value of normal derivative of the radiated or scattered potential. This boundary condition is applied to the boundary $\Gamma_{n}$, the surface of radiating or scattering objects.

In the mapped wave infinite element formulation, due to the decay characteristics of the amplitude along the distance from the 'pole' given to the shape functions, the radiation condition is automatically satisfied at infinity. However, applying the radiation condition on the outer boundary $\Gamma_{\infty}$ by the form

$$
\begin{equation*}
\nabla \phi \cdot \mathbf{n}-i k \phi=0 \quad \text { on } \Gamma_{\infty} \tag{6.56}
\end{equation*}
$$

clarify the evaluation of the terms at infinity as explained below.
By including these boundary conditions, given by Equations (6.55) and (6.56), the weighted residual equation for infinite elements takes the form

$$
\begin{equation*}
\int_{\Omega} W\left(\nabla^{2} \phi+k^{2} \phi\right) d \Omega+\int_{\Gamma_{n}} W(\bar{u}-\nabla \phi \cdot \mathbf{n}) d \Gamma+\int_{\Gamma_{\infty}} W(i k \phi-\nabla \phi \cdot \mathbf{n}) d \Gamma=0 \tag{6.57}
\end{equation*}
$$

The weak form then becomes

$$
\begin{equation*}
\int_{\Omega}\left(\nabla W \nabla \phi-k^{2} W \phi\right) d \Omega-\int_{\Gamma_{\infty}} i k W \phi d \Gamma=\int_{\Gamma_{n}} W \bar{u} d \Gamma \tag{6.58}
\end{equation*}
$$

where the domain $\Omega$ has an infinite extent and the boundary $\Gamma_{\infty}$ is at infinity.
Using shape functions given by Equation (6.35) or Equation (6.44) for infinite elements, derived in the previous sections, results in giving a term of undefined integral

$$
\begin{equation*}
\int_{B}^{\infty} e^{i u} d u \tag{6.59}
\end{equation*}
$$

arising from the integral over the domain $\Omega$, where $B$ is a constant. This integral is undefined because of the oscillating value at the upper limit of the integral. However, another term arising from the integral over the boundary at infinity $\Gamma_{\infty}$ cancels out this undefined oscillating value. The integral over the boundary at infinity results in this cancelling term and the terms which become zero as $r$ goes to infinity. Although this was uncertain in the first paper on mapped wave infinite elements by Zienkiewicz et al. [93], it was first clarified by Astley et al. [9] for a spherically symmetric case in three dimensions by forming the problem in a finite domain and looking at the limiting case as the domain extends to infinity. Then Bettess considered several special cases in one, two and three dimensions in Appendices D and E in reference [24]. The matter was also considered by Burnett [29] and Gerdes [48].

Therefore, in forming the element matrix, it is possible to set both the undefined oscillating term mentioned above and the integral over the boundary at infinity to zero, and only the remaining terms from the 'stiffness' part of the residual statement can be necessary to be considered. The special integration scheme for the evaluation of these terms in this way are developed and listed in Zienkiewicz et al. [93], and available on a diskette with Bettess [24]. This special integration scheme is specialised for the mapped wave infinite element using the radial wave from the 'pole'.

### 6.5.2 Mapped Wave Infinite Element Model

The domain $\Omega$ is divided into $n$-node infinite elements. The unknown function $\phi$ within each element is approximated using the shape functions $S_{j}$ and the nodal values $\phi_{j}$.

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} S_{j} \phi_{j}=[S]\{\phi\} \tag{6.60}
\end{equation*}
$$

We put a finite set of approximate functions for the weighting function W

$$
\begin{equation*}
W=\sum_{j=1}^{n} w_{j} a_{j}=[w]\{\delta a\} \tag{6.61}
\end{equation*}
$$

where $a_{j}$ are arbitrary parameters.
Applying Bubnov-Galerkin method to the present case, i.e., employing the weighting functions of the same form of the shape functions

$$
\begin{equation*}
w_{j}=S_{j} \tag{6.62}
\end{equation*}
$$

leads to the unconjugated infinite elements.
Comparison of various formulations of infinite elements by Gerdes [48] and Shirron and Babuška [87] showed the results that the unconjugated elements act as a highly accurate boundary condition on the inner boundary of infinite elements but fail to provide an accurate approximation of the solution in the exterior domain, i.e., inside the infinite elements. Therefore in this work the domain in the near field of radiating or scattering objects are discretised by finite elements. Infinite elements are not directly attached to the objects but placed outside the finite element layers. This makes the integral over the boundary $\Gamma_{n}$ in Equation (6.58), which gives the Neumann boundary condition on the surface of the radiating or scattering objects, unnecessary in the infinite element formulation dealt with in this thesis. Consequently, the weak form becomes

$$
\begin{equation*}
\int_{\Omega}\left(\nabla W \nabla \phi-k^{2} W \phi\right) d \Omega-\int_{\Gamma_{\infty}} i k W \phi d \Gamma=0 \tag{6.63}
\end{equation*}
$$

### 6.5.3 Element Matrix

By applying the unconjugated mapped wave infinite element model shown above, the weak form given by Equation (6.63) becomes

$$
\begin{equation*}
\int_{\Omega}\left([\nabla S]^{T}[\nabla S]-k^{2}[S]^{T}[S]\right)\{\phi\} d \Omega-i k \int_{\Gamma_{\infty}}[S]^{T}[S]\{\phi\} d \Gamma=0 \tag{6.64}
\end{equation*}
$$

Consequently, a set of discrete equations for each element is written by

$$
\begin{equation*}
\left[[\mathbf{K}]-k^{2}[\mathbf{M}]-i k[\mathbf{C}]\right]\{\phi\}=\{\mathbf{0}\} \tag{6.65}
\end{equation*}
$$

where

$$
\begin{align*}
K_{i j} & =\int_{\Omega_{e}} \nabla S_{i} \nabla S_{j} d \Omega  \tag{6.66}\\
& =\int_{\Omega_{e}}\left\{\frac{\partial S_{i}}{\partial x} \frac{\partial S_{j}}{\partial x}+\frac{\partial S_{i}}{\partial y} \frac{\partial S_{j}}{\partial y}\right\} d \Omega  \tag{6.67}\\
M_{i j} & =\int_{\Omega_{e}} S_{i} S_{j} d \Omega  \tag{6.68}\\
C_{i j} & =\int_{\Gamma_{\infty}} S_{i} S_{j} d \Gamma \tag{6.69}
\end{align*}
$$

where $i$ and $j$ are integers equal to $1,2, \ldots, n$. The dimension of element matrices is $n \times n$.
The global derivatives of the shape functions are obtained by

$$
\left\{\begin{array}{c}
\frac{\partial S_{i}(\xi, \eta)}{\partial x}  \tag{6.70}\\
\frac{\partial S_{i}(\xi, \eta)}{\partial y}
\end{array}\right\}=\left[\begin{array}{ll}
\frac{\partial \xi}{\partial x} & \frac{\partial \eta}{\partial x} \\
\frac{\partial \xi}{\partial y} & \frac{\partial \eta}{\partial y}
\end{array}\right]\left\{\begin{array}{c}
\frac{\partial S_{i}(\xi, \eta)}{\partial \xi} \\
\frac{\partial S_{i}(\xi, \eta)}{\partial \eta}
\end{array}\right\}=J^{-1}\left\{\begin{array}{c}
\frac{\partial S_{i}(\xi, \eta)}{\partial \xi} \\
\frac{\partial S_{i}(\xi, \eta)}{\partial \eta}
\end{array}\right\}
$$

where the local derivatives are given by Equations (6.37) and (6.38) or (6.46) and (6.47) depending on the type of the finite elements to be coupled with, and the Jacobian matrix $J$ is given by Equation (6.17).

### 6.6 Numerical Examples

### 6.6.1 Hankel Source Problem

## (1) Computational Model

In order to test the coupling of the special wave finite and mapped wave infinite elements, a simple problem of radiation from a cylinder, named Hankel Source Problem, was considered. The geometry of the problem is the same as that shown in Figure 2.3.

The problem is that of a circular cylinder of unit radius and infinite length in the domain filled with some medium. When the normal velocity of the surface of the cylinder is uniform, the wave field can be treated as a two dimensional problem in a plane perpendicular to the cylinder axis. The radiated outgoing wave $\phi^{r}(k r)$ is represented by the Hankel function of the first kind of order zero as shown in Equation (2.37). Suppose the amplitude is unity, it is given by

$$
\begin{equation*}
\phi^{r}(k r)=H_{0}^{(1)}(k r) \tag{6.71}
\end{equation*}
$$



Figure 6.5: Geometry of Hankel source problem in two dimensions.


Figure 6.6: Mesh model for Hankel source problem.

The domain considered around the cylinder in two-dimensions is shown in Figure 6.5. The domain between boundaries $\Gamma_{1}$ at $r=1$ and $\Gamma_{2}$ at $r=2$ is a finite element domain, and the domain further from $\Gamma_{2}$ at $r=2$ is modelled by infinite elements, or a damper condition is applied on $\Gamma_{2}$. From the axisymmetric nature of the problem in the two dimensional plane, the domain around the cylinder was modelled by a sectorial mesh bounded by straight radii at $-10^{\circ}$ and $10^{\circ}$. The finite/infinite element mesh model is shown in Figure 6.6. The sectorial domain over $1 \leq r \leq 2$ is divided into 2 sectors of 10 degrees each, and each sector is divided into four 4-node quadrilateral finite elements in the radial direction. On the inner boundary $r=1$ the normal derivatives of radiated potential were given as the Neumann boundary condition, and on the outer boundary at $r=2$, 2-node linear mapped wave infinite elements or cylindrical dampers are applied for comparison.

The problem was solved for the wavenumber $k=4$ and 8 . For the nodes in $1 \leq$ $r<2,8$ equally spaced approximating plane waves are applied. The wave directions are $0^{\circ}, 45^{\circ}, \cdots, 315^{\circ}$, where $0^{\circ}$ is the radial direction at each node. For the nodes at $r=2$,
single wave in the radial direction at each node is applied. 24 Gauss-Legendre integration points are used in each direction for finite elements, and angular direction for infinite elements.

## (2) Results

Figures 6.7 and 6.8 show the numerical results of the potential using finite elements and infinite elements or cylindrical dampers with analytical solution, and the difference between numerical results and the analytical solution, respectively, as a function of the distance from the axis of the cylinder, for the case of $k=4$. Figures 6.9 and 6.10 show the potential and the error respectively for the case of $k=8$.

The damper results are good close to the cylinder, but at the far field boundary diverge from the analytical solution. This is probably because at this boundary the field is only represented by a single radial wave. By contrast the infinite element errors remain at about $10^{-4}$ throughout the domain. Overall the results indicate that the special wave finite element and infinite element combination works well. Results were obtained for higher values of $k$, and were broadly similar, so have not been shown.


Figure 6.7: Real and imaginary parts of potentials of Hankel source problem as function of distance from cylinder axis, for $k=4$.


- Infinite element error (imaginary part)
- Cylindrical damper error (real part)
- Infinite element error (real part)
- Cylindrical damper error (imaginary part)

Figure 6.8: Difference from analytical solution in real and imaginary parts of potential of Hankel source problem using infinite elements or dampers as function of distance from cylinder axis, for $k=4$.


Figure 6.9: Real and imaginary parts of potentials of Hankel source problem as function of distance from cylinder axis, for $k=8$.


Figure 6.10: Difference from analytical solution in real and imaginary parts of potential of Hankel source problem using infinite elements or dampers as function of distance from cylinder axis, for $k=8$.

### 6.6.2 Scattering Problem

(1) Computational Model


Figure 6.11: Geometry of scattering problem in two dimensions.


Figure 6.12: Finite/inifnite element mesh model for scattering problem. Inner radius 1, radius of finite/infinite element interface 2.

The problem of plane wave scattered by a circular cylinder was also considered. The problem is that of a circular cylinder of unit radius and infinite length, and the plane wave of unit amplitude is incident perpendicular to the cylinder axis from the negative $x$-direction. Again, the wave field can be treated as a two dimensional problem in a plane perpendicular to the cylinder axis.

The domain considered is shown in Figure 6.11, and the finite and infinite element mesh model is shown in Figure 6.12. The cylindrical domain over $1 \leq r \leq 2$ is divided
into 36 sectors of 10 degrees each, and each sector is divided into four 4-node quadrilateral elements in the radial direction. On the inner boundary $r=1$ the normal derivatives of scattered potential were given as the Neumann boundary condition, and on the outer boundary at $r=2$, 2-node linear mapped wave infinite elements or cylindrical dampers are applied for comparison.

The problem was solved for the wavenumber $k=4$ and 8 . For the nodes in $1 \leq r<2,8$ equally spaced approximating plane waves are applied. The directions are $0^{\circ}, 45^{\circ}, \cdots, 315^{\circ}$, where $0^{\circ}$ is the radial direction at each node. For the nodes at $r=2$, one plane wave in the radial direction at each node is applied. 24 Gauss-Legendre integration points are used in each direction for finite elements, and the angular direction for infinite elements.

## (2) Results

Figures 6.13 and 6.14 show the numerical results of the scattered potential with analytical solution, and the difference between numerical results and the analytical solution, respectively, as a function of the angle around the cylinder, for the case of $k=4$. In the same way, Figures 6.15 and 6.16 show the scattered potential and the error respectively for the case of $k=8$.

For the case of $k=4$, the infinite element errors remain at about or less than $10^{-3}$. On the other hand the damper errors are larger than the infinite element errors for almost all the angles. The maximum errors for the dampers are about $5 \times 10^{-2}$ and located between $0^{\circ}$ and $90^{\circ}$. For the case of $k=8$, both the infinite element errors and the damper errors are large compared to the previous case. This may be because of the small number of approximating waves. For both cases of $k=4$ and 8 , eight approximating plane waves were used in the special wave finite elements, which may not be enough to model the scattered field for the higher wavenumber of $k=8$. However the infinite element errors still remain at about the same or less than the damper errors.

The mapped wave infinite element used here are the simplest linear one, which has the same number of degrees of freedom as the damper element used here. It is expected that the better accuracy can be obtained using infinite elements of higher order in the radial direction. But it is shown that even the linear infinite elements work more accurately with the special wave finite elements than cylindrical dampers.


Figure 6.13: Real and imaginary parts of scattered potentials along the circumference of the cylinder, for $k=4$.


Figure 6.14: Difference from analytical solution in real and imaginary parts of scattered potential using infinite elements or dampers along circumference of cylinder, for $k=4$.


Figure 6.15: Real and imaginary parts of scattered potentials along the circumference of the cylinder, for $k=8$.


Figure 6.16: Difference from analytical solution in real and imaginary parts of scattered potential using infinite elements or dampers along the circumference of the cylinder, for $k=8$.

### 6.7 Conclusions

The formulation of the conventional mapped wave infinite elements for the Helmholtz equation in unbounded domain was described, and then the theory of coupling of them to special wave finite elements was discussed. The applications to the Hankel source problem and a problem of plane wave scattered by a circular cylinder were presented. Special wave finite elements allow an element to contain many wavelengths rather than having many finite elements per wavelength, which should be a great advantage for short wave problems. Mapped wave infinite elements can be applied to boundaries of arbitrary shape, although presently they can have only a single radial wave direction. The wave direction on the finite/infinite element interface and within the mapped wave infinite elements were forced to be strictly radial from the 'pole' of the infinite elements to ensure compatibility between the two different types of elements. The main conclusion of this chapter is that the mapped wave infinite elements can be successfully coupled with the special wave finite elements to achieve solutions to wave problems in unbounded domain of high accuracy.

It can be conjectured that the special wave finite elements could also be combined with other, more recent wave infinite elements which have more general mappings, due to Astley [14], Cremers et al. [40, 39], Burnett and Holford [30] and others. It would be necessary to match the directions of wave propagation at the special wave finite/infinite element interface.

As presented in this chapter, the mapped wave infinite elements enable us to deal with wave problems without truncation of the unbounded domain and are easily implemented together with special wave finite elements as well as with standard finite elements. If the mapped wave infinite elements which include multiple waves propagating in different directions like special wave finite elements are developed, they become a straightforward extension of the special wave finite elements for unbounded domain problems. This will be discussed in the next chapter.

## Chapter 7

## Special Wave Infinite Elements

In this chapter, the formulation of the special wave infinite elements is developed [91]. The special wave infinite elements are the new concept of mapped wave infinite elements in which multiple waves propagating in different directions are considered. The conventional mapped wave infinite elements, in which only a single wave propagating in the radial direction is allowed, are successfully coupled to the special wave finite elements in Chapter 6. The special wave infinite elements should, however, be a more straightforward extension for use with the special wave finite elements for unbounded problems.

Because the shape functions of the special wave infinite elements are defined so as to satisfy the radiation condition, the radiated or scattered potential is dealt with in the formulations in this chapter.

### 7.1 Special Wave Infinite Element Formulation

### 7.1.1 Non-radial Wave in Infinite Elements

(a) Wave Function

In the conventional mapped wave infinite element formulation when coupled to the special wave finite elements as discussed in Chapter 6, the function

$$
\begin{equation*}
\left[\frac{2}{A(\eta)}\right]^{1 / 2} r^{1 / 2} e^{i k r} \tag{7.1}
\end{equation*}
$$

is multiplied by the standard polynomial shape functions, where $A(\eta)$ is twice the distance between 'pole' and the inner edge of the infinite element. The function $r^{1 / 2} \exp (i k r)$


Figure 7.1: Definition of angles of radial direction and non-radial wave direction.
gives shape functions suitable behaviour of a wave propagating in the radial direction in two dimensions. The coefficient $[2 / A(\eta)]^{1 / 2}$ normalises the amplitude of the shape functions so as to ensure compatibility on the finite/infinite element interface. Because the wave direction is strictly forced to be radial on the finite/infinite element interface, the compatibility of the phase is automatically satisfied.

To consider a wave which propagates in a direction at angle $\theta$, which can be different from the radial direction, let us introduce the position vector $\mathbf{r}$ and the wavenumber vector $\mathbf{k}_{\boldsymbol{\theta}}$. As dealt with in Chapter 3 for the special wave finite elements, the position vector $\mathbf{r}$ is given by

$$
\begin{equation*}
\mathbf{r}=x \mathbf{e}_{\mathbf{x}}+y \mathbf{e}_{\mathbf{y}}=r\left(\cos \alpha \mathbf{e}_{\mathbf{x}}+\sin \alpha \mathbf{e}_{\mathbf{y}}\right) \tag{7.2}
\end{equation*}
$$

where $x, y$ are the global co-ordinates, and $\mathbf{e}_{\mathbf{x}}, \mathbf{e}_{\mathbf{y}}$ are the unit vectors in the $x$ and $y$ directions, respectively. $\alpha$ is the angle of the radial direction measured from the positive $x$ direction in the global co-ordinates. The wavenumber vector $\mathbf{k}_{\theta}$ is given by

$$
\begin{equation*}
\mathbf{k}_{\theta}=k\left(\cos \theta \mathbf{e}_{\mathbf{x}}+\sin \theta \mathbf{e}_{\mathbf{y}}\right) \tag{7.3}
\end{equation*}
$$

Thus the term which supplies the wave behaviour to the shape functions takes the form

$$
\begin{equation*}
r^{1 / 2} e^{i \mathbf{k}_{\theta} \cdot \mathbf{r}}=r^{1 / 2} e^{i k(x \cos \theta+y \sin \theta)}=r^{1 / 2} e^{i k r \cos (\theta-\alpha)} \tag{7.4}
\end{equation*}
$$

This expression is justified to some extent by the Hankel function series for exterior wave solutions.

## (b) Amplitude Correction Term

The amplitude correction term when coupled with the special wave finite elements is

$$
\begin{equation*}
\left[\frac{2}{A(\eta)}\right]^{1 / 2} \tag{7.5}
\end{equation*}
$$

This is the same as that for the conventional mapped wave infinite elements as the amplitude correction term $r^{1 / 2}$ is the same.

## (c) Phase Correction Term

When only a single wave direction is defined at the nodes on the finite/infinite element interface for both types of elements and the directions are the same for finite and infinite elements, the compatibility of the phase is automatically satisfied, because the shape functions of the elements of both types include the same term $\exp [i k(x \cos \theta+y \sin \theta)]$. Therefore the phase correction term is no longer needed.

## (d) New Shape Functions and Potential Expression

The suitable new shape functions thus take the form

$$
\begin{equation*}
N_{j}(\xi, \eta)\left[\frac{2}{A(\eta)}\right]^{1 / 2} r^{1 / 2} e^{i k(x \cos \theta+y \sin \theta)} \tag{7.6}
\end{equation*}
$$

and with these new shape functions, the variables are no longer the nodal values but those corresponding to the complex amplitudes of the wave propagating at angle $\theta$ at node $j$. Let us denote them by $B_{j}$ where $j=1, \cdots, n$. The expression for the potential $\phi$ thus becomes

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} N_{j}(\xi, \eta)\left[\frac{2}{A(\eta)}\right]^{1 / 2} r^{1 / 2} e^{i k(x \cos \theta+y \sin \theta)} B_{j} \tag{7.7}
\end{equation*}
$$

The local functions $\phi_{j}$, which correspond to the nodal values in the standard finite element formulation, are given by

$$
\begin{equation*}
\phi_{j}=\left[\frac{2}{A(\eta)}\right]^{1 / 2} r^{1 / 2} e^{i k(x \cos \theta+y \sin \theta)} B_{j} \tag{7.8}
\end{equation*}
$$

The formulation becomes that of the conventional mapped wave infinite elements when the angle $\theta=\alpha$.

### 7.1.2 Multiple Waves in Infinite Elements

## (a) Wave Function

To extend the formulation to use multiple waves which propagate in different directions, like the special wave finite elements, the local functions $\phi_{j}$ is given as the summation of the wave components propagating in each direction by

$$
\begin{equation*}
\phi_{j}=\sum_{l=1}^{m_{j}}\left[\frac{2}{A(\eta)}\right]^{1 / 2} r^{1 / 2} e^{i k\left(x \cos \theta_{j}^{l}+y \sin \theta_{j}^{l}\right)} B_{j}^{l} \tag{7.9}
\end{equation*}
$$

where $m_{j}$ is the number of the waves associated with node $j$, and $\theta_{j}^{l}$ and $B_{j}^{l}$ are the angle of the direction and the amplitude of the $l$-th wave, respectively. $B_{j}^{l}$ corresponds to $A_{j}^{l}$ in the special wave finite element formulation in Chapter 3. The wave functions for each direction $\theta_{j}^{l}$ have the form

$$
\begin{equation*}
r^{1 / 2} e^{i k\left(x \cos \theta_{j}^{l}+y \sin \theta_{j}^{l}\right)} \tag{7.10}
\end{equation*}
$$

## (b) Amplitude Correction Term

The amplitude correction term is again

$$
\begin{equation*}
\left[\frac{2}{A(\eta)}\right]^{1 / 2} \tag{7.11}
\end{equation*}
$$

This is the same as that for the conventional mapped wave infinite elements as the amplitude correction term $r^{1 / 2}$ is the same.

## (c) Phase Correction Term

When the number and the directions of the waves given for finite and infinite elements at the common nodes on the finite/infinite element interface are the same, $A_{j}^{l}$ for the finite elements and $B_{j}^{l}$ for the infinite elements must be the same. The compatibility of the phase regarding each wave direction is automatically satisfied because the elements of both types include the same term of $\exp \left[i k\left(x \cos \theta_{j}^{l}+y \sin \theta_{j}^{l}\right)\right]$. Therefore, as before, the phase correction term is no longer needed.

## (d) New Shape Functions and Potential Expression

Consequently the special shape functions $S_{j}^{l}(\xi, \eta)$ are of the form

$$
\begin{equation*}
S_{j}^{l}(\xi, \eta)=\left[\frac{2}{A(\eta)}\right]^{1 / 2} N_{j}(\xi, \eta) r^{1 / 2} e^{i k\left(x \cos \theta_{j}^{l}+y \sin \theta_{j}^{l}\right)} \tag{7.12}
\end{equation*}
$$

which can be also written

$$
\begin{equation*}
S_{j}^{l}(\xi, \eta)=\left[\frac{2}{A(\eta)}\right]^{1 / 2} N_{j}(\xi, \eta) r^{1 / 2} e^{i k r \cos \left(\theta_{j}^{l}-\alpha\right)} \tag{7.13}
\end{equation*}
$$

And the potential $\phi$ is given by

$$
\begin{equation*}
\phi=\sum_{j=1}^{n} \sum_{l=1}^{m_{j}} N_{j}(\xi, \eta)\left[\frac{2}{A(\eta)}\right]^{1 / 2} r^{1 / 2} e^{i k\left(x \cos \theta_{j}^{l}+y \sin \theta_{j}^{l}\right)} B_{j}^{l} \tag{7.14}
\end{equation*}
$$

This can be written in terms of the special shape functions $S_{j}^{l}$ and the new nodal variables $B_{j}^{l}$ in the form

$$
\phi=\sum_{j=1}^{n} \sum_{l=1}^{m_{j}} S_{j}^{l} B_{j}^{l}=\{\mathcal{S}\}\{\mathcal{B}\}=\left[\begin{array}{llll}
\mathcal{S}_{1} & \mathcal{S}_{2} & \cdots & \mathcal{S}_{n}
\end{array}\right]\left\{\begin{array}{llll}
\mathcal{B}_{1} & \mathcal{B}_{2} & \cdots & \mathcal{B}_{n} \tag{7.15}
\end{array}\right\}^{T}
$$

where the row matrices of the new shape functions corresponding to the node $j$ are

$$
\begin{align*}
& \mathcal{S}_{j}=\left[\begin{array}{llll}
S_{j}^{1} & S_{j}^{2} & \cdots & S_{j}^{n}
\end{array}\right]  \tag{7.16}\\
& \mathcal{B}_{j}=\left\{\begin{array}{llll}
B_{j}^{1} & B_{j}^{2} & \cdots & B_{j}^{n}
\end{array}\right\} \tag{7.17}
\end{align*}
$$

In terms of $\xi$ and $\eta$, the shape functions and the derivatives take the forms of

$$
\begin{align*}
S_{j}^{l}(\xi, \eta)= & {\left[\frac{2}{1-\xi}\right]^{1 / 2} N_{j}(\xi, \eta) e^{\frac{i k A(\eta)}{1-\xi} \cos \left(\theta_{j}^{l}-\alpha\right)} }  \tag{7.18}\\
\frac{\partial S_{j}^{l}(\xi, \eta)}{\partial \xi}= & {\left[\frac{2}{1-\xi}\right]^{1 / 2}\left[\frac{\partial N_{j}(\xi, \eta)}{\partial \xi}+\frac{N_{j}(\xi, \eta)}{2(1-\xi)}+\frac{i k A(\eta)}{(1-\xi)^{2}} \cos \left(\theta_{j}^{l}-\alpha\right) N_{j}(\xi, \eta)\right] } \\
& \times e^{\frac{i k A(\eta)}{1-\xi} \cos \left(\theta_{j}^{l}-\alpha\right)}  \tag{7.19}\\
\frac{\partial S_{j}^{l}(\xi, \eta)}{\partial \eta}= & {\left[\frac{2}{1-\xi}\right]^{1 / 2}\left[\frac{\partial N_{j}(\xi, \eta)}{\partial \eta}+\frac{i k \cos \left(\theta_{j}^{l}-\alpha\right)}{1-\xi} \frac{\partial A(\eta)}{\partial \eta} N_{j}(\xi, \eta)\right] } \\
& \times e^{\frac{i k A(\eta)}{1-\xi} \cos \left(\theta_{j}^{l}-\alpha\right)} \tag{7.20}
\end{align*}
$$



Figure 7.2: Incompatible wave directions between finite and infinite elements by normal definition.


Figure 7.3: Wave directions forced to be compatible on finite/infinite element interface.

The formulation of the conventional mapped wave infinite elements can be considered as the special case where $m_{j}=1$ and the angle $\theta_{j}^{l}=\alpha$ for all nodes.

### 7.2 Compatibility of Wave Directions between Finite and Infinite Elements

The new shape functions and the derivatives given by Equation (7.18)-(7.20) are based on the assumption that the number and the directions of the waves given for finite and infinite elements at the common nodes on the finite/infinite element interface are the same. Moreover, special attention is required to deal with wave directions of these two types of elements to ensure continuity on the interface.

The wave directions are normally globally constant between nodes within a special wave finite element but the radial direction varies between nodes within a mapped wave
infinite element. Figure 7.2 shows a possible discrepancy of the wave directions between two different element types included in the shape functions defined at the common nodes indicated by closed circle. This discrepancy leads to the incompatibility of the wave directions between nodes of the finite/infinite element interface. This problem was discussed in Chapter 6 for the case where the wave on the interface is restricted to be only a single radial wave for the coupling of the conventional mapped wave infinite elements to the special wave finite elements, where the waves associated with nodes on the interface are forced to be strictly radial for both types of elements in order to eliminate this internode incompatibility.

In the same way, throughout in this Chapter, all wave directions are forced to vary so that the relative angles from the radial direction are kept to be the values specified on the finite/infinite element interface and within infinite elements, as shown in Figure 7.3.

### 7.3 Element Matrix

The element matrix formulation for a special wave infinite element is basically the same as that of the conventional mapped wave infinite element presented in Chapter 6.

The weak form is

$$
\begin{equation*}
\int_{\Omega}\left(\nabla W \nabla \phi-k^{2} W \phi\right) d \Omega-\int_{\Gamma_{\infty}} i k W \phi d \Gamma=0 \tag{7.21}
\end{equation*}
$$

where the domain $\Omega$ has an infinite extent and the boundary $\Gamma_{\infty}$ is at infinity. $W$ is the weighting function and $k$ is the wavenumber.

By using the Bubnov-Galerkin method, a finite set of functions for the weighting functions is chosen to be the same as the shape functions. Therefore the weak form leads to a discrete set of equations for the element

$$
\begin{equation*}
\int_{\Omega}\left([\nabla \mathcal{S}]^{T}[\nabla S]-k^{2}[\mathcal{S}]^{T}[\mathcal{S}]\right)\{\mathcal{B}\} d \Omega-i k \int_{\Gamma_{\infty}}[\mathcal{S}]^{T}[\mathcal{S}]\{\mathcal{B}\} d \Gamma=0 \tag{7.22}
\end{equation*}
$$

Consequently, a set of discrete equations for each element is written by

$$
\begin{equation*}
\left[[\mathbf{K}]-k^{2}[\mathbf{M}]-i k[\mathbf{C}]\right]\{\mathcal{B}\}=\{\mathbf{0}\} \tag{7.23}
\end{equation*}
$$

where

$$
\begin{align*}
K_{\imath \jmath} & =\int_{\Omega_{e}} \nabla S_{i}^{m} \nabla S_{j}^{l} d \Omega  \tag{7.24}\\
& =\int_{\Omega_{e}}\left\{\frac{\partial S_{i}^{m}}{\partial x} \frac{\partial S_{j}^{l}}{\partial x}+\frac{\partial S_{i}^{m}}{\partial y} \frac{\partial S_{j}^{l}}{\partial y}\right\} d \Omega  \tag{7.25}\\
M_{\imath \jmath} & =\int_{\Omega_{e}} S_{i}^{m} S_{j}^{l} d \Omega  \tag{7.26}\\
C_{\imath \jmath} & =\int_{\Gamma_{\infty}} S_{i}^{m} S_{j}^{l} d \Gamma \tag{7.27}
\end{align*}
$$

where $\imath$ and $\jmath$ are integers corresponding to the $m$-th wave at node $i$ and the $l$-th wave at node $j$, respectively, and the relations are given by

$$
\begin{align*}
& \imath=\sum_{\ell=1}^{i-1} m_{\ell}+m  \tag{7.28}\\
& j=\sum_{\ell=1}^{j-1} m_{\ell}+l \tag{7.29}
\end{align*}
$$

which are equal to $1,2, \ldots, n_{p}$ and

$$
\begin{equation*}
n_{p}=\sum_{\ell=1}^{n} m_{\ell} \tag{7.30}
\end{equation*}
$$

is the total degree of freedom of the element. $m_{\ell}$ is the number of waves at node $\ell$. The dimension of the element matrix therefore becomes $n_{p} \times n_{p}$.

### 7.4 Undefined Oscillatory Terms

The 'undefined' oscillatory terms arise in each integrals consisting of the element matrix given by Equations (7.24)-(7.27). These terms are theoretically 'undefined' because of the upper limit of the integration $\xi=1$, which corresponds to $r=\infty$, however, they cancel out each other, as discussed in Chapter 6. This is taken into account in the special integration scheme by Zienkiewicz et al. [93] for the conventional mapped wave infinite elements.

On the other hand, in forming the element matrix by Gauss-Legendre integration scheme, it is impossible to integrate the infinite domain. Therefore it is necessary to consider a sufficiently large area of an element and to apply sufficient integration points to integrate the area accurately. Because the upper limit of the integration with respect to $r$ becomes not the infinity but a finite value, the 'undefined' oscillatory terms are no longer 'undefined' but can be numerically evaluated. These terms are included in the numerically
evaluated values of each of the 'stiffness', 'mass' and 'damper' matrices, and cancel out by summing up all these element matrices.

The 'damper' term of the element matrix shows the radiation condition is applied on the outer boundary $\Gamma_{\infty}$, which needs to be replaced by the boundary $\Gamma_{R}$ at a finite distance $R$. Although the radiation condition is automatically satisfied at infinity because of the decay behaviour along the distance of the shape functions as explained in Chapter 6, it is not clear when the element area is truncated. Therefore the application of the radiation condition is necessary in the formulation to avoid unnecessary reflection.

When the infinite element area is truncated by the outer boundary $\Gamma_{R}$ instead of $\Gamma_{\infty}$, the element matrix is given by

$$
\begin{equation*}
\mathcal{K}_{\imath j}^{I E} \simeq \int_{\Omega_{R}}\left(\nabla S_{i}^{m} \nabla S_{j}^{l}-k^{2} S_{i}^{m} S_{j}^{l}\right) d \Omega-i k \int_{\Gamma_{R}} S_{i}^{m} S_{j}^{l} d \Gamma \tag{7.31}
\end{equation*}
$$

where $\Omega_{R}$ is the truncated finite area of the element. In terms of the local co-ordinates $\xi$, $\eta$, it takes the form

$$
\begin{equation*}
\mathcal{K}_{\imath j}^{I E} \simeq \int_{-1}^{1} \int_{-1}^{\xi_{R}}\left(\nabla S_{i}^{m} \nabla S_{j}^{l}-k^{2} S_{i}^{m} S_{j}^{l}\right)|J| d \xi d \eta-i k \int_{-1}^{1} S_{i}^{m} S_{j}^{l}\left(\frac{\partial y}{\partial \eta}-\frac{\partial x}{\partial \eta}\right) d \eta \tag{7.32}
\end{equation*}
$$

where $|J|$ is the determinant of the Jacobian matrix $J$ given by Equation (6.17), which relates the global $x, y$ and the local $\xi, \eta$ co-ordinates, and $\xi_{R}$ is the local co-ordinate value corresponding to $r=R$, i.e.,

$$
\begin{equation*}
\xi_{R}=1-\frac{A(\eta)}{R} \tag{7.33}
\end{equation*}
$$

### 7.5 Gauss-Legendre Integration for Mapped Wave Infinite Elements

The conventional mapped wave infinite elements are integrated by the special integration scheme by Zienkiewicz et al. [93], in which the wave propagates in an infinite element is restricted to a single wave which propagates in the radial direction only. However, in the special wave infinite elements to be developed in this study, multiple waves which propagate in different directions are to be included. Therefore another method is required to evaluate the integrals appearing in the special wave infinite element formulation. It
may be possible to develop a new special integration scheme which can integrate shape functions including multiple wave directions. However it is also possible to apply some general integration schemes which do not restrict the wave directions in infinite elements. For example, a Gauss-Legendre integration scheme has been successfully applied to the special wave finite elements in spite of their oscillating shape functions containing multiple number of wave directions.

In this section, the application of a Gauss-Legendre integration scheme to the mapped wave infinite elements is discussed, as a preparation for the development of special wave infinite elements.

### 7.5.1 Application of Gauss-Legendre Integration to Wave Elements

In Gauss-Legendre numerical integration, the abscissae and weights are chosen to get the most accurate results for the integration of functions of polynomial form. The details and tables of the abscissae and the weights are given in many references such as Davis and Rabinowitz [42].

The $n$-order Gauss Legendre integration of function $f(\xi)$ is given by the form

$$
\begin{equation*}
\int_{-1}^{1} f(\xi) d \xi=\sum_{p=1}^{n} f\left(\xi_{p}\right) w\left(\xi_{p}\right) \tag{7.34}
\end{equation*}
$$

where $\xi_{p}$ are abscissae and $w\left(\xi_{p}\right)$ are the corresponding weights. This scheme can integrate a polynomial up to the degree of $2 n-1$. It assumes the polynomial form of the function. However it has been successfully applied to obtain element matrices of the special wave finite elements in spite of the oscillating behaviour of their shape functions if more than ten integration points are used for a length of a wavelength as shown in Section 3.7. The same requirement as the rule of the application of the Gauss-Legendre Integration scheme to the special wave finite elements should be applied to its application to the mapped wave infinite elements, as they also have similar oscillating behaviour due to the special shape functions containing trigonometric functions. The difference between the shape functions and the derivatives of the special wave finite elements and the mapped wave infinite elements are that the amplitude of the functions of the infinite elements decay along the distance from the 'pole' in the radial direction.

Figure 7.4 shows the infinite mapping of the integration points from the local to the global co-ordinates for one dimensional case. The upper limit $\xi=1$ is mapped onto


Figure 7.4: One dimensional infinite mapping of integration points.
$r=\infty$. Because of this mapping, a constant distance in the local $\xi$ co-ordinate is mapped onto a larger distance in the $r$ direction in the global co-ordinates as $\xi$ increases from -1 to 1 . Consequently the interval between two adjacent integration points in the global coordinates becomes relatively larger as $r$ becomes larger, and the requirement of the ratio of the interval of two adjacent integration points to the wavelength will not be satisfied at large $r$. Actually this requirement can not be satisfied over the entire element by using finite number of integration points because an infinite element extends to infinity.

However, as the waves decay along in the radial direction in two or three dimensions, the contribution to the integral of the very far field becomes negligible. Thus the problem of the larger interval can be ignored in the further field, beyond a certain distance from the 'pole' and radiating or scattering objects. Consequently it should be possible to evaluate the integral over an entire infinite element by only taking into account a certain finite area. Therefore it is important to investigate how much area of an element should be considered and to apply sufficient integration points to integrate this area accurately.

### 7.5.2 Dividing Infinite Element into Subelements in Infinite Direction

To integrate an element in the infinite direction accurately using many integration points, the element is divided into many subelements in the radial direction so that each subelement has the same length $r_{d i v}$ in the global co-ordinates, and a Gauss-Legendre integration scheme of the same order is applied to integrate each subelement. The whole integral is obtained as the sum of the integrals of each subelement. When the element is divided into $n_{d i v}$ subelements in the infinite direction, the integration with respect to $\xi$ can be obtained from

$$
\begin{equation*}
\int_{-1}^{1} f(\xi, \eta) d \xi=\sum_{s=1}^{n_{d i v}} \int_{-1}^{1} f(\xi, \eta) d \bar{\xi} \tag{7.35}
\end{equation*}
$$



Figure 7.5: Dividing infinite element into subelements for the use of Gauss-Legendre integration.

Although $n_{d i v}$, the number of subelements becomes infinity if we integrate over the complete area of the infinite element, satisfactory accuracy should be achieved with a finite number of subelements. This is more practical than applying the Gauss-Legendre integration of very high order to the whole integration area of the element.

In $s$-th subelement in the infinite direction, the smallest and the largest values of $r$ denoted by $r_{s(\min )}$ and $r_{s(\max )}$, respectively, are given by

$$
\begin{align*}
& r_{s(\min )}=\frac{A(\eta)}{2}+(s-1) r_{d i v}  \tag{7.36}\\
& r_{s(\max )}=\frac{A(\eta)}{2}+s r_{d i v} \tag{7.37}
\end{align*}
$$

where $A(\eta) / 2$ is the distance from the 'pole' to the inner edge of the infinite element. When the local co-ordinate $\bar{\xi}$ is defined to be $-1 \leq \bar{\xi} \leq 1$ in each subelement, as shown in Figure 7.5 , the relation between $r$ and $\bar{\xi}$ in the $s$-th subelement is given by

$$
\begin{equation*}
r=r_{s(\min )}+\frac{r_{d i v}}{2}+\frac{r_{d i v}}{2} \bar{\xi} \tag{7.38}
\end{equation*}
$$

The derivatives $\partial r / \partial \bar{\xi}$ and $\partial \xi / \partial \bar{\xi}$ are

$$
\begin{gather*}
\frac{\partial r}{\partial \bar{\xi}}=\frac{r_{d i v}}{2}  \tag{7.39}\\
\frac{\partial \xi}{\partial \bar{\xi}}=\frac{r_{d i v}}{2} \frac{(1-\xi)^{2}}{A(\eta)} \tag{7.40}
\end{gather*}
$$

The distance from the 'pole' to the outer boundary of the most distant subelement, denoted by $R(\eta)$, is given by the subelement length $r_{d i v}$ and the number of subelements $n_{d i v}$ by

$$
\begin{equation*}
R(\eta)=\frac{A(\eta)}{2}+n_{d i v} r_{d i v} \tag{7.41}
\end{equation*}
$$

The original infinite extent of the element $A(\eta) / 2 \leq r<\infty$ is truncated to a finite area $A(\eta) / 2 \leq r \leq R(\eta)$. It is necessary to consider the outer boundary $\Gamma_{R}$ at $r=R(\eta)$ to obtain element matrices.

### 7.5.3 Numerical Integration

To integrate over an element domain $\Omega$ by using a Gauss-Legendre integration scheme of $n_{\xi}$ points in the $\xi$ direction and $n_{\eta}$ points in the $\eta$ direction,

$$
\begin{equation*}
\int_{\Omega} f(\xi, \eta) d \Omega=\int_{-1}^{1} \int_{-1}^{1} f(\xi, \eta)|J| d \xi d \eta \tag{7.42}
\end{equation*}
$$

By using Gauss-Legendre integrations of the $n_{\xi}$ order in $\xi$ direction, and the $n_{\eta}$ order in $\eta$ direction, respectively, the integral is numerically calculated by

$$
\begin{equation*}
\int_{\Omega} f(\xi, \eta) d \Omega=\sum_{q=1}^{n_{\eta}} \sum_{p=1}^{n_{\xi}} f\left(\xi_{p}, \eta_{q}\right)|J| w\left(\xi_{p}\right) w\left(\eta_{q}\right) \tag{7.43}
\end{equation*}
$$

where $\xi_{p}$ and $\eta_{q}$ are abscissae in the $\xi$ and the $\eta$ directions, respectively and $w\left(\xi_{p}\right), w\left(\eta_{q}\right)$ are corresponding weights. Dividing the element area into $n_{\text {div }}$ subelements in $\xi$ direction leads to the form

$$
\begin{equation*}
\int_{\Omega} f(\xi, \eta) d \Omega=\sum_{q=1}^{n_{\eta}} \sum_{s=1}^{n_{d i v}} \sum_{p=1}^{n_{\bar{\xi}}} f\left(\xi_{p}, \eta_{q}\right)|\bar{J}| w\left(\bar{\xi}_{p}\right) w\left(\eta_{q}\right) \tag{7.44}
\end{equation*}
$$

where $n_{\bar{\xi}}$ is the number of the integration points applied to the $\bar{\xi}$ direction of subelement, $w\left(\bar{\xi}_{p}\right)$ are the corresponding weights, and $|\bar{J}|$ is the determinant of the Jacobian matrix $\bar{J}$, which relates the global $x, y$ and the local $\bar{\xi}, \eta$ co-ordinates instead of the local $\xi, \eta$ co-ordinates. The Jacobian matrix $\bar{J}$ is obtained from the original Jacobian matrix $J$ and $\partial \xi / \partial \bar{\xi}$ by

$$
\bar{J}=\left[\begin{array}{ll}
\frac{\partial x}{\partial \bar{\xi}} & \frac{\partial y}{\partial \bar{\xi}}  \tag{7.45}\\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta}
\end{array}\right]=\left[\begin{array}{cc}
\frac{\partial x}{\partial \xi} \frac{\partial \xi}{\partial \bar{\xi}} & \frac{\partial y}{\partial \xi} \frac{\partial \xi}{\partial \bar{\xi}} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta}
\end{array}\right]
$$

Thus the element matrix is obtained by
$\mathcal{K}_{2 j} \simeq \sum_{q=1}^{n_{\eta}} \sum_{s=1}^{n_{\text {div }}} \sum_{p=1}^{n_{\bar{\xi}}}\left(\nabla S_{i}^{m} \nabla S_{j}^{l}-k^{2} S_{i}^{m} S_{j}^{l}\right)|\bar{J}| w\left(\bar{\xi}_{p}\right) w\left(\eta_{q}\right)-i k \sum_{q=1}^{n_{\eta}} S_{i}^{m} S_{j}^{l}\left(\frac{\partial y}{\partial \eta}-\frac{\partial x}{\partial \eta}\right) w\left(\eta_{q}\right)$

The $\bar{\xi}$ derivatives of shape functions $S_{j}^{l}$ are obtained by

$$
\begin{equation*}
\frac{\partial S_{j}^{l}}{\partial \bar{\xi}}=\frac{\partial S_{j}^{l}}{\partial \xi} \frac{\partial \xi}{\partial \bar{\xi}} \tag{7.47}
\end{equation*}
$$

### 7.6 Effective Distance to the Outer Boundary

The convergence of the integral over an infinite element evaluated numerically by a GaussLegendre integration was observed by numerical tests. The actual element matrix of an mapped wave infinite element was integrated, and then compared to the element matrix obtained by the Zienkiewicz special integration [93]. The infinite element is coupled with the special wave finite elements to form the mesh model for the Hankel source problem, therefore the resultant potential obtained by using the infinite element matrix by GaussLegendre integration is compared to those obtained by the Zienkiewicz special integration.

The results show that the distance between the pole and the outer boundary of the element area for the numerical integration should be $50-250$ times of the wavelength or greater to obtain a sufficient accuracy.

### 7.6.1 Tested Infinite Element

The 6 -node infinite element used for the numerical testing is shown in Figure 7.6. The element extends over $2 \leq r<\infty$ and $-15^{\circ} \leq \theta \leq 15^{\circ}$ where $r, \theta$ are the polar co-ordinates


Figure 7.6: 6-node infinite element used for investigation of the use of Gauss-Legendre integration.


Figure 7.7: Mesh model for Hankel source problem.
in two dimensions.
The radius of the arc of the inner edge of the element is 2 , i.e. $A(\eta)=4$. The parent element of infinite element is quadratic in both $\xi$ and $\eta$ directions, therefore the element in the global co-ordinate is defined by six nodes as three nodes are at infinity. The length of each subelement in the $r$ direction, $r_{d i v}$, was set to be $\lambda / 2$ where $\lambda$ is the wavelength. The number of the integration points, $n_{\bar{\xi}}$, applied to the $\bar{\xi}$ direction in each subelement was 10 to well satisfy the requirement of the ratio of the integration point interval to the wavelength, consequently the number of integration points in the $\bar{\xi}$ direction is 20 per wavelength. The number of subelements in the $r$ direction, $n_{d i v}$, was varied from 10 to $10^{3}$. The numerically evaluated value of the integral was compared to the value obtained by the Zienkiewicz special integration scheme. 24 Gauss-Legendre integration points were used for the angular direction of the infinite element.

### 7.6.2 Finite/Infinite Element Mesh Model

The infinite element was coupled to special wave finite elements to solve the Hankel source problem. The geometry of the problem is the same as that shown in Figure 6.5.

The problem is that of a circular cylinder of unit radius and infinite length in the domain filled with some medium. From the axisymmetric nature of the problem in the two dimensional plane, the domain around the cylinder was modelled by a sectorial mesh bounded by straight radii at $-15^{\circ}$ and $15^{\circ}$. The finite/infinite element mesh is shown in Figure 7.7. The sectorial domain over $1 \leq r \leq 2$ and $-15^{\circ} \leq \theta \leq 15^{\circ}$ is divided into two 9 -node quadrilateral finite elements in the radial direction. On the inner boundary of the finite element domain $r=1$ the normal derivatives of radiated potential were given as the Neumann boundary condition, and on the outer boundary at $r=2$ the infinite element shown above is attached.

The problem was solved for the wavenumber $k=4$. For the nodes in $1 \leq r<2$, i.e., the nodes belonging only to finite elements, 8 equally spaced approximating plane waves are applied. The directions are $0^{\circ}, 45^{\circ}, \cdots, 315^{\circ}$, where the reference direction $0^{\circ}$ indicates the radial direction at each node. For the nodes at $r \geq 2$, i.e., the nodes belonging to infinite element, one plane wave in the radial direction at each node is applied. 24 GaussLegendre integration points are used for each direction of finite elements as well as the angular direction of the infinite element.

### 7.6.3 Errors in Element Matrix

Figure 7.8 shows the sum of square of the errors of the real and imaginary parts of the element matrix components given by

$$
\begin{equation*}
e=\sqrt{\left(\sum_{i=1}^{n_{p}} \sum_{j=1}^{n_{p}}\left|\mathcal{K}_{i j}^{g l}-\mathcal{K}_{i j}^{s p}\right|^{2}\right) /\left(\sum_{i=1}^{n_{p}} \sum_{j=1}^{n_{p}}\left|\mathcal{K}_{i j}^{s p}\right|^{2}\right)} \tag{7.48}
\end{equation*}
$$

where $\mathcal{K}_{i j}^{g l}$ and $\mathcal{K}_{i j}^{s p}$ are the element matrix components obtained by a Gauss-Legendre integration and the Zienkiewicz special integration scheme, respectively. $n_{p}$ is the number of total degree of freedom of an element, which is 6 in this example.

The error almost converges by $n_{\text {div }}=500$ for both of the real and imaginary parts of the element matrix.


Figure 7.8: Error in infinite element matrix versus $n_{\text {div }}$, number of subelements considered.


Figure 7.9: Error in potential at $r=1.5$ for Hankel source problem versus $n_{\text {div }}$, number of subelements considered.

### 7.6.4 Errors in Calculated Potential

Figure 7.9 shows the absolute values of errors in the real and imaginary parts of calculated potential at $r=1.5$.

$$
\begin{equation*}
e=\left|\frac{\phi^{g l}-\phi^{a n}}{\phi^{a n}}\right| \tag{7.49}
\end{equation*}
$$

where $\phi^{g l}$ is the potential at $r=1.5$ obtained by using element matrix by a Gauss-Legendre integration and $\phi^{a n}$ is the analytical solution.

The error almost converges by $n_{\text {div }}=100$ for both of the real and imaginary parts of the calculated potential.

These results show that the mapped wave infinite element matrix obtained by this method of applying a Gauss-Legendre integration scheme with respect to the infinite direction and the resultant calculated potential converge to the accurate values, and that this method can be useful. It is also shown $n_{\text {div }}$ should be set to $100-500$ or greater for practical accuracy, i.e., the outer boundary of the element area for the numerical integration should be $50-250$ times of the wavelength or greater.

### 7.7 Accuracies due to Mappings and Integration Procedures

In Chapter 6, mappings of infinite element are presented for circular and non-circular cases. In the previous sections in this chapter, the application of Gauss-Legendre integration instead of the Zienkiewicz special integration scheme is discussed. In this section, the accuracies of calculated results obtained with computational models, which are slightly different with respect to mappings and integration procedures, by these methods are compared, for the examples of the Hankel source problem and a scattering problem, a problem of plane wave scattered by a circular cylinder.

To compare the accuracies between cases precisely, the numerical values of calculated potential are shown in tables and compared to the analytical solution at points $r=1.0$, 1.5 and 2.0 on the $x$ axis. The difference from the analytical solution and the error are defined for the evaluation of accuracy. The difference is given by

$$
\begin{equation*}
d=\phi^{n u m}-\phi^{a n} \tag{7.50}
\end{equation*}
$$

where $\phi^{n u m}$ and $\phi^{a n}$ are the numerical results and the analytical solution of the potential, respectively. The error is given by

$$
\begin{equation*}
e=\frac{\phi^{n u m}-\phi^{a n}}{\phi^{a n}} \tag{7.51}
\end{equation*}
$$

The results for the Hankel source problem show that quadratic mapping gives better accuracy than circular mapping because the compatibility between finite and infinite ele-

Table 7.1: Accuracy comparison test cases for Hankel source problem and scattering problem using curved edge models.

| Cases | finite/infinite element interface | mapping | numerical integration |
| :---: | :---: | :---: | :---: |
| 1 | curved | circular | Zienkiewicz scheme |
| 2 | curved | quadratic | Zienkiewicz scheme |
| 3 | curved | circular | Gauss-Legendre |
| 4 | curved | quadratic | Gauss-Legendre |

ments are well satisfied. For the scattering problem the accuracies of the results are almost the same and any significant difference due to the mappings or the integration procedures was not observed.

### 7.7.1 Test Cases

Table 7.1 shows test cases used for an accuracy comparison for the Hankel source problem and the scattering problem using curved edge model. Table 7.2 shows the additional test cases used for the Hankel source problem using straight edge model.

## (a) Mappings

Two different mapping for infinite element were employed for check and comparison. The circular mapping is specialised for the current mesh model and uses the exact geometry of the circular arcs. The quadratic mapping uses the iso-parametric mapping by the general formulation using quadratic polynomials. In finite elements the shape function is given by quadratic polynomial.

## (b) Integration Schemes

The use of the Zienkiewicz special integration scheme and a Gauss-Legendre integration as explained in the previous section are applied to integrate over the element area. In case of a Gauss-Legendre integration, the number of subelements in $r$ direction $n_{\text {div }}$ is equal to 500.
(c) Mesh Model

An additional mesh model was also applied to the Hankel source problem only. In the model the inner edge of the infinite element is straight instead of curved.

Table 7.2: Accuracy comparison test cases for Hankel source problem using straight edge model.

| Cases | finite/infinite element interface | mapping | numerical integration |
| :---: | :---: | :---: | :---: |
| 5 | straight | quadratic | Zienkiewicz scheme |
| 6 | straight | quadratic | Gauss-Legendre |

Table 7.3: Analytical solution and numerical results of potential for Hankel source problem obtained using curved edge model for the case of $k=4$.

|  | Analytical solution, $\mathrm{k}=4$ |  |
| :---: | :---: | :---: |
| $r$ | Phi r(An) | Phi i(An) |
| 1.0000 | -3.97149807E-01 | -1.69407446E-02 |
| 1.5000 | 1.50645259E-01 | -2.88194691E-01 |
| 2.0000 | 1.71650807E-01 | 2.23521489E-01 |


|  | Numerical results |  | Difference from analytical solution |  | Error |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| case1 |  |  |  |  |  |  |
| 1.0000 | -3.97653876E-01 | -1.69930645E-02 | -5.04068826E-04 | -5.23199467E-05 | 1.26921584E-03 | 3.08840893E-03 |
| 1.5000 | 1.50696451E-01 | -2.88153654E-01 | $5.11915081 \mathrm{E}-05$ | $4.10370858 \mathrm{E}-05$ | $3.39814929 \mathrm{E}-04$ | -1.42393621E-04 |
| 2.0000 | 1.70798444E-01 | 2.23946739E-01 | -8.52363257E-04 | $4.25249750 \mathrm{E}-04$ | -4.96568161E-03 | 1.90250052E |
| case2 |  |  |  |  |  |  |
| 1.0000 | -3.97149821E-01 | -1.69408517E-02 | -1.38261459E-08 | -1.07146679E-07 | 3.48134272E-08 | 6.32479161E-06 |
| 1.5000 | 1.50645356E-01 | -2.88194220E-01 | 9.65081495E-08 | $4.71085750 \mathrm{E}-07$ | 6.40631838E-07 | -1.63460940E |
| 2.0000 | 1.71656847E-01 | $2.23532645 \mathrm{E}-01$ | $6.03974290 \mathrm{E}-06$ | 1.11557503E-05 | 3.51862190E-05 | 4.99090730E-0 |
| case3 |  |  |  |  |  |  |
| 1.0000 | -3.96833208E-01 | -1.89628182E-02 | $3.16599174 \mathrm{E}-04$ | -2.02207365E-03 | -7.97178214E-04 | 1.19361557E-01 |
| 1.5000 | 1.50919601E-01 | -2.87717776E-01 | $2.74341508 \mathrm{E}-04$ | $4.76915086 \mathrm{E}-04$ | 1.82110947E-03 | -1.65483647E-03 |
| 2.0000 | 1.76566079E-01 | $2.23964017 \mathrm{E}-01$ | 4.91527174E-03 | $4.42527750 \mathrm{E}-0$ | 2.86352964E-02 | 1.9797995 |
| case4 |  |  |  |  |  |  |
| 1.0000 | -3.96829358E-01 | -1.92289553E-02 | 3.20449174E-04 | -2.28821075E-03 | -8.06872289E-04 | 1.35071439E-01 |
| 1.5000 | 1.50943079E-01 | -2.87757656E-01 | 2.97819508E-04 | $4.37035086 \mathrm{E}-04$ | $1.97695904 \mathrm{E}-03$ | -1.51645779E-03 |
| 2.000 | 1.76913511E-01 | 2.22557125E-01 | 5.26270374E-03 | -9.64364250E-04 | $3.06593591 \mathrm{E}-02$ | -4.31441403E-03 |

### 7.7.2 Hankel Source Problem using Curved Edge Model

The first problem is the Hankel source problem as it is almost the simplest possible example in two dimensions. The problem and the mesh model are exactly the same as that used in the previous section. The geometry and the finite/infinite element mesh model are shown in Figures 6.5 and 7.7, respectively.

Table 7.3 shows the analytical solution and the numerical results with the difference from the analytical solution and the error for the case of the wavenumber $k=4$. Table 7.4 is for the case of the wavenumber $k=8$.

From these results, it can be concluded that quadratic mapping gives better accuracy than circular mapping. This is because the compatibility between finite and infinite elements are satisfied when quadratic mapping is used as it is also used for finite elements. Circular mapping is more accurate for the geometry itself. However, it causes a small incompatibility between the two types of element. It can be also said that sufficient accuracy is obtained using Gauss-Legendre integration with $n_{\text {div }}=500$

Table 7.4: Analytical solution and numerical results of potential for Hankel source problem obtained using curved edge model for the case of $k=8$.

| $r$ |  | Analytical solution, $\mathbf{k = 8}$ |  |
| ---: | ---: | ---: | :---: |
| $r$ |  | Phi $r(\mathrm{An})$ |  |$\quad$|  |  |  |
| ---: | :--- | ---: |
| 1.0000 | $1.71650807 \mathrm{E}-01$ | $2.23521489 \mathrm{E}-01$ |
| 1.5000 | $4.76893108 \mathrm{E}-02$ | $-2.25237313 \mathrm{E}-01$ |
| 2.0000 | $-1.74899074 \mathrm{E}-01$ | $9.58109971 \mathrm{E}-02$ |


|  | Numerical results <br> Real |  | Difference from analytical solutionReal $\quad$ Imaginary |  | Imaginary |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| case1 |  |  |  |  |  |  |
| 1.0000 | 1.71378638E-01 | 2.24027339E-01 | -2.72169100E-04 | $5.05849600 \mathrm{E}-04$ | -1.58559755E-03 | 2.26309158E-03 |
| 1.5000 | $5.15656630 \mathrm{E}-02$ | -2.22883844E-01 | $3.87635220 \mathrm{E}-03$ | $2.35346860 \mathrm{E}-03$ | 8.12834603E-02 | -1.04488398E-02 |
| 2.0000 | -1.73209341E-01 | 9.69719815E-02 | 1.68973300E-03 | 1.16098442E-03 | -9.66118894E-03 | 1.21174443E-02 |
| case2 |  |  |  |  |  |  |
| 1.0000 | 1.71650415E-01 | 2.23516318E-01 | -3.92100000E-07 | -5.17140000E-06 | -2.28428871E-06 | -2.31360305E-05 |
| 1.5000 | $4.77113414 \mathrm{E}-02$ | -2.25235292E-01 | $2.20306000 \mathrm{E}-05$ | $2.02060000 \mathrm{E}-06$ | 4.61960964E-04 | -8.97098255E-06 |
| 2.0000 | -1.74894139E-01 | 9.58127832E-02 | 4.93500000E-06 | 1.78612000E-06 | -2.82162729E-05 | 1.86421189E-05 |
| case3 |  |  |  |  |  |  |
| 1.0000 | 1.71798922E-01 | 2.23282602E-01 | 1.48114900E-04 | -2.38887400E-04 | 8.62884961E-04 | -1.06874467E-03 |
| 1.5000 | 5.14971182E-02 | -2.23409437E-01 | $3.80780740 \mathrm{E}-03$ | 1.82787560E-03 | 7.98461403E-02 | -8.11533213E-03 |
| 2.0000 | -1.73159433E-01 | 9.65923481E-02 | 1.73964100E-03 | 7.81351020E-04 | -9.94654208E-03 | 8.15512878E-03 |
|  |  |  |  |  |  |  |
| 1.0000 | 1.71446848E-01 | 2.23018684E-01 | -2.03959100E-04 | -5.02805400E-04 | -1.18822104E-03 | -2.24947231E-03 |
| 1.5000 | 4.80970721E-02 | -2.25733473E-01 | 4.07761300E-04 | -4.96160400E-04 | 8.55037100E-03 | 2.20283395E-03 |
| 2.0000 | -1.74759021E-01 | 9.54929091E-02 | 1.40053000E-04 | -3.18087980E-04 | -8.00764674E-04 | -3.31995272E-03 |



Figure 7.10: Straight edge mesh model for Hankel source problem.

### 7.7.3 Hankel Source Problem using Straight Edge Model

In the straight edge model, the curvature of finite element edges are therefore modified so as to change gradually from the circular arc with a radius of 1 to the chord connecting points at the angles $-15^{\circ}$ and $15^{\circ}$ on a circle with the radius of 2 . The mesh model is shown in Figure 7.10.

Table 7.5 shows the analytical solution and the calculated potential with the difference from the analytical solution and the error for the case of the wavenumber $k=4$. Table 7.6 is for the case of the wavenumber $k=8$.

In both cases of $k=4$ and 8 , in Case 5 using the Zienkiewicz special integration scheme to integrate the infinite element the numerical results are quite accurate. However, in Case

Table 7.5: Analytical solution and numerical results of potential for Hankel source problem obtained by straight edge model for the case of $k=4$.

| $\mathbf{r}$ | Analytical solution, $k=4$ |  |
| ---: | ---: | ---: |
|  | Phi r(An) | Phi $i(\mathrm{An})$ |
| 1.0000 | $-3.97149807 \mathrm{E}-01$ | $-1.69407446 \mathrm{E}-02$ |
| 1.5000 | $1.50645259 \mathrm{E}-01$ | $-2.88194691 \mathrm{E}-01$ |
| 1.9318 | $2.29526884 \mathrm{E}-01$ | $1.71857472 \mathrm{E}-01$ |


|  | Numerical results Real | imaginary | Difference from analytical solution <br> Real $\quad$ Imaginary |  | Imaginary |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| case5 |  |  |  |  |  |  |
| 1.0000 | -3.97149647E-01 | -1.69406832E-02 | 1.60173854E-07 | 6.13533209E-08 | -4.03308402E-07 | -3.62164253E-06 |
| 1.5000 | 1.50644094E-01 | -2.88197034E-01 | -1.16549185E-06 | -2.34291425E-06 | -7.73666463E-06 | 8.12962321E-06 |
| 1.9320 | 2.29506267E-01 | $1.71828041 \mathrm{E}-01$ | -2.06168695E-05 | -2.94308237E-05 | -8.98233319E-05 | -1.71251348E-04 |
| case6 |  |  |  |  |  |  |
| 1.0000 | -3.92167577E-01 | -9.12844019E-03 | 4.98223017E-03 | 7.81230436E-03 | -1.25449644E-02 | -4.61154723E-01 |
| 1.5000 | 1.52081383E-01 | -2.89588034E-01 | 1.43612351E-03 | -1.39334291E-03 | 9.53314769E-03 | 4.83472790E-03 |
| 1.9320 | 2.58052109E-01 | 1.73101909E-01 | 2.85252251E-02 | 1.24443718E-03 | 1.24278362E-01 | 7.24110022E-03 |

Table 7.6: Analytical solution and numerical results of potential for Hankel source problem obtained by straight edge model for the case of $k=8$.

| $r$ | Analytical solution, $\mathrm{k}=8$ |  |
| :---: | :---: | :---: |
|  | Phir ${ }^{\text {( }}$ An) | Phi i(An) |
| 1.0000 | 1.71650807E-01 | 2.23521489E-01 |
| 1.5000 | 4.76893108E-02 | -2.25237313E-01 |
| 1.9320 | -1.01483481E-01 | 1.75707498E-01 |


|  | Numerical results Real | Imaginary | Difference from analytical solution <br> Real $\quad$ Imaginary |  | Real Imaginary |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| case5 |  |  |  |  |  |  |
| 1.0000 | 1.71648264E-01 | $2.23519504 \mathrm{E}-01$ | -2.54310000E-06 | -1.98540000E-06 | -1.48155435E-05 | -8.88236744E-06 |
| 1.5000 | 4.76705704E-02 | -2.25243944E-01 | -1.87404000E-05 | -6.63140000E-06 | -3.92968564E-04 | $2.94418359 \mathrm{E}-05$ |
| 1.9320 | -1.01533869E-01 | $1.75675016 \mathrm{E}-01$ | -5.03879000E-05 | -3.24817000E-05 | 4.96513319E-04 | -1.84862345E-04 |
| case6 |  |  |  |  |  |  |
| 1.0000 | 1.71202417E-01 | 2.23689292E-01 | -4.48390100E-04 | 1.67802600E-04 | -2.61222250E-03 | $7.50722449 \mathrm{E}-04$ |
| 1.5000 | 5.16841547E-02 | -2.22858776E-01 | $3.99484390 \mathrm{E}-03$ | 2.37853660E-03 | 8.37681198E-02 | -1.05601358E-02 |
| 1.9320 | -9.89252222E-02 | 1.77255889E-01 | $2.55825890 \mathrm{E}-03$ | 1.54839130E-03 | -2.52086238E-02 | 8.81232344E-03 |

6 using a Gauss-Legendre integration instead the results are much less accurate. Although efforts have been made to try to find out the problem in the theory and the program code, it has not been discovered yet.

### 7.7.4 Scattering Problem

As a more realistic example than the Hankel source problem, the problem of plane wave scattered by a circular cylinder was considered. The geometry of the problem in two dimensions is the same as that shown in Figure 6.11.

The problem is that of a circular cylinder of unit radius and infinite length, and the plane wave of unit amplitude is incident perpendicular to the cylinder axis from the negative $x$ direction. The wave field can be treated as a two dimensional problem.

The finite/infinite element model is shown in Figure 7.11. The cylindrical domain over $1 \leq r \leq 2$ is divided into 18 sectors of 20 degrees each, and each sector is divided into


Figure 7.11: Finite and infinite element mesh model for scattering problem. Inner radius 1 , radius of finite/infinite element interface 2.
two 9 -node quadrilateral special wave finite elements in the radial direction. On the inner boundary $r=1$ the normal derivatives of scattered potential were given as the Neumann boundary condition, and on the outer boundary at $r=2$, 6 -node special wave infinite elements are applied. The problem was solved for the wavenumber $k=4$. The real and imaginary parts of the scattered potential are compared to the analytical solution.

Figures 7.12 and 7.13 show the real and imaginary parts of the numerical results of the scattered potential as a function of the angle around the cylinder, respectively, for the case of the wavenumber $k=4$. Figures 7.14 and 7.15 show the difference of the between the numerical results and the analytical solution in real and imaginary parts, respectively.

To compare the accuracies of cases precisely, the numerical values of the analytical solution are shown every 10 degrees in Table 7.7, and the calculated scattered potential with the differences from the analytical solution and the error are also shown in Tables 7.8 - 7.11 for Cases $1-4$, respectively.

The accuracies are almost the same in the four cases compared here. There are no clear trends in the accuracy displayed by the results obtained by different types of mappings and different integration procedures. However it can be said that all of the results have sufficient accuracy for engineering purposes. Also it has been confirmed again that GaussLegendre integration scheme can lead to the numerical results which are as accurate as those obtained by the Zienkiewicz special integration scheme.


Figure 7.12: Real part of scattered potential along the circumference of the cylinder, for $k=4$.


Figure 7.13: Imaginary part of scattered potential along the circumference of the cylinder, for $k=4$.


Figure 7.14: Difference from analytical solution in real part of scattered potential along the circumference of the cylinder, for $k=4$.

-Case 1 : circlular mapping, Zenkiewicz integration
$\triangle$ Case 2 : quadratic mapping, Zlenliewicz integration

- Case 3 : circlular mapping, Gauss-Legendre integration
= Case 4 : quadratic mapping, Gauss-Legendre integration

Figure 7.15: Difference from analytical solution in imaginary part of scattered potential along the circumference of the cylinder, for $k=4$.

Table 7.7: Analytical solution of scattered potential along the circumference of the cylinder, for $k=4$.

|  | Analytical solution, $k=4$ <br> Angle <br> Real |  |
| ---: | ---: | ---: |
| 0 | $1.000058 \mathrm{E}+00$ | Imaginary |
| 10 | $1.175352 \mathrm{E}+006232 \mathrm{E}+00$ | $9.582543 \mathrm{E}-01$ |
| 20 | $9.755316 \mathrm{E}-01$ | $4.100076 \mathrm{E}-01$ |
| 30 | $8.131896 \mathrm{E}-01$ | $-2.073418 \mathrm{E}-01$ |
| 40 | $4.925975 \mathrm{E}-01$ | $-5.999055 \mathrm{E}-01$ |
| 50 | $1.258151 \mathrm{E}-01$ | $-6.030054 \mathrm{E}-01$ |
| 60 | $-9.303400 \mathrm{E}-02$ | $-2.913425 \mathrm{E}-01$ |
| 70 | $-4.935015 \mathrm{E}-02$ | $5.726446 \mathrm{E}-02$ |
| 80 | $1.678317 \mathrm{E}-01$ | $1.581820 \mathrm{E}-01$ |
| 90 | $3.194760 \mathrm{E}-01$ | $-6.133476 \mathrm{E}-02$ |
| 100 | $2.177428 \mathrm{E}-01$ | $-4.149224 \mathrm{E}-01$ |
| 110 | $-1.203438 \mathrm{E}-01$ | $-6.260900 \mathrm{E}-01$ |
| 120 | $-5.111293 \mathrm{E}-01$ | $-5.467983 \mathrm{E}-01$ |
| 130 | $-7.699306 \mathrm{E}-01$ | $-2.307995 \mathrm{E}-01$ |
| 140 | $-8.318666 \mathrm{E}-01$ | $1.602918 \mathrm{E}-01$ |
| 150 | $-7.482925 \mathrm{E}-01$ | $4.888000 \mathrm{E}-01$ |
| 160 | $-6.137332 \mathrm{E}-01$ | $7.002751 \mathrm{E}-01$ |
| 170 | $-5.056034 \mathrm{E}-01$ | $8.056680 \mathrm{E}-01$ |
| 180 | $-4.655547 \mathrm{E}-01$ | $8.359035 \mathrm{E}-01$ |

Table 7.8: Numerical results of scattered potential along the circumference of the cylinder, for $k=4$, Case1.

| Case 1 | Numerical results Real | Imaginary | Difference from an Real | alytical solution Imaginary | $\begin{array}{\|l} \hline \text { Error } \\ \text { Real } \\ \hline \end{array}$ | Imaginary |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $1.000605 \mathrm{E}+00$ | $1.174386 \mathrm{E}+00$ | 5.465281E-04 | -9.657787E-04 | $5.464964 \mathrm{E}-04$ | -8.216932E-04 |
| 10 | $1.006700 \mathrm{E}+00$ | $9.576993 \mathrm{E}-01$ | 4.681207E-04 | -5.550283E-04 | 4.652215E-04 | -5.792077E-04 |
| 20 | 9.758437E-01 | 4.102146E-01 | $3.121064 \mathrm{E}-04$ | 2.070010E-04 | 3.199347E-04 | $5.048711 \mathrm{E}-04$ |
| 30 | 8.133019E-01 | -2.066344E-01 | 1.123473E-04 | 7.074507E-04 | 1.381564E-04 | -3.412002E-03 |
| 40 | 4.924853E-01 | -5.990675E-01 | -1.122002E-04 | 8.380420E-04 | -2.277726E-04 | -1.396957E-03 |
| 50 | 1.256119E-01 | -6.025266E-01 | -2.032285E-04 | $4.788415 \mathrm{E}-04$ | -1.615295E-03 | -7.940916E-04 |
| 60 | -9.315764E-02 | -2.916187E-01 | -1.236442E-04 | -2.761090E-04 | 1.329022E-03 | 9.477125E-04 |
| 70 | -4.932154E-02 | $5.654879 \mathrm{E}-02$ | $2.860704 \mathrm{E}-05$ | -7.156709E-04 | -5.796749E-04 | -1.249765E-02 |
| 80 | 1.680311E-01 | 1.576046E-01 | $1.994552 \mathrm{E}-04$ | -5.773897E-04 | 1.188424E-03 | -3.650162E-03 |
| 90 | 3.197332E-01 | -6.163754E-02 | 2.572401E-04 | -3.027793E-04 | 8.051937E-04 | $4.936504 \mathrm{E}-03$ |
| 100 | 2.178536E-01 | -4.148998E-01 | 1.107697E-04 | 2.261932E-05 | 5.087183E-04 | -5.451457E-05 |
| 110 | -1.204555E-01 | -6.257363E-01 | -1.117516E-04 | $3.537077 \mathrm{E}-04$ | 9.286035E-04 | -5.649470E-04 |
| 120 | -5.114283E-01 | -5.465077E-01 | -2.989335E-04 | $2.906025 \mathrm{E}-04$ | $5.848490 \mathrm{E}-04$ | -5.314620E-04 |
| 130 | -7.703351E-01 | -2.308086E-01 | -4.044197E-04 | -9.046821E-06 | $5.252677 \mathrm{E}-04$ | 3.919775E-05 |
| 140 | -8.322176E-01 | 1.602204E-01 | -3.510063E-04 | -7.145673E-05 | 4.219503E-04 | -4.457915E-04 |
| 150 | -7.484850E-01 | 4.887767E-01 | -1.924954E-04 | -2.330355E-05 | 2.572462E-04 | -4.767501E-05 |
| 160 | -6.137895E-01 | 7.002792E-01 | -5.632714E-05 | 4.073773E-06 | 9.177790E-05 | 5.817389E-06 |
| 170 | -5.055473E-01 | 8.058800E-01 | 5.606251E-05 | $2.120256 \mathrm{E}-04$ | -1.108824E-04 | 2.631674E-04 |
| 180 | -4.654422E-01 | 8.362874E-01 | 1.125252E-04 | 3.839271E-04 | -2.417013E-04 | 4.592959E-04 |

Table 7.9: Numerical results of scattered potential along the circumference of the cylinder, for $k=4$, Case2.

| Case 2 | Numerical results Real | Imaginary | Difference from a Real | alytical solution Imaginary | $\begin{array}{\|l\|} \hline \text { Error } \\ \text { Real } \\ \hline \end{array}$ | Imaginary |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1.000491E+00 | $1.174361 \mathrm{E}+00$ | $4.332081 \mathrm{E}-04$ | -9.909887E-04 | $4.331830 \mathrm{E}-04$ | -8.431421E-04 |
| 10 | $1.006579 \mathrm{E}+00$ | $9.576750 \mathrm{E}-01$ | 3.470807E-04 | -5.793053E-04 | 3.449311E-04 | -6.045424E-04 |
| 20 | $9.757081 \mathrm{E}-01$ | $4.101878 \mathrm{E}-01$ | $1.764774 \mathrm{E}-04$ | $1.802760 \mathrm{E}-04$ | 1.809038E-04 | $4.396894 \mathrm{E}-04$ |
| 30 | 8.131633E-01 | -2.066743E-01 | -2.632567E-05 | 6.675367E-04 | -3.237335E-05 | -3.219499E-03 |
| 40 | 4.923697E-01 | -5.991264E-01 | -2.278382E-04 | $7.791390 \mathrm{E}-04$ | -4.625241E-04 | -1.298769E-03 |
| 50 | 1.255447E-01 | -6.025904E-01 | -2.703565E-04 | 4.150455E-04 | -2.148840E-03 | -6.882949E-04 |
| 60 | -9.316908E-02 | -2.916542E-01 | -1.350838E-04 | -3.116260E-04 | 1.451983E-03 | $1.069621 \mathrm{E}-03$ |
| 70 | -4.929357E-02 | 5.657383E-02 | $5.657684 \mathrm{E}-05$ | -6.906328E-04 | -1.146437E-03 | -1.206041E-02 |
| 80 | 1.680695E-01 | 1.576968E-01 | 2.378852E-04 | -4.851607E-04 | 1.417404E-03 | -3.067105E-03 |
| 90 | $3.197599 \mathrm{E}-01$ | -6.150600E-02 | 2.839361E-04 | -1.712366E-04 | 8.887556E-04 | $2.791836 \mathrm{E}-03$ |
| 100 | 2.178677E-01 | -4.147772E-01 | 1.249467E-04 | 1.451633E-04 | 5.738272E-04 | -3.498565E-04 |
| 110 | -1.204349E-01 | -6.256658E-01 | -9.110764E-05 | $4.241847 \mathrm{E}-04$ | 7.570616E-04 | -6.775139E-04 |
| 120 | -5.113779E-01 | -5.465066E-01 | -2.485345E-04 | 2.917475E-04 | $4.862458 \mathrm{E}-04$ | -5.335560E-04 |
| 130 | -7.702461E-01 | -2.308644E-01 | -3.154647E-04 | -6.491382E-05 | 4.097313E-04 | 2.812563E-04 |
| 140 | -8.321037E-01 | 1.601368E-01 | -2.371743E-04 | -1.550217E-04 | 2.851110E-04 | -9.671219E-04 |
| 150 | -7.483738E-01 | 4.886946E-01 | -8.126237E-05 | -1.054235E-04 | 1.085971E-04 | -2.156783E-04 |
| 160 | -6.137045E-01 | 7.002155E-01 | 2.871886E-05 | -5.963323E-05 | -4.679372E-05 | -8.515686E-05 |
| 170 | -5.054928E-01 | 8.058354E-01 | 1.106125E-04 | 1.674006E-04 | -2.187733E-04 | 2.077786E-04 |
| 180 | -4.654009E-01 | 8.362505E-01 | 1.538772E-04 | $3.470301 \mathrm{E}-04$ | -3.305244E-04 | 4.151557E-04 |

Table 7.10: Numerical results of scattered potential along the circumference of the cylinder, for $k=4$, Case3.

| Case 3 | Numerical results Real | Imaginary | Difference from anal Real | alytical solution Imaginary | Error <br> Real | Imaginary |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $1.000282 \mathrm{E}+00$ | 1.174501E+00 | 2.237781E-04 | -8.505887E-04 | 2.237652E-04 | -7.236885E-04 |
| 10 | $1.006396 \mathrm{E}+00$ | 9.577660E-01 | 1.640807E-04 | -4.883513E-04 | 1.630645E-04 | -5.096260E-04 |
| 20 | $9.755900 \mathrm{E}-01$ | 4.101684E-01 | $5.839342 \mathrm{E}-05$ | 1.608570E-04 | 5.985805E-05 | $3.923268 \mathrm{E}-04$ |
| 30 | 8.131181E-01 | -2.067861E-01 | -7.154267E-05 | 5.557297E-04 | -8.797785E-05 | -2.680259E-03 |
| 40 | $4.923730 \mathrm{E}-01$ | -5.992491E-01 | -2.245312E-04 | 6.564430E-04 | -4.558107E-04 | -1.094244E-03 |
| 50 | 1.255566E-01 | -6.026420E-01 | -2.585015E-04 | 3.633915E-04 | -2.054615E-03 | -6.026339E-04 |
| 60 | -9.317798E-02 | -2.916057E-01 | -1.439843E-04 | -2.631810E-04 | $1.547653 \mathrm{E}-03$ | $9.033386 \mathrm{E}-04$ |
| 70 | -4.932555E-02 | 5.668759E-02 | $2.460214 \mathrm{E}-05$ | -5.768726E-04 | -4.985221E-04 | -1.007383E-02 |
| 80 | 1.680375E-01 | 1.578118E-01 | $2.058862 \mathrm{E}-04$ | -3.701807E-04 | $1.226742 \mathrm{E}-03$ | -2.340221E-03 |
| 90 | 3.197597E-01 | -6.143889E-02 | 2.837401E-04 | -1.041259E-04 | 8.881421E-04 | 1.697666E-03 |
| 100 | 2.179161E-01 | -4.147679E-01 | 1.732757E-04 | 1.545243E-04 | 7.957817E-04 | -3.724174E-04 |
| 110 | -1.203452E-01 | -6.256919E-01 | -1.471641E-06 | 3.981067E-04 | $1.222864 \mathrm{E}-05$ | -6.358618E-04 |
| 120 | -5.112731E-01 | -5.465386E-01 | -1.437725E-04 | 2.597635E-04 | 2.812840E-04 | -4.750628E-04 |
| 130 | -7.701549E-01 | -2.308876E-01 | -2.242447E-04 | -8.804982E-05 | 2.912531E-04 | 3.814992E-04 |
| 140 | -8.320403E-01 | 1.601164E-01 | -1.737373E-04 | -1.754677E-04 | 2.088524E-04 | -1.094677E-03 |
| 150 | -7.483370E-01 | 4.886603E-01 | -4.447137E-05 | -1.396835E-04 | 5.943047E-05 | -2.857683E-04 |
| 160 | -6.136822E-01 | 7.001536E-01 | 5.094086E-05 | -1.215442E-04 | -8.300164E-05 | -1.735664E-04 |
| 170 | -5.054752E-01 | 8.057472E-01 | 1.282385E-04 | 7.922958E-05 | -2.536346E-04 | 9.834024E-05 |
| 180 | -4.653833E-01 | 8.361515E-01 | 1.714052E-04 | $2.480501 \mathrm{E}-04$ | -3.681741E-04 | $2.967449 \mathrm{E}-04$ |

Table 7.11: Numerical results of scattered potential along the circumference of the cylinder, for $k=4$, Case4.

| Case 4 | Numerical results Real | Imaginary | Difference from an Real | alytical solution Imaginary | $\begin{array}{\|l} \text { Error } \\ \text { Real } \\ \hline \end{array}$ | Imaginary |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $1.000607 \mathrm{E}+00$ | 1.174416E+00 | 5.492481E-04 | -9.354787E-04 | 5.492163E-04 | -7.959137E-04 |
| 10 | 1.006720E+00 | 9.577225E-01 | 4.879807E-04 | -5.318463E-04 | 4.849585E-04 | -5.550158E-04 |
| 20 | $9.759055 \mathrm{E}-01$ | 4.102206E-01 | $3.738994 \mathrm{E}-04$ | 2.130390E-04 | 3.832776E-04 | 5.195977E-04 |
| 30 | 8.13408BE-01 | -2.066487E-01 | $2.191823 \mathrm{E}-04$ | 6.931247E-04 | 2.695341E-04 | -3.342908E-03 |
| 40 | 4.926147E-01 | -5.990932E-01 | 1.720377E-05 | 8.123060E-04 | 3.492460E-05 | -1.354056E-03 |
| 50 | 1.257252E-01 | -6.025475E-01 | -8.984353E-05 | 4.578795E-04 | -7.140919E-04 | -7.593290E-04 |
| 60 | -9.309826E-02 | -2.916212E-01 | -6.426382E-05 | -2.786090E-04 | 6.907563E-04 | 9.562935E-04 |
| 70 | -4.933667E-02 | 5.656413E-02 | $1.347974 \mathrm{E}-05$ | -7.003267E-04 | -2.731449E-04 | -1.222969E-02 |
| 80 | 1.679481E-01 | 1.576224E-01 | 1.164402E-04 | -5.595847E-04 | 6.937917E-04 | -3.537601E-03 |
| 90 | 3.196146E-01 | -6.163640E-02 | 1.385711E-04 | -3.016377E-04 | 4.337449E-04 | $4.917892 \mathrm{E}-03$ |
| 100 | 2.177415E-01 | -4.149220E-01 | -1.272262E-06 | 4.163171E-07 | -5.842960E-06 | -1.003361E-06 |
| 110 | -1.205262E-01 | -6.257701E-01 | -1.824656E-04 | 3.198407E-04 | 1.516204E-03 | -5.108542E-04 |
| 120 | -5.114456E-01 | -5.465310E-01 | -3.162335E-04 | 2.673665E-04 | 6.186956E-04 | -4.889674E-04 |
| 130 | -7.703134E-01 | -2.308038E-01 | -3.828087E-04 | -4.283821E-06 | 4.971989E-04 | $1.856079 \mathrm{E}-05$ |
| 140 | -8.321874E-01 | $1.602526 \mathrm{E}-01$ | -3.207903E-04 | -3.919773E-05 | $3.856271 \mathrm{E}-04$ | -2.445398E-04 |
| 150 | -7.484779E-01 | 4.888210E-01 | -1.854354E-04 | 2.103245E-05 | 2.478114E-04 | 4.302875E-05 |
| 160 | -6.138221E-01 | 7.003169E-01 | -8.895914E-05 | 4.176877E-05 | 1.449476E-04 | $5.964623 \mathrm{E}-05$ |
| 170 | -5.056163E-01 | $8.059036 \mathrm{E}-01$ | -1.286549E-05 | $2.356036 \mathrm{E}-04$ | 2.544582E-05 | $2.924326 \mathrm{E}-04$ |
| 180 | -4.655252E-01 | 8.363038E-01 | 2.956020E-05 | 4.003231E-04 | -6.349457E-05 | 4.789106E-04 |

### 7.8 Wave Directions in Infinite Elements

The special wave infinite elements can contain multiple number of the waves which propagate in the different directions. This is supposed to not only provide a straightforward extension to the special wave finite elements for the unbounded problems but also to make the element more accurate than using only a single wave in the radial direction. Therefore the effect of increasing the number of waves are investigated.

Also, there is another thing which needs to be considered about the wave directions in the infinite elements. In the conventional mapped wave infinite element and the special wave infinite element formulations, the shape functions contain the two-dimensional amplitude decay factor $1 / \sqrt{r}$. The distance $r$ is measured from the 'pole' and the exponential functions are multiplied by this factor to describe the wave-like oscillation $\exp (i k r)$ so that the shape functions will satisfy the radiation condition at infinity. This is suitable for the simulation of the radiated or scattered waves because the dominant component of them are the cylindrically outgoing waves in the far field in two dimensions. Because of this decay behaviour, these infinite elements must be applied to the radiated or scattered wave field instead of the total field. And also there may need to be a limitation of the choice of the wave directions in the special wave infinite elements due to this decay behaviour. It is natural to assume that the wave directions may need to be within the range between $-90^{\circ}$ and $90^{\circ}$ from the radial direction so that the wave propagates towards further field from the 'pole'. Waves outside this range would be incoming and hence excluded by the radiation condition.

In this section, using the Hankel source problem as the simplest example, the results of two series of numerical testing are shown. In the first test, the wave directions are restricted to be outward and the effect of the number of waves are investigated. In the second test, the effect of adding the inward wave directions are investigated.

The results show that the increase of wave directions generally leads to the better accuracy. However adding waves propagating inwards, which do not satisfy the radiation condition, to infinite elements clearly leads less accurate results.

### 7.8.1 Special Wave Finite and Infinite Element Model

The geometry of the Hankel source problem is the same as that shown in Figure 6.5.
The problem is that of a circular cylinder of unit radius and infinite length in the
domain filled with some medium. From the axisymmetric nature of the problem in the two dimensional plane, the domain around the cylinder was modelled by a sectorial mesh bounded by straight radii at $-15^{\circ}$ and $15^{\circ}$. The finite/infinite element mesh is the same as that shown in Figure 7.7. The sectorial domain over $1 \leq r \leq 2$ is divided into two 9 -node quadrilateral finite elements in the radial direction. On the inner boundary of the finite element domain $r=1$ the normal derivatives of radiated potential were given as the Neumann boundary condition, and on the outer boundary at $r=2$ an infinite element extending over $2 \leq r<\infty$ and $-15^{\circ} \leq \theta \leq 15^{\circ}$ is attached. The problem was solved for the wavenumber $k=4$ and 8 .

### 7.8.2 Wave Directions

Let us deal with the nodes in groups as follow:
(1) Finite element only nodes:

Nodes in $1 \leq r<2$ belonging only to the finite elements
(2) Finite/infinite element interface nodes:

Nodes at $r=2$ on the finite/infinite element interface and belonging to both finite and infinite elements
(3) Infinite element only nodes:

Nodes at $r=4$ belonging only to the infinite element

The wave directions associated with the finite element only nodes are kept globally constant. The wave directions associated with the finite/infinite element interface nodes and the infinite element only nodes vary within the element so that the relative angles from the radial direction are kept the same.

### 7.8.3 Number of Wave Directions

The wave directions are restricted to be outward and the effect of the number of waves are investigated.

## (a) Test Cases

Cases $1-4 \mathrm{c}$, the sets of number of waves and directions applied to the model are as shown in Table 7.12. Angle $0^{\circ}$ indicates the radial direction. The other angles are measured from

Table 7.12: Test cases for investigation of increase of wave directions.

| Cases | Nodes | Number | Angles |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} 1 \\ (1-1-1) \end{gathered}$ | $1 \leq r<2$ | 1 | $0^{\circ}$ |
|  | $r=2$ | 1 | $0^{\circ}$ |
|  | $r>2$ | 1 | $0{ }^{\circ}$ |
| $\begin{gathered} 2 \mathbf{a} \\ (3-1-1) \end{gathered}$ | $1 \leq r<2$ | 3 | $-30^{\circ}, 0^{\circ}, 30^{\circ}$ |
|  | $r=2$ | 1 | $0^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 2 \mathrm{~b} \\ (3-3-1) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 3 | $-30^{\circ}, 0^{\circ}, 30^{\circ}$ |
|  | $r=2$ | 3 | $-30^{\circ}, 0^{\circ}, 30^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 2 \mathrm{c} \\ (3-3-3) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 3 | $-30^{\circ}, 0^{\circ}, 30^{\circ}$ |
|  | $r=2$ | 3 | $-30^{\circ}, 0^{\circ}, 30^{\circ}$ |
|  | $r>2$ | 3 | $-30^{\circ}, 0^{\circ}, 30^{\circ}$ |
| $\begin{gathered} 3 \mathrm{a} \\ (5-1-1) \end{gathered}$ | $1 \leq r<2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r=2$ | 1 | $0^{\circ}$ |
|  | $r>2$ | 1 | $0{ }^{\circ}$ |
| $\begin{gathered} 3 \mathrm{~b} \\ (5-5-1) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r=2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 3 c \\ (5-5-5) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r=2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r>2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
| $\begin{gathered} 4 a \\ (9-1-1) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 9 | $-80^{\circ},-60^{\circ},-40^{\circ},-20^{\circ}, 0^{\circ}, 20^{\circ}, 40^{\circ}, 60^{\circ}, 80^{\circ}$ |
|  | $r=2$ | 1 | $0^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 4 \mathrm{~b} \\ (9-9-1) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 9 | $-80^{\circ},-60^{\circ},-40^{\circ},-20^{\circ}, 0^{\circ}, 20^{\circ}, 40^{\circ}, 60^{\circ}, 80^{\circ}$ |
|  | $r=2$ | 9 | $-80^{\circ},-60^{\circ},-40^{\circ},-20^{\circ}, 0^{\circ}, 20^{\circ}, 40^{\circ}, 60^{\circ}, 80^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 4 c \\ (9-9-9) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 9 | $-80^{\circ},-60^{\circ},-40^{\circ},-20^{\circ}, 0^{\circ}, 20^{\circ}, 40^{\circ}, 60^{\circ}, 80^{\circ}$ |
|  | $r=2$ | 9 | $-80^{\circ},-60^{\circ},-40^{\circ},-20^{\circ}, 0^{\circ}, 20^{\circ}, 40^{\circ}, 60^{\circ}, 80^{\circ}$ |
|  | $r>2$ | 9 | $-80^{\circ},-60^{\circ},-40^{\circ},-20^{\circ}, 0^{\circ}, 20^{\circ}, 40^{\circ}, 60^{\circ}, 80^{\circ}$ |

the radial direction anti-clockwise.
Case 1 is the most simple case possible. Through the cases from Case 1 to Case 4, the number of the waves associated with the finite element only nodes from 1 to 9 . Wave directions are distributed between $-90^{\circ}$ and $90^{\circ}$ so that no wave propagates inwards. The number of waves associated with the finite/infinite element interface nodes and the infinite element only nodes is chosen to be 1 or the same number as that for finite element only nodes. The numbers in brackets show the combination of number of waves associated with each types of nodes.

Table 7.13: Numerical results of test cases for investigation of increase of wave directions, for $k=4$.

|  | Numerical results Real | Imaginary | Difference from analytical solution <br> Real |  | Imaginary |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case1 |  |  |  |  |  |  |
| 1.0000 | -3.94240612E-01 | -1.92371936E-02 | 2.90919517E-03 | -2.29644905E-03 | -7.32518340E-03 | 1.35557740E-01 |
| 1.5000 | 1.51230574E-01 | -2.83138697E-01 | 5.85314508E-04 | 5.05599409E-03 | 3.88538285E-03 | -1.75436753E-02 |
| 2.0000 | 1.74529553E-01 | 2.22208270E-01 | 2.87874574E-03 | -1.31321925E-03 | 1.67709421E-02 | -5.87513645E-03 |
| Case2a |  |  |  |  |  |  |
| 1.0000 | -3.968 | -1.92438206E-02 | $3.23916174 \mathrm{E}-04$ | -2.30307605E-03 | -8.15601992E-04 | 1.35948927E-01 |
| 1.5000 | 1.50579194E-01 | -2.87937611E-01 | -6.60654919E-05 | 2.57080086E-04 | -4.38550088E-04 | -8.92036161E-04 |
| 2.0000 | 1.77023918E-01 | 2.22641126E-01 | 5.37311074E-03 | -8.80363250E-04 | 3.13025661E-02 | -3.93860676E-03 |
| Case2b |  |  |  |  |  |  |
| 1.0000 | -3.96235626E-0 | -1.61589507E-02 | 9.14181174E-04 | 7.81793853E-04 | -2.30185476E-03 | -4.61487304E-02 |
| 1.5000 | 1.50348462E-01 | -2.88419683E-01 | -2.96797492E-04 | -2.24991914E-04 | -1.97017479E-03 | 7.80694167E-04 |
| 2.0000 | 1.68800903E-01 | 2.22868676E-01 | -2.84990426E-03 | -6.52813250E-04 | -1.66029179E-02 | -2.92058384E-03 |
| Case2c |  |  |  |  |  |  |
| 1.0000 | -3.97055938E-0 | -1.92608684E-02 | 9.38691739E-05 | -2.32012385E-03 | -2.36357093E-04 | 1.36955247E-01 |
| 1.5000 | 1.50690346E-01 | -2.88400702E-01 | 4.50865081E-05 | -2.06010914E-04 | 2.99289259E-04 | 7.14832440E-04 |
| 2.0000 | 1.76760084E-01 | 2.22566185E-01 | 5.10927674E-03 | -9.55304250E-04 | 2.97655270E-02 | -4.27388102E-03 |
| Case3a |  |  |  |  |  |  |
| 1.0000 | -3.96781559E-01 | -1.92572846E-02 | 3.68248174E-04 | -2.31654005E-03 | -9.27227377E-04 | 1.36743697E-01 |
| 1.5000 | 1.51136054E-01 | -2.87691134E-01 | 4.90794508E-04 | $5.03557086 \mathrm{E}-04$ | $3.25794857 E-03$ | -1.74728092E-03 |
| 2.000 | 1.76785811E-01 | 2.22606638E-01 | 5.13500374E-03 | -9.14851250E-04 | 2.99154069E-02 | -4.09290065E-03 |
| Case3b |  |  |  |  |  |  |
| 1.0000 | -3.97203364E-0 | -1.70347180E-02 | -5.35568261E-05 | -9.39734467E-05 | 1.34852958E-04 | $5.54718515 \mathrm{E}-03$ |
| 1.5000 | 1.50663372E-01 | -2.88171097E-01 | 1.81125081E-05 | 2.35940858E-05 | 1.20232845E-04 | -8.18685648E-05 |
| 2.0000 | 1.71751146E-01 | 2.23609867E-01 | 1.00338743E-04 | 8.83777503E-05 | 5.84551535E-04 | $3.95388160 \mathrm{E}-04$ |
| Case3c |  |  |  |  |  |  |
| 1.0000 | -3.97151850E-0 | -1.69420677E-02 | -2.04282615E-06 | -1.32314668E-06 | 5.14371683E-06 | 7.81043994E-05 |
| 1.5000 | 1.50649567E-01 | -2.88193088E-01 | 4.30750815E-06 | 1.60308575E-06 | $2.85937185 \mathrm{E}-05$ | -5.56250965E-06 |
| 2.0000 | 1.716684 | 2.23559299E-01 | 1.76347429E-05 | 3.78097503E-05 | 1.02736149E-04 | 1.69154878E-04 |
| Case4a |  |  |  |  |  |  |
| 1.0000 | -3.96812487 | -1.92577512E-02 | 3.37320174E-04 | -2.31700665E-03 | -8.49352481E-04 | 1.36771240E-01 |
| 1.5000 | 1.51002883E-01 | -2.87815556E-01 | 3.57623508E-04 | 3.79135086E-04 | 2.37394465E-03 | -1.31555194E-03 |
| 2.0000 | 1.76918324E-01 | 2.22531707E-01 | $5.26751674 \mathrm{E}-03$ | -9.89782250E-04 | 3.06873986E-02 | -4.42813017E-03 |
| Case 4 b |  |  |  |  |  |  |
| 1.0000 | -3.97157686E-0 | -1.69233859E-02 | -7.87882615E-06 | 1.73586533E-05 | 1.98384237E-05 | -1.02466885E-03 |
| 1.5000 | 1.50646042E-01 | -2.88195022E-01 | $7.82508150 \mathrm{E}-07$ | -3.30914250E-07 | 5.19437619E-06 | 1.14823160E-06 |
| 2.0000 | 1.71656003E-01 | 2.23545657E-01 | 5.19574290E-06 | 2.41677503E-05 | $3.02692599 E-05$ | 1.08122715E-04 |
| Case4c |  |  |  |  |  |  |
| 1.0000 | -3.97149837E-01 | -1.69408267E-02 | -2.98261459E-08 | -8.21466791E-08 | 7.51004919E-08 | 4.84905955E-06 |
| 1.5000 | 1.50645793E-01 | -2.88188136E-01 | $5.33508150 \mathrm{E}-07$ | 6.55508575E-06 | 3.54148648E-06 | -2.27453383E-05 |
| 2.0000 | 1.71666909E-01 | 2.23568501E-01 | 1.61017429E-05 | 4.70117503E-05 | 9.38052268E-05 | 2.10323180E-04 |

## (b) Results

Tables 7.13 and 7.14 show the numerical results, the difference from the analytical solution and the error for the cases of $k=4$ and $k=8$, respectively.

Because the problem dealt with here is the Hankel source problem, even by a very simple model of Case 1 which uses only a single radial wave for all nodes, a reasonable accuracy is obtained. In the results for $k=4$, there is a clear tendency that the increase of the number of waves leads to the better accuracy is clearly observed, although Case 2, where the maximum number of waves at a node is three, is a little exceptional. The same tendency can be seen also in the results for $k=8$.

### 7.8.4 Incoming Waves

The effect of adding the inward wave directions are investigated.

Table 7.14: Numerical results of test cases for investigation of increase of wave directions, for $k=8$.

|  | Numerical results Real | Imaginary | Difference from analytical solution <br> Real $\quad$ Imaginary |  | Imaginary |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case1 |  |  |  |  |  |  |
| 1.0000 | 1.66898073E-01 | 2.15919611E-01 | -4.75273410E-03 | -7.60187840E-03 | -2.76883877E-02 | -3.40096087E-02 |
| 1.5000 | 5.00321065E-02 | -2.19722793E-01 | $2.34279570 \mathrm{E}-03$ | $5.51451960 \mathrm{E}-03$ | 4.91262226E-02 | -2.44831531E-02 |
| 2.0000 | -1.79497515E-01 | 1.10045419E-01 | -4.59844100E-03 | $1.42344219 \mathrm{E}-02$ | $2.62919688 \mathrm{E}-02$ | 1.48567726E-01 |
| Case2a |  |  |  |  |  |  |
| 1.0000 | 1.709 | 2.24006397E-01 | -7.10862100E-04 | 4.84907600E-04 | -4.14132687E-03 | 2.16940036E-03 |
| 1.5000 | 4.61611925E-02 | -2.24167660E-01 | -1.52811830E-03 | 1.06965260E-03 | -3.20432037E-02 | -4.74900267E-03 |
| 2.0000 | -1.75791157E-01 | 9.18027897E-02 | -8.92083000E-04 | -4.00820738E-03 | $5.10055874 \mathrm{E}-03$ | -4.18345232E-02 |
| Case2b |  |  |  |  |  |  |
| 1.0000 | $1.72158876 \mathrm{E}-01$ | $2.24523624 \mathrm{E}-01$ | $5.08068900 \mathrm{E}-04$ | $1.00213460 \mathrm{E}-03$ | 2.95989811E-03 | 4.48339264E-03 |
| 1.5000 | 4.75725329E-02 | -2.32014378E-01 | -1.16777900E-04 | -6.77706540E-03 | -2.44872274E-03 | $3.00885556 \mathrm{E}-02$ |
| 2.0000 | -1.78117832E-01 | 9.87510778E-02 | -3.21875800E-03 | $2.94008072 \mathrm{E}-03$ | $1.84035165 \mathrm{E}-02$ | 3.06862553E-02 |
| Case2c |  |  |  |  |  |  |
| 1.0000 | 1.71069018E-01 | 2.22007977E-01 | -5.81789100E-04 | -1.51351240E-03 | -3.38937585E-03 | -6.77121651E-03 |
| 1.5000 | 5.58637725E-02 | -2.38422472E-01 | 8.17446170E-03 | -1.31851594E-02 | 1.71410775E-01 | 5.85389661E-02 |
| 2.0000 | -1.53557782E-01 | 1.01163243E-01 | 2.13412920E-02 | 5.35224592E-03 | -1.22020612E-01 | $5.58625427 \mathrm{E}-02$ |
| Case3a |  |  |  |  |  |  |
| 1.0000 | 1.71439795E-01 | 2.23064557E-01 | -2.11012100E-04 | -4.56932400E-04 | -1.22931027E-03 | -2.04424372E-03 |
| 1.5000 | 4.80559040E-02 | -2.25643929E-01 | 3.66593200E-04 | -4.06616400E-04 | 7.68711466E-03 | 1.80527993E-03 |
| 2.0000 | -1.75029184E-01 | 9.57801367E-02 | -1.30110000E-04 | -3.08603800E-05 | 7.43914745E-04 | -3.22096429E-04 |
| Case3b |  |  |  |  |  |  |
| 1.0000 | 1.71630059E-01 | $2.23414368 \mathrm{E}-01$ | -2.07481000E-05 | -1.07121400E-04 | -1.20873885E-04 | -4.79244301E-04 |
| 1.5000 | 4.77341920E-02 | -2.25375275E-01 | 4.48812000E-05 | -1.37962400E-04 | 9.41116557E-04 | 6.12520183E-04 |
| 2.0000 | -1.74861101E-01 | 9.61008673E-02 | $3.79730000 \mathrm{E}-05$ | 2.89870220E-04 | -2.17113785E-04 | 3.02543788E-03 |
| Case3c |  |  |  |  |  |  |
| 1.0000 | 1.71895850E-01 | 2.23500300E-01 | $2.45042900 \mathrm{E}-04$ | -2.11894000E-05 | 1.42756626E-03 | -9.47980441E-05 |
| 1.5000 | 4.84920347E-02 | -2.25628504E-01 | 8.02723900E-04 | -3.91191400E-04 | 1.68323653E-02 | $1.73679661 \mathrm{E}-03$ |
| 2.0000 | -1.75368923E-01 | 9.61807323E-02 | -4.69849000E-04 | 3.69735220E-04 | 2.68640073E-03 | 3.85900608E-03 |
| Case4a |  |  |  |  |  |  |
| 1.0000 | 1.71451200E-01 | 2.23023518E-01 | -1.99607100E-04 | -4.97971400E-04 | -1.16286724E-03 | -2.22784575E-03 |
| 1.5000 | 4.80815045E-02 | -2.25722081E-01 | 3.92193700E-04 | -4.84768400E-04 | 8.22393307E-03 | $2.15225619 \mathrm{E}-03$ |
| 2.0000 | -1.74760420E-01 | $9.54978098 \mathrm{E}-02$ | $1.38654000 \mathrm{E}-04$ | -3.13187280E-04 | -7.92765775E-04 | -3.26880306E-03 |
| Case4b |  |  |  |  |  |  |
| 1.0000 | 1.71643494E-01 | 2.23518971E-01 | -7.31310000E-06 | -2.51840000E-06 | -4.26045186E-05 | -1.12669256E-05 |
| 1.5000 | 4.76417067E-02 | -2.25259610E-01 | -4.76041000E-05 | -2.22974000E-05 | -9.98213210E-04 | 9.89951431E-05 |
| 2.0000 | -1.74888433E-01 | 9.58088801E-02 | 1.06410000E-05 | -2.11698000E-06 | -6.08408024E-05 | -2.20953759E-05 |
| Case4c |  |  |  |  |  |  |
| 1.0000 | 1.71643911E-01 | $2.23517240 \mathrm{E}-01$ | -6.89610000E-06 | -4.24940000E-06 | -4.01751679E-05 | -1.90111475E-05 |
| 1.5000 | 4.76394532E-02 | -2.25256165E-01 | -4.98576000E-05 | -1.88524000E-05 | -1.04546699E-03 | 8.37001640E-05 |
| 2.0000 | -1.74886563E-01 | 9.58080815E-02 | 1.25110000E-05 | -2.91558000E-06 | -7.15326829E-05 | -3.04305360E-05 |

## (a) Test Cases

Cases $5 a-6 c$, the sets of number of waves and directions applied to the model are shown in Table 7.15. The wave directions are basically spaced every $30^{\circ}$. In the Cases 3a 3c in Table 7.12, only the wave propagating outwards are applied. However, in Cases $5 \mathrm{a}-5 \mathrm{c}$, incoming waves are applied to the finite element only nodes, and in Cases 6a6 c , incoming waves are applied also to the finite/infinite element interface nodes and the infinite element only nodes. The results are compared to those of Cases $3 \mathrm{a}-3 \mathrm{c}$.

Table 7.15: Test cases for investigation of inclusion of incoming waves.

| Cases | Nodes | Number | Angles |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} 5 \mathrm{a} \\ (12-1-1) \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 1 | $0^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 5 b \\ (12-5-1) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 5 c \\ (12-5-5) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r>2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
| $\begin{gathered} 6 \mathrm{a} \\ (12-1-1) \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ} \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 1 | $0^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 6 \mathrm{~b} \\ (12-12-1) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| 6 c$(12-12-12)$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r>2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |

Table 7.16: Numerical results of test cases for investigation of inclusion of incoming waves, for $k=4$.

|  | Numerical results Real | Imaginary | $\|$Difference from analytical solution <br> Real <br> Imaginary |  | Imaginary |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case5a |  |  |  |  |  |  |
| 1.0000 | -3.96846905E-01 | -1.92200460E-02 | -3.02902174E-04 | $2.27930145 \mathrm{E}-03$ | -7.62689968E-04 | 1.34545530E-01 |
| 1.5000 | 1.50948625E-01 | -2.87791034E-01 | -3.03365508E-04 | -4.03657086E-04 | 2.01377401E-03 | -1.40064026E-03 |
| 2.0000 | 1.76922721E-01 | 2.22551658E-01 | -5.27191374E-03 | 9.69831250E-04 | 3.07130146E-02 | -4.33887253E-03 |
| e5b |  |  |  |  |  |  |
| 1.0000 | -3.97202696E-01 | -1.70347471E-02 | 5.28888261E-05 | 9.40025467E-05 | 1.33170973E-04 | 5.54890291E-03 |
| 1.5000 | 1.50660804E-01 | -2.88173273E-01 | -1.55445081E-05 | -2.14180858E-05 | 1.03186175E-04 | -7.43181135E-05 |
| 2.0000 | 1.71749301E-01 | 2.23610601E-01 | -9.84937429E-05 | -8.91117503E-05 | 5.73802969E-04 | 3.98671960E-04 |
| Case5c |  |  |  |  |  |  |
| 1.0000 | -3.97150312E-01 | -1.69423631E-02 | 5.04826146E-07 | 1.61854668E-06 | 1.27112273E-06 | $9.55416495 \mathrm{E}-05$ |
| 1.5000 | 1.50645932E-01 | -2.88193704E-01 | -6.72508150E-07 | -9.87085750E-07 | 4.46418395E-06 | -3.42506570E-06 |
| 2.0000 | 1.71666663E-01 | 2.23561785E-01 | -1.58557429E-05 | -4.02957503E-05 | 9.23720847E-05 | 1.80276851E-04 |
| Case6a |  |  |  |  |  |  |
| 1.0000 | -3.96846905E-01 | -1.92200460E-02 | -3.02902174E-04 | $2.27930145 \mathrm{E}-03$ | -7.62689968E-04 | 1.34545530E-01 |
| 1.5000 | 1.50948625E-01 | -2.87791034E-01 | -3.03365508E-04 | -4.03657086E-04 | $2.01377401 \mathrm{E}-03$ | -1.40064026E-03 |
| 2.0000 | 1.76922721E-01 | 2.22551658E-01 | -5.27191374E-03 | $9.69831250 \mathrm{E}-04$ | $3.07130146 \mathrm{E}-02$ | -4.33887253E-03 |
| Case6b |  |  |  |  |  |  |
| 1.0000 | -4.02319458E-01 | -1.93508726E-02 | 5.16965083E-03 | $2.41012805 \mathrm{E}-03$ | 1.30168786E-02 | 1.42268130E-01 |
| 1.5000 | 1.53371922E-01 | -2.88046751E-01 | -2.72666251E-03 | -1.47940086E-04 | 1.80998892E-02 | -5.13333834E-04 |
| 2.0000 | 1.79901708E-01 | 2.22931279E-01 | -8.25090074E-03 | 5.90210250E-04 | 4.80679402E-02 | -2.64050786E-03 |
| Case6c |  |  |  |  |  |  |
| 1.0000 | -3.99637738E-01 | -2.32775849E-02 | 2.48793083E-03 | $6.33684035 \mathrm{E}-03$ | 6.26446439E-03 | $3.74059140 \mathrm{E}-01$ |
| 1.5000 | 1.50742382E-01 | -2.86621741E-01 | -9.71225081E-05 | -1.57295009E-03 | 6.44710019E-04 | -5.45794261E-03 |
| 2.0000 | $1.70804276 \mathrm{E}-01$ | $2.26597971 \mathrm{E}-01$ | 8.46531257E-04 | -3.07648175E-03 | -4.93170566E-03 | 1.37636957E-02 |

(b) Results

Table 7.16 shows the numerical results, the difference from the analytical solution and the error for the case of $k=4$. Firstly, comparing the results of Cases $5 \mathrm{a}-5 \mathrm{c}$ to those of Cases 3a-3c, the increase of the waves propagating inwards in finite elements improve the accuracy. However, comparing the results of Cases $6 a-6 c$ to those of Cases $5 a-5 c$, it is confirmed that the increase of the waves propagating inwards for the infinite element make the results less accurate.

### 7.8.5 Wave Directions in Infinite Element

To see the effect of number and directions of waves in infinite element more clearly, the another sets of tests were carried out. The number and the directions of waves associated with the finite element only nodes were fixed to be 12 directions every $30^{\circ}$. The numbers of waves associated with the finite/infinte element interface nodes and the infinite element only nodes were kept to be the same, and varied from 1 to 12.
(a) Test Cases

Cases $7 \mathrm{a}-7 \mathrm{~g}$, the sets of number of waves and directions applied to the model are shown in Table 7.17. The first and the reference direction denoted by $0^{\circ}$ was the radial direction, and the waves were added by $\pm 30^{\circ}$ each until they filled $360^{\circ}$ every $30^{\circ}$. Cases $7 \mathrm{a}-7 \mathrm{c}$ include outward waves only, Case 7 d includes the waves at $\pm 90^{\circ}$, and Cases $7 \mathrm{e}-7 \mathrm{~g}$ include incoming waves.

## (b) Results

Table 7.18 shows the numerical results, the difference from the analytical solution and the error for the case of $k=4$. From Case 7 a to 7 c , the accuracy improves as waves propagating outwards are increased. However, the results of Case 7d are less accurate than 7 c , which means that the waves at $\pm 90^{\circ}$ from the radial direction are not suitable to be used in the infinite element. From Case 7 e to 7 g , the accuracy clearly become worse as waves propagating inwards are increased. This result agrees with the results shown in Tables 7.13, 7.14 and 7.16 in the previous two subsections in this section.

Table 7.17: Test cases for investigation of effect of wave directions associated with infinite element nodes.

| Cases | Nodes | Number | Angles |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} 7 a \\ (12-1-1) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 1 | $0^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 7 \mathrm{~b} \\ (12-3-3) \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 3 | $-30^{\circ}, 0^{\circ}, 30^{\circ}$ |
|  | $r>2$ | 3 | $-30^{\circ}, 0^{\circ}, 30^{\circ}$ |
| $\begin{gathered} 7 \mathrm{c} \\ (12-5-5) \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r>2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
| $\begin{gathered} 7 \mathrm{~d} \\ (12-7-7) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 7 | $-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}$ |
|  | $r>2$ | 7 | $-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}$ |
| $\begin{gathered} 7 \mathrm{e} \\ (12-9-9) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 9 | $-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, 120^{\circ}$ |
|  | $r>2$ | 9 | $-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, 120^{\circ}$ |
| $\begin{gathered} 7 \mathrm{f} \\ (12-11-11) \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 11 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ} \end{aligned}$ |
|  | $r>2$ | 11 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, \end{aligned}$ |
| $\begin{gathered} 7 \mathrm{~g} \\ (12-12-12) \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r>2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |

Table 7.18: Numerical results of test cases for investigation of effect of wave directions associated with infinite element nodes, for $k=4$.

|  | Numerical results Real | Imaginary | Difference from analytical solution <br> Real <br> Imaginary |  | $\begin{array}{\|l\|} \hline \text { Error } \\ \text { Real } \\ \hline \end{array}$ | Imaginary |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case7a |  |  |  |  |  |  |
| 1.0000 | -3.96846905E-01 | -1.92200460E-02 | -3.02902174E-04 | 2.27930145E-03 | -7.62689968E-04 | 1.34545530E-01 |
| 1.5000 | 1.50948625E-01 | -2.87791034E-01 | -3.03365508E-04 | -4.03657086E-04 | 2.01377401E-03 | -1.40064026E-03 |
| 2.0000 | 1.76922721E-01 | 2.22551658E-01 | -5.27191374E-03 | 9.69831250E-04 | 3.07130146E-02 | -4.33887253E-03 |
| Case7b |  |  |  |  |  |  |
| 1.0000 | -3.97154759E-01 | -1.69539302E-02 | 4.95182615E-06 | 1.31856467E-05 | 1.24684088E-05 | 7.78339266E-04 |
| 1.5000 | 1.50646407E-01 | -2.88189194E-01 | -1.14750815E-06 | -5.49708575E-06 | 7.61728682E-06 | -1.90742089E-05 |
| 2.0000 | 1.71668209E-01 | 2.23566748E-01 | -1.74017429E-05 | -4.52587503E-05 | 1.01378742E-04 | 2.02480533E-04 |
| Case7c |  |  |  |  |  |  |
| 1.0000 | -3.97150312E-01 | -1.69423631E-02 | 5.04826146E-07 | 1.61854668E-06 | 1.27112273E-06 | 9.55416495E-05 |
| 1.5000 | 1.50645932E-01 | -2.88193704E-01 | -6.72508150E-07 | -9.87085750E-07 | 4.46418395E-06 | -3.42506570E-06 |
| 2.0000 | 1.71666663E-01 | 2.23561785E-01 | -1.58557429E-05 | -4.02957503E-05 | 9.23720847E-05 | 1.80276851E-04 |
| Case7d |  |  |  |  |  |  |
| 1.0000 | -3.97150567E-01 | -1.69418463E-02 | 7.59826146E-07 | 1.10174668E-06 | 1.91319782E-06 | 6.50353162E-05 |
| 1.5000 | 1.50647049E-01 | -2.88186439E-01 | -1.78950815E-06 | -8.25208575E-06 | 1.18789543E-05 | -2.86337188E-05 |
| 2.0000 | 1.71666882E-01 | 2.23566719E-01 | -1.60747429E-05 | -4.52297503E-05 | 9.36479307E-05 | 2.02350792E-04 |
| Case7e |  |  |  |  |  |  |
| 1.0000 | -3.97158226E-01 | -1.69460183E-02 | 8.41882615E-06 | 5.27374668E-06 | 2.11981121E-05 | $3.11305484 \mathrm{E}-04$ |
| 1.5000 | 1.50647336E-01 | -2.88186677E-01 | -2.07650815E-06 | -8.01408575E-06 | 1.37840922E-05 | -2.78078882E-05 |
| 2.0000 | 1.71666311E-01 | 2.23566818E-01 | -1.55037429E-05 | -4.53287503E-05 | 9.03214098E-05 | 2.02793702E-04 |
| Case7f |  |  |  |  |  |  |
| 1.0000 | -3.98278260E-01 | -1.71971059E-02 | 1.12845283E-03 | 2.56361347E-04 | 2.84137826E-03 | 1.51328264E-02 |
| 1.5000 | 1.48701206E-01 | -2.87662424E-01 | 1.94405349E-03 | -5.32267086E-04 | -1.29048435E-02 | -1.84690108E-03 |
| 2.0000 | 1.63653701E-01 | $2.25485576 \mathrm{E}-01$ | $7.99710626 \mathrm{E}-03$ | -1.96408675E-03 | -4.65893891E-02 | 8.78701532E-03 |
| Case7g |  |  |  |  |  |  |
| 1.0000 | -3.99637738E-01 | -2.32775849E-02 | 2.48793083E-03 | 6.33684035E-03 | 6.26446439E-03 | $3.74059140 \mathrm{E}-01$ |
| 1.5000 | 1.50742382E-01 | -2.86621741E-01 | -9.71225081E-05 | -1.57295009E-03 | 6.44710019E-04 | -5.45794261E-03 |
| 2.0000 | 1.70804276E-01 | 2.26597971E-01 | 8.46531257E-04 | -3.07648175E-03 | -4.93170566E-03 | 1.37636957E-02 |

### 7.9 Radiation Condition on Outer Boundary

As discussed in Section 7.4, the application of the radiation condition on the outer boundary should be unnecessary when the outer boundary is truly placed at infinity but necessary when it is at a finite distance. This is confirmed by numerical experiments by using the different expressions for the term regarding to the outer boundary.

The weak form is presented by Equation (7.21) for the special wave infinite elements. This expression already contains the application of the radiation condition over the outer boundary $\Gamma_{\infty}$. If the radiation condition is not applied, the term over the outer boundary takes the form $\partial \phi / \partial n$ instead of $i k \phi$. Therefore in this case the last term in the left hand side of the weak form (7.21) becomes

$$
\begin{equation*}
-\int_{\Gamma_{\infty}} W \frac{\partial \phi}{\partial n} \phi d \Gamma \tag{7.52}
\end{equation*}
$$

instead of

$$
\begin{equation*}
-\int_{\Gamma_{\infty}} i k W \phi d \Gamma \tag{7.53}
\end{equation*}
$$

and the weak form becomes

$$
\begin{equation*}
\int_{\Omega}\left(\nabla W \nabla \phi-k^{2} W \phi\right) d \Omega-\int_{\Gamma_{\infty}} W \frac{\partial \phi}{\partial n} \phi d \Gamma=0 \tag{7.54}
\end{equation*}
$$

then the element damping matrix component $i k C_{\imath \jmath}$ where $C_{\imath \jmath}$ is given by Equation (7.27) is replaced by

$$
\begin{equation*}
\int_{\Gamma_{\infty}} S_{i}^{m} \nabla S_{j}^{l} \cdot \mathbf{n} d \Gamma \tag{7.55}
\end{equation*}
$$

In this section, using the Hankel source problem again, the results of three series of numerical testing are shown. In the first test, the effect of application of the radiation condition on the outer boundary is examined. In the second test, the radiation condition is applied only to non-radial waves. In the third test, the application of the cylindrical damper type radiation condition is considered.

The results show that the application of the radiation condition on the outer boundary improves the accuracy, but applying the radiation condition to the wave propagating in the radial direction has smaller effect than applying it to the waves propagating in nonradial directions. The difference of the form of the condition between a plane damper and a cylindrical damper is negligible for improvement of accuracy in the current test cases.

### 7.9.1 Special Wave Finite and Infinite Element Model

The geometry of the Hankel source problem and the finite/infinite mesh model are the same as those in Section 7.8.

### 7.9.2 Infinite Element Model Without Radiation Condition

## (a) Test Cases

As concerns the details about wave directions, the model which is the same as Cases 5 a - 5 c in the previous section are used. However, because the modelling of the problem at the outer boundary is different these cases are named Cases $8 \mathrm{a}-8 \mathrm{c}$, respectively.

## (b) Results

Table 7.19 shows the numerical results and the difference from the analytical solution and the error for the case of $k=4$. Looking at the results of Cases $8 \mathrm{a}-8 \mathrm{c}$, the results become less accurate as the number of waves in infinite element is increased. This seems to be

Table 7.19: Numerical results for test cases without radiation condition applied on outer boundary, for $k=4$.

|  | Numerical results Real | Imaginary | Difference from analytical solution <br> Real |  | Error <br> Real | Imaginary |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case8a |  |  |  |  |  |  |
| 1.0000 | -3.97151965E-01 | -1.69408878E-02 | 2.15782615E-06 | 1.43246679E-07 | 5.43328010E-06 | 8.45574872E-06 |
| 1.5000 | 1.50645411E-01 | -2.88194475E-01 | -1.51508150E-07 | -2.16085750E-07 | 1.00572796E-06 | -7.49790876E-07 |
| 2.0000 | 1.71652266E-01 | 2.23528734E-01 | -1.45874290E-06 | -7.24475032E-06 | 8.49831659E-06 | 3.24118739E-05 |
| Case8b |  |  |  |  |  |  |
| 1.0000 | -3.95396617E-01 | -1.70879817E-02 | -1.75319017E-03 | 1.47237147E-04 | -4.41443038E-03 | 8.69130316E-03 |
| 1.5000 | 1.49913938E-01 | -2.87977905E-01 | 7.31321492E-04 | -2.16786086E-04 | -4.85459346E-03 | -7.52220955E-04 |
| 2.0000 | $1.65590490 \mathrm{E}-01$ | 2.19454489E-01 | 6.06031726E-03 | 4.06700025E-03 | -3.53060807E-02 | -1.81951197E-02 |
| Case8c |  |  |  |  |  |  |
| 1.0000 | -3.81268242E-01 | -3.03138932E-02 | -1.58815652E-02 | $1.33731486 \mathrm{E}-02$ | -3.99888528E-02 | 7.89407373E-01 |
| 1.5000 | 1.46719102E-01 | -2.84692852E-01 | 3.92615749E-03 | -3.50183909E-03 | -2.60622704E-02 | -1.21509493E-02 |
| 2.0000 | 1.63262490E-01 | 2.33921006E-01 | 8.38831726E-03 | -1.03995168E-02 | -4.88684987E-02 | $4.65258029 \mathrm{E}-02$ |

unreasonable as the increase of waves has normally has improved the results. Compared to the results of Cases $5 \mathrm{a}-5 \mathrm{c}$, the results of Cases 8 b and 8 c are less accurate than those of Cases 5 b and 5 c , respectively. This means that using the term $i k \phi$ leads to the better accuracy than using the term $\partial \phi / \partial \mathbf{n}$, and it proves that applying the radiation condition on the outer boundary leads to better accuracy. However, comparing the results of Case 8 a to those of Case 5 a , where these cases use only a single wave propagating in the radial direction in the infinite element, the former is closer to the analytical solution than the latter. This could mean that whether applying the radiation condition on the outer boundary or not has little effect on the accuracy regarding the wave propagating only in the radial direction like the conventional infinite elements. From these results, it can be concluded that the wave propagating in the radial direction satisfies the radiation condition with better accuracy than the non-radial waves do.

### 7.9.3 Infinite Element Model with Combined Radiation Condition

Because the application of the radiation condition on the outer boundary made the results less accurate for the infinite element in which only a single radial wave propagates, the attempt of a combined application of the radiation condition was made. In detail, the $i k \phi$ term is used only for non-radial waves and the $\partial \phi / \partial \mathrm{n}$ term is used for the radial wave.

## (a) Test Cases

As concerns the details about wave directions, the model which is the same as Cases 5a5 c in the previous section are again used. However, because the modelling of the problem at the outer boundary is different these cases are named Cases $9 \mathrm{a}-9 \mathrm{c}$, respectively.

Table 7.20: Numerical results for test cases with combined radiation condition applied on outer boundary, for $k=4$.

|  | Numerical results Real | Imaginary | Difference from Real | alytical solution Imaginary | $\begin{array}{\|l\|} \hline \text { Error } \\ \text { Real } \\ \hline \end{array}$ | Imaginary |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case9a |  |  |  |  |  |  |
| 1.0000 | -3.97151965E-01 | -1.69408878E-02 | 2.15782615E-06 | 1.43246679E-07 | 5.43328010E-06 | 8.45574872E-06 |
| 1.5000 | 1.50645411E-01 | -2.88194475E-01 | -1.51508150E-07 | -2.16085750E-07 | 1.00572796E-06 | -7.49790876E-07 |
| 2.0000 | 1.71652266E-01 | 2.23528734E-01 | -1.45874290E-06 | -7.24475032E-06 | 8.49831659E-06 | 3.24118739E-05 |
| Case9b |  |  |  |  |  |  |
| 1.0000 | -3.96131425E-01 | -1.86096429E-02 | -1.01838217E-03 | 1.66889835E-03 | -2.56422679E-03 | 9.8513B724E-02 |
| 1.5000 | 1.50041974E-01 | -2.87994546E-01 | 6.03285492E-04 | -2.00145086E-04 | -4.00467624E-03 | -6.94478739E-04 |
| 2.0000 | $1.73317351 \mathrm{E}-01$ | 2.16514495E-01 | -1.66654374E-03 | 7.00699425E-03 | 9.70891876E-03 | -3.13481906E-02 |
| Case9c |  |  |  |  |  |  |
| 1.0000 | -3.90924729E-01 | -1.10303659E-02 | -6.22507817E-03 | -5.91037865E-03 | -1.56743830E-02 | -3.48885413E-01 |
| 1.5000 | 1.49381346E-01 | -2.90510486E-01 | 1.26391349E-03 | 2.31579491E-03 | -8.38999844E-03 | 8.03552246E-03 |
| 2.0000 | 1.85593335E-01 | 2.21801958E-01 | -1.39425277E-02 | 1.71953125E-03 | 8.12261123E-02 | -7.69291246E-03 |

## (b) Results

Table 7.20 shows the numerical results, the difference from the analytical solution, and the error for the case of $k=4$. Case 9 a is the exactly same as Case 8 a and more accurate than Case 5 a . Cases 9 b and 9 c , in which combined boundary condition is applied on the outer boundary, are more accurate than Cases 8 b and 8 c , however, less accurate than Cases 5 b and 5 c , respectively. And also, looking at Cases $9 \mathrm{a}-9 \mathrm{c}$, the results of Case 9 b is the least accurate. This tendency of accuracy with respect to the increase of the wave directions does not seem to be reasonable.

### 7.9.4 Cylindrical Damper Condition on Outer Boundary

It has been presented that the application of the radiation condition on the outer boundary is necessary for better accuracy. This means that the radiation condition is not completely satisfied on the outer boundary, as it is at a finite distance from the 'pole' when a GaussLegendre integration scheme is used. Therefore another attempt to apply the cylindrical damper condition given by Equation (2.32) is considered. Because for the Hankel source problem in two dimensions, naturally cylindrical damper can be more accurate than plane damper condition given by the same form as the radiation condition applied above, the cylindrical damper could improve the accuracy of the results.

## (a) Test Cases

As concerns the details about wave directions, the model which is the same as Cases 5a 5 c in the previous section are again used. However, because the modelling of the problem at the outer boundary is different these cases are named Cases $10 a-10 \mathrm{c}$, respectively.

Table 7.21: Numerical results for test cases with cylindrical damper condition applied on outer boundary, for $k=4$.

|  | Numerical results Real | Imaginary | Difference from analytical solution <br> Real |  | Error <br> Real | Imaginary |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case10a |  |  |  |  |  |  |
| 1.0000 | -3.96861330E-01 | -1.91969340E-02 | -2.88477174E-04 | 2.25618945E-03 | -7.26368662E-04 | 1.33181245E-01 |
| 1.5000 | 1.50966348E-01 | -2.87785729E-01 | -3.21088508E-04 | -4.08962086E-04 | $2.13142126 \mathrm{E}-03$ | -1.41904795E-03 |
| 2.0000 | 1.77049101E-01 | 2.22669653E-01 | -5.39829374E-03 | 8.51836250E-04 | 3.14492768E-02 | -3.81098145E-03 |
| Case10b |  |  |  |  |  |  |
| 1.0000 | -3.97202721E-01 | -1.70345985E-02 | 5.29138261E-05 | 9.38539467E-05 | 1.33233921E-04 | 5.54013115E-03 |
| 1.5000 | 1.50661015E-01 | -2.88173201E-01 | -1.57555081E-05 | -2.14900858E-05 | 1.04586817E-04 | -7.45679446E-05 |
| 2.0000 | 1.71748425E-01 | $2.23615224 \mathrm{E}-01$ | -9.76177429E-05 | -9.37347503E-05 | 5.68699585E-04 | 4.19354536E-04 |
| Case10c |  |  |  |  |  |  |
| 1.0000 | -3.97150362E-01 | -1.69423202E-02 | $5.54826146 \mathrm{E}-07$ | 1.57564668E-06 | 1.39701980E-06 | 9.30092933E-05 |
| 1.5000 | 1.50645954E-01 | -2.88193752E-01 | -6.94508150E-07 | -9.39085750E-07 | 4.61022240E-06 | -3.25851162E-06 |
| 2.0000 | 1.71666660E-01 | 2.23561785E-01 | -1.58527429E-05 | -4.02957503E-05 | 9.23546073E-05 | 1.80276851E-04 |

## (b) Results

Table 7.21 shows the numerical results, the difference from the analytical solution, and the error for the case of $k=4$.

Comparing the results of Cases $10 a-10 c$ to those of Cases $5 a-5 c$, the differences between these numerical results are quite small, and the accuracies are almost the same. It can be said that the contribution of the additional term in the cylindrical damper condition compared to the plane damper condition is negligibly small. In these cases, application of the cylindrical damper does not improve the accuracy.

### 7.10 Scattering Problem

Table 7.22: Test cases for scattering problem using multiple waves in infinite elements.

| Cases | Nodes | Number | Angles |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} 11 \mathbf{a} \\ (12-1-1) \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 1 | $0^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 11 b \\ (12-5-1) \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
| $\begin{gathered} 11 c \\ (12-5-5) \\ \hline \end{gathered}$ | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, \\ & 120^{\circ}, 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r=2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |
|  | $r>2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}$ |

As a more realistic example than the Hankel source problem, the problem of plane wave scattered by a circular cylinder was considered. The problem is the same as dealt with in section 7.7. The geometry of the problem in two dimensions and the finite/infinite element mesh model are shown in Figures 6.11 and 7.11. The problem was solved for the wavenumbers $k=4$ and 8 .

### 7.10.1 Multiple Wave Infinite Element Model

## (a) Test Cases

Cases 11a-11c, the sets of number of waves and directions applied to the model are shown in Table 7.22. The wave directions are basically spaced every $30^{\circ}$ so that 12 waves are applied to the finite element only nodes and $1-5$ waves are applied to the finite/infinite element nodes and the infinite element only nodes. $0^{\circ}$ indicates the radial direction. The other angles are measured from the radial direction anti-clockwise. The distribution of the wave directions as the function of the distance from the 'pole' is the same as Cases 5 a - 5 c for the Hankel source problem shown in Table 7.15 in Section 7.8.

## (2) Results

Figure 7.16 shows the numerical results of the scattered potential with the analytical solution for the case of $k=4$, and Figure 7.17 shows the difference from the analytical solution. Considering physically the wave field around the cylinder, it was anticipated that


Figure 7.16: Real and imaginary parts of scattered potential obtained using multiple waves in infinite elements, along the circumference of the cylinder, for $k=4$.


Figure 7.17: Difference from analytical solution in real and imaginary parts of scattered potential obtained using multiple waves in infinite elements, along the circumference of the cylinder, for $k=4$.
the application of multiple waves is more suitable and effective for the scattering problem than the Hankel source problem in which the increase of the wave directions in infinite elements improved the accuracy of the results. However, the most accurate results are

Table 7.23: Test cases for scattering problem using single wave on finite/infinite element interface.

| Cases | Nodes | Number | Angles |
| :---: | :---: | :---: | :---: |
| 11d | $1 \leq r<2$ | 12 | $\begin{aligned} & -150^{\circ},-120^{\circ},-90^{\circ},-60^{\circ},-30^{\circ}, 0^{\circ}, 30^{\circ}, 60^{\circ}, 90^{\circ}, 120^{\circ}, \\ & 150^{\circ}, 180^{\circ} \end{aligned}$ |
|  | $r>2$ | 1 | $0^{\circ}$ |
|  | $r=2$ | 5 | $-60^{\circ},-30^{\circ}, 0^{\circ},(12-1-5) 30^{\circ}, 60^{\circ}$ |

obtained by Case 11a, which uses only a single wave propagating in the radial direction in infinite elements. The accuracies of the results of Cases 11 b and 11c are roughly same and poorer than Case 11a although multiple waves are applied to the infinite elements in these cases. Although efforts have been made to try to discover the problem in the theory and the program code, the cause is not clear to date.

### 7.10.2 Single Wave on Finite/Infinite Element Interface Model

Although it is certain that the increase of the waves propagating outwards in infinite element improved accuracy of the results in case of the Hankel source problem, it made the results less accurate in case of the scattering problem as shown in Figure 7.16. The cause of this problem has not been discovered yet in spite of efforts to search for the cause of the problem in the code from the theory. However different way of applying multiple waves to the infinite element was tried, and the results has shown that the use of multiple waves in infinite element can improve the accuracy in case of the scattering problem.

## (a) Test Cases

Case 11d, the new set of number of waves and directions applied to the model is shown in Table 7.23. The total number of waves applied to the whole problem is the same as Case 11b shown in Table 7.23, in which 5 waves were applied to the finite/infinite element interface nodes and a single radial wave was applied to the infinite element only nodes. However only a single radial wave was applied to the finite/infinite element interface nodes and 5 waves were applied to the infinite element only nodes in Case 11d. This model may look somewhat peculiar considering the scattered wave field. Normally it can be expected that the near field to the scattering object should contain components of waves propagating in many different directions, and that the further field should become simpler to become similar to the wave propagating only in the radial direction outwards.


Figure 7.18: Real and imaginary parts of scattered potential obtained using single wave on finite/infinite element interface, along the circumference of the cylinder, for $k=4$.


Figure 7.19: Difference from analytical solution in real and imaginary parts of scattered potential obtained using single wave on finite/infinite element interface, along the circumference of the cylinder, for $k=4$.

## (2) Results

Figure 7.18 shows the numerical results of the scattered potential with the analytical solution for the case of $k=4$, and Figure 7.19 shows the difference from the analytical
solution. The accuracy is obviously better in the results of Case 11d than those in Case 11a. This means that the use of multiple waves at infinite element only nodes improved the accuracy. It may seem to be unusual to apply only a single wave to the node in the nearer field and multiple waves in the further field. However this shows that the increase of the waves in infinite elements improve the accuracy of the numerical results.

This result may indicate that there could be the cause of the inaccuracy in the results of Cases 11b and 11c in dealing with the wave directions on the finite/infinite element interface. However it has not been discovered yet.

### 7.11 Conclusions

The special wave infinite elements, which is the new concept of mapped wave infinite elements with multiple wave directions, have been developed. In the conventional mapped wave infinite elements only a single wave propagating in the radial direction is allowed. In contrast, the shape functions of the special wave infinite elements include trigonometric functions to describe multiple waves propagating in different directions. This is similar to the shape functions of the special wave finite elements discussed in Chapter 3, which include multiple plane waves propagating in different directions. The special wave infinite elements are therefore a more straightforward extension for use with the special wave finite elements for unbounded problems.

The special wave infinite elements have been coupled to the special wave finite elements and applied to the Hankel source problem and the problem of plane wave scattered by a circular cylinder. In similar way to the coupling of the conventional mapped wave infinite elements to the special wave finite elements, special attention is required to deal with wave directions to ensure compatibility on the finite/infinite element interface. All wave directions on the interface and within the special wave infinite elements are forced to vary so as to keep their angles relatively to the radial direction constant. Another point concerning the wave directions is that only angles within the range of $-90^{\circ}$ and $90^{\circ}$ should be chosen for the infinite elements where $0^{\circ}$ is the radial direction. This is because waves outside this range would be incoming and hence excluded by the radiation condition.

The use of multiple waves in the infinite elements improves the accuracy of numerical results. The accuracy generally gets better as the number of waves increases. This trend is quite clear in the Hankel source problem. In the problem of plane wave scattered by a cylinder, however, the accuracy of the results exceptionally became worse when multiple waves are considered on the finite/infinite element interface. On the other hand the increase of number of waves associated with the infinite element only nodes clearly improved the accuracy, as well as for the Hankel source problem. Although efforts have been made to try to discover the cause of this exception about the finite/infinite element interface, it is not clear yet to date.

Gauss-Legendre integration scheme was successfully applied to obtain element matrices of the special wave infinite elements by dividing the element into subelements of the same length in the $r$ direction in the global co-ordinate system, as one of general schemes which
do not restrict the wave directions. In the examples examined here, the effective area of an infinite element to be numerically integrated to achieve the sufficient accuracy was about 250 times of the wavelength from the inner edge of the element.

The cancellation of undefined oscillatory terms at infinity is taken into account in the Zienkiewicz special integration scheme for the conventional mapped wave infinite elements and the integration over the outer boundary at infinity does not appear in the formulation. However in the integration over a special wave infinite element by Gauss-Legendre scheme, the undefined terms are included in each stiffness, mass and damping term of the element matrix and they cancel out when these terms are summed up.

The area to be integrated in an infinite element is not infinite but finite when the Gauss-Legendre integration scheme is applied. The outer boundary of the infinite element is at a finite distance from the 'pole', which means that the radiation condition may not be automatically satisfied only by the decay factor of the shape functions. Therefore the application of the radiation condition on the outer boundary must be considered. The explicit inclusion of this boundary condition improves the accuracy of the results, especially regarding waves propagating in non-radial directions. The expression corresponding to a cylindrical damper condition was also applied but did not make big difference from the simplest expression of the form of the plane damper condition.

The cause of the inaccuracy caused by increasing the number of waves associated with the nodes on the finite/infinite element interface in the model of the scattered wave field is not yet known. However in the general trends the special wave infinite elements containing multiple waves lead to better accuracy in the results than the conventional mapped wave infinite elements. The coupling of the special wave infinite elements to the special wave finite elements should make possible efficient models of wave problems in unbounded domain.

## Chapter 8

## Conclusions and Implications for

## Further Research

In this thesis, the development of special wave finite elements and special wave infinite elements for the solution of the Helmholtz equation has been presented, and also related techniques have been discussed.

Details and discussions are given in each chapter. This chapter summarises the main points of these conclusions and gives some implications for further work.

### 8.1 Conclusions

### 8.1.1 Special Wave Finite Elements

The formulation of the special wave finite elements in which the multiple number of plane waves are included in the shape functions are described. Because of this choice of basis functions, a single finite element can contain many wavelengths, unlike standard finite elements. The shape functions contain oscillatory functions but the element matrix can be evaluated using high order Gauss-Legendre integration.

High accuracy can be obtained by the use of special wave finite elements, which is not limited by the ratio of the element size to the wavelength, unlike the standard finite elements. Therefore the mesh can remain the same for a wide range of wavenumbers. Generally the error decreases as the number of the approximating plane waves increases. About 10 integration points for a nodal spacing of one wavelength are required to obtain sufficient accuracy. One drawback of the method is the high order integration of the
element matrices.

### 8.1.2 Semi-analytical Integration Schemes for Special Wave Finite Elements

Methods for integrating semi-analytically the element matrices arising from the formulation of special wave finite elements for the solution of the Helmholtz equation have been presented. The element shapes dealt with are rectangular, triangular and quadrilateral. The new integration schemes for each element type have a number of special cases depending on the combination of constants in the exponent of the exponential functions included in the special shape functions. In the most general cases, the integration can be dealt with quite simply in an analytical way. In the other cases, the analytical expression of the integrals were obtained applying Taylor's expansion. Because of the presence of the term including the product of both co-ordinates in the exponent, it is most complicated to deal with quadrilateral elements. There are 12 special cases for quadrilateral elements, although there are only three and four special cases for rectangular and triangular elements, respectively.

The results show that the integration schemes give results which are hardly distinguishable from those obtained using very large numbers of conventional Gauss-Legendre integration points. The element matrix integrations appear to be independent of the wavenumber as expected. For larger wavenumbers the semi-analytical integrations lead to large savings in computational cost without any loss of accuracy. A timing test using square elements indicates that the break-even point between numerical and semi-analytical integrations is roughly for one wave length in each direction in the special wave finite elements, which corresponds to $k h=\pi$, although timing and efficiency can vary depending of coding.

### 8.1.3 Mapped Wave Infinite Elements

The formulation of the mapped wave infinite elements for the Helmholtz equation and the coupling of them to special wave finite elements was described. Their application to the Hankel source problem and the problem of plane wave scattered by a circular cylinder were presented. Mapped wave infinite elements can be applied to boundaries of arbitrary shape, although presently they can have only a single radial wave direction. The wave direction
on the finite/infinite element interface and within the mapped wave infinite elements were forced to be strictly radial from the 'pole' of the infinite elements to ensure compatibility between the two different types of elements.

The conventional mapped wave infinite elements enable us to deal with wave problems without truncation of the unbounded domain. Also they are easily implemented together with special wave finite elements as well as with standard finite elements and achieve solutions to wave problems in unbounded domain of high accuracy.

### 8.1.4 Special Wave Infinite Elements

The special wave infinite elements, which is the new concept of mapped wave infinite elements with multiple wave directions, have been developed. In the conventional mapped wave infinite elements only a single wave propagating in the radial direction is allowed. In contrast, the shape functions of the special wave infinite elements include trigonometric functions to describe multiple waves propagating in different directions.

The special wave infinite elements have been coupled to the special wave finite elements and applied to the Hankel source problem and the problem of plane wave scattered by a circular cylinder. Special attention is required to deal with wave directions to ensure compatibility on the finite/infinite element interface. All wave directions on the interface and within the special wave infinite elements are forced to vary so as to keep their angles relatively to the radial direction constant. Another point concerning the wave directions is that only angles within the range of $-90^{\circ}$ and $90^{\circ}$ should be chosen for the infinite elements where $0^{\circ}$ is the radial direction. This is because waves outside this range would be incoming and hence excluded by the radiation condition.

The accuracy generally gets better as the number of waves increases, although some exceptional results were obtained for the problem of plane wave scattered by a circular cylinder when multiple waves are considered on the finite/infinite element interface.

Gauss-Legendre integration scheme has been successfully applied to obtain element matrices of the special wave infinite elements by dividing the element into subelements of the same length in the $r$ direction in the global co-ordinate system. The effective area of an infinite element to be numerically integrated to achieve the sufficient accuracy was about 250 times of the wavelength from the inner edge of the element.

In the integration over a special wave infinite element by Gauss-Legendre scheme, the
undefined oscillatory terms are included in each stiffness, mass and damping term of the element matrix and they cancel out when summed up.

Because the outer boundary of the infinite element is at a finite distance from the 'pole' when Gauss-Legendre integration scheme is applied, the radiation condition may not be automatically satisfied by the decay factor of the shape functions. Therefore the application of the radiation condition on the outer boundary of the elements must be considered.

The general trend of the results obtained using the special wave infinite elements containing multiple waves is that there is better accuracy in the results than those from the conventional mapped wave infinite elements. The coupling of the special wave infinite elements to the special wave finite elements should make possible efficient models of wave problems in unbounded domain.

### 8.2 Implications for Further Research

The special wave infinite elements with multiple waves have been newly developed. The numerical results show, generally, that good accuracy can be achieved by the computational modelling using the coupling of the special wave infinite elements to the special wave finite elements with multiple plane waves. However there are still some problems. Therefore the discovery of the solutions to the currently remaining problems is crucial.

The most essential problem is the inaccuracy in the numerical results when multiple waves are considered on the finite/infinite element interface of the computational model for the problem of plane wave scattered by a circular cylinder. Considering physically the wave field around the cylinder, the application of the multiple waves should be more suitable and effective for the scattering problem than the Hankel source problem. Also, it should be reasonable to apply larger number of waves in the nearer field than in the further field to the scattering object. However, the results obtained to date do not follow these anticipations. Naturally it is supposed that there may be mistakes in the formulation or bugs in the code, although it has not been discovered yet despite strenuous efforts. It is the most crucial to sort out this problem for the further investigation of the special wave infinite elements.

It is also unknown why the accuracy of the numerical results of the Hankel source problem are poor when the straight edge model and the Gauss-Legendre integration scheme
are used. Because better accuracy was obtained by the same mesh model using the Zienkiewicz special integration scheme, the cause of the inaccuracy and the possibility of the improvement should be in the numerical integration procedure. This needs to be resolved, otherwise it may be hard to obtain a good accuracy in the computed results for the problems with more general and practical geometries.

In this thesis, only the cases where the same number and the same wave directions on the finite/infinite element interface are given for both finite and infinite elements were discussed. This is the most simple and the easiest choice to ensure compatibility of the waves on the interface. In this case the continuity of waves in each direction is ensured individually in the manner discussed in Chapters 6 and 7. However, it seems to be also possible to ensure continuity of the potential on the interface between two different element types rather than the continuity of each wave. For this purpose the additional equations to force the potentials in the finite and the infinite elements to be the same may be applied as the constraint. Some techniques such as the use of Lagrange multiplier can be used.

Also as concerns the special wave infinite elements, there remain some possible challenges. The special wave finite elements using multiple approximating plane waves lead to accurate solutions with fewer elements than standard finite elements. However the suitable number and wave directions are different for each problem. Using many number of waves distributed evenly for all nodes gives a good accuracy, but the computational cost could become unnecessarily high. Laghrouche et al. [69] investigated changing of the number of waves along the distance from the scattering object and gradually clustering the wave directions around the radial direction. The results showed that accurate numerical results can be obtained with a computational model using a reduced number of waves. If the number and directions of waves can be adaptively chosen to suit each node in each problem, some relatively small number of directions could be chosen. And consequently the suitable computational model for individual problems could be automatically obtained.

Regarding the special integration scheme, the semi-analytical integration codes for the special wave finite elements based on Chapter 4 and 5 are still experimental. It is likely that they could be improved upon. It may be also possible to develop a new special integration scheme for the special wave infinite elements. This would improve the efficiency and the accuracy in forming the element matrix.

The extension of the special wave finite elements to the three dimensions has been
investigated by Laghrouche et al. [70]. The similar tendency and the accuracy to those regarding the elements in two dimensions have been obtained, however, the numerical integration cost is extremely high. The extension of the special wave infinite elements to the three dimensions is also possible. However, because the Gauss-Legendre integration scheme applied to many sub-elements is used to obtain the element matrix at present, the element matrix formulation of a three-dimensional element would be very computationally expensive. Therefore the special integration scheme for three dimensional elements would be very important for both the special wave finite elements and the special wave infinite elements for practical applications.
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