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Abstract 

A decision suppor t software too l is developed t o a id commodi ty traders w i t h 

the management of uncertainty. A methodology to contro l the r isk of losses 

is examined and this is l ikely to be h ighly desirable for pract ical use i n the 

financial markets. 

Bayesian techniques are used to forecast f u t u r e prices and this is combined 

w i t h the op t imiza t ion of a u t i l i t y f u n c t i o n to support a trader 's buy and sell 

decisions. The di f f icul t ies of e l ic i t ing bo th a pr ior belief and a u t i l i t y f u n c t i o n 

are discussed. 

The effectiveness of the too l is explored using a pract ical appl icat ion of 

the Design of Exper iments (using simulated prices) and also by tes t ing the 

software w i t h traders. The tr ials of the t o o l w i t h traders received posit ive 

feedback. 
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Chapter 1 

Introduction 

1.1 K T P project 

1.1.1 The project objectives 

The thesis, which follows, is the result of the Knowledge Transfer Partner

ship between Energy Scitech L t d and the University of Durham. The K T P 

project's main objective is to develop a software tool (called TradeABLE) 

which will help commodity traders and managers to understand and manage 

the uncertainty in commodity trading decisions and to improve their trad

ing performance . The major tasks in the project (as stated in the K T P 

Partnership Proposal and Grant Application Form) are to: 

1. Understand the trader's role and decision making process. 

2. Translate into C+-f- statistical algorithms, based on linear Bayes ap

proximations, to optimise the expected utility, to the trader/broker, of 

realisable trading profit. 

3. Develop a software product based on these algorithms for commodity 

traders. 
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4. Provide a user friendly set of diagnostics that help the trader improve 

the use of the product. 

5. Create a set of demonstrations using real commodity data to use in 

sales campaigns. 

6. Produce technical documentation, user manuals and customer support 

mechanisms. 

7. Develop company staff in product knowledge and expertise in the tech

niques and customer support. 

The statistical algorithms wi l l remain in a tool called R as this is the 

primary language used by David Wooff who develops the mathematical rou

tines. Also, third party R libraries are used by the algorithms and these are 

not trivial to replicate. 

1.1.2 Java 

The software is written in Java and this software interfaces wi th R when 

the algorithm is required. This is not ideal. Nevertheless, i t speeds up the 

process of delivering a prototype to show the concept of the decision support 

tool to potential customers. The early release versions wil l also have a Java 

to R interface and i f the product proves to be a success, then coding the 

entire application in Java wil l be a worthwhile activity. 

Java is chosen since i t is a portable language. This means that an appli

cation that is written in Java can run on Linux, Unix, Apple, and Windows 

Operating Systems. Many existing trading packages are written in a lan

guage called Delphi or in C-|--t-. Today, C-|—I- is the most popular language 

for developing professional software applications to be run on all platforms 

18 



(www.cplusplus.com). Nevertheless, C + + programs are not totally indepen

dent of the platform they are run on. 

The disadvantage in using Java is that the user interface is awkward to 

finesse. For example, existing Java charting softwares' default plots often 

look plain and ugly, and hence it is often necessary to write extra code to 

make the screens aesthetically appealing. Also, i t is often necessary to spend 

time manipulating Swing components, like JTable, to make them work as 

the user expects. 

To develop software a programmer works inside an IDE (Integrated Devel

opment Environment). This is necessary to make basic programming tasks 

(such as debugging, documentation, and building user interfaces) efficient. 

To create TradeABLE an IDE called JBuilder (shown in Figure 1.1) is used. 

1.1.3 Energy Scitech - Background 

Energy Scitech Ltd started up in May 1999. The business was founded by 

the current directors who previously worked together in their oil and gas 

industry related careers. 

Energy Scitech's flagship product is a successful software package called 

E n A B L E ^ ^ . This application was also developed in partnership wi th the 

University of Durham. EnABLE^^^ is written in Java and Perl and it in

terfaces wi th the R language and can link to several different oil reservoir 

simulators. 

EnABLE^^'^ helps engineers to understand oil reservoirs and to manage 

the uncertainty in oil well production levels. By applying statistical tech

niques, the software wil l aid decision makers wi th choosing the best wells 

to develop. This is done by predicting the production rate of oil wells over 

time and mapping this against the capital cost and the projected price of oil. 

19 
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Figure 1.1: The JBuilder IDE 

This helps the user to pinpoint the reservoirs that neeiJ to be developed to 

maximize profitability. 

Energy Scitech is an innovative and proactive company. The company 

recently saw a market opportunity in the finance markets and acted on it by 

beginning the developing of TradeABLE. Essentially, TradeABLE is similar 

to EnABLE^^ ' since it manages uncertainty and optimizes profits. However, 

the new software is developed from scratch to meet the financial market 

sector's requirements. This thesis tells the story of the first steps taken to 

build TradeABLE. 
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1.2 Outline of contents 

What is a commodity trader? What decisions do traders make? What 

information does the trader base his decisions on? What are the benefits 

and difficulties associated wi th providing decision support? In chapter 2, the 

answers to these questions are discussed in detail. 

In chapter 3, the background mathematics behind the decision support 

tool are discussed. In particular, the maximization of expected utiUty of 

profit under an exponential ut i l i ty function and the Bayesian methodology 

are explained. Most of this chapter is based on research by Michael Goldstein, 

Allan Seheult, and David Wooff from the University of Durham Mathemat

ical Science department. 

Chapter 4 explores ut i l i ty analysis. Ut i l i ty is used to support decisions 

made under uncertainty, and hence it is used as a risk management method. 

This part of the thesis looks at the history of utility, how a utihty function 

can be built , and describes some Java ut i l i ty screens that were designed to 

elicit a ut i l i ty function. Alternative methods to ut i l i ty for managing risk are 

also evaluated here. 

Prior elicitation is dealt wi th in Chapter 5. How can precise price forecasts 

be obtained from the expert trader? What sort of mistakes are commonly 

made by attempting to obtain a person's probability assessment of an event 

happening? Java screens that were developed to obtain a price outlook from 

a trader are also shown here. 

How are price forecasts monitored? When the price outlook turns out 

to be inaccurate i t is essential to stop supporting decisions based on this 

imprecise information. Several diagnostics have been developed to flag the 

trader if the forecasting model does not correspond well wi th actual incoming 

prices. These diagnostics which were developed, or recommended, by David 
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Wooff are explained in chapter 6. 

Chapter 7 looks at the interactions and trials of the tool carried out wi th 

commodity traders. I t is necessary to obtain feedback and requirements for 

the tool from real potential customers. I t is also essential to obtain data on 

how the decision support tool performs in a real life trading scenario. Trials 

with two major trading companies are investigated here. 

A n application of the Design and Analysis of Experiments is explained 

in chapter 8. Some formal statistical tests were carried out to gain a deeper 

understanding of the algorithm and how it responds to varying the input 

parameters. 

Chapter 9 discusses the testing of software. The end result of the first 

phase of this project is a market ready professional software package. A 

critical step towards this goal is the software testing cycle. Some details of 

what needs to be considered in the testing process are discussed here. 

Chapter 10 concludes the thesis including a critical evaluation of the 

solutions for trading decision making proposed in this project. What has 

been done? What has been learnt? What recommendations can be made for 

future research and development? 

1.3 Thesis guide 

• Random variables are denoted with capital letters and observed data 

are denoted with small letters. 

• Code - w r i t t e n e i t h e r i n R or Java - i s type s e t i n t h i s typeface. 

• The definition of technical terms such as trading jargon can be found 

in the nomenclature. 
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Chapter 2 

Decision support 

Decision support is assisting wi th a verdict or a choice between alternative 

options. To support a decision, information and advice relevant to the deci

sion is provided. Decision support is not the same as decision making. The 

commodity trader is a decision maker, since he chooses between alternatives 

using his judgement, given all of the information he has available. A person 

or tool that provides decision support is merely providing help. 

The following chapter discusses the decisions that commodity traders 

make, and outlines why decision support for traders is important and useful, 

but also difficult to provide. 

2.1 The commodity trader 

A commodity trader is a person who buys and sells goods, or contracts for 

goods. There are many different goods they can trade - ranging from sterling 

to sugar, cocoa to copper, oil to oats, and T-Bonds to t in . Some traders are 

selling on behalf of farmers, and therefore aiming to sell goods at the highest 

price possible. Some traders are buying on behalf of corporations, such as 

Coca-Cola and Nescafe, and therefore aiming to buy at a low price. Others 

have no intention of selling or receiving goods and are only trading to take 
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advantage of profits that can be made wi th the fluctuation of price. 

2.2 Information 

A trader is provided with a sea of information. A trader typically has four 

computer screens at his desk, showing real-time information about prices -

opening price, highs, lows, the last three trades, and the price change com

pared to yesterday. There may be prices for each of the contract months 

for any specialized commodity as well as the benchmark commodities which 

are gold, silver, and crude oil. Also on display is the Commodity Research 

Bureau Index, key exchange rates, information about volumes traded, and 

market closing times. They wil l also have access to technical analysis - which 

include point-and-figure graphs, candlestick charts, and chart patterns. Fun

damentals are on show; a display of incoming news headlines which may have 

up to fifty stories - wi th a new headline coming in every minute. More impor

tant news, for example, American president assassinated, wil l be displayed 

as an alert. 

Apart from the continuous flow of information directly in front of a trader, 

government reports and statistics, financial newspapers, internal and external 

research departments, weather reports, company end of year reports, factory 

outputs, word of mouth, and much more, are all possible places to base 

expertise about future price movement. 

The trader needs to assess the value of information in predicting the 

development of prices in the futures market. For example, recent news items 

are more relevant than older news, and data relating to weather forecasts is 

more useful to sugar traders than to metal traders. 
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2.2.1 Technical analysis 

Technicians analyze statistics generated from market price data as a founda

tion for their forecasting. There are four areas of technical analysis [15]: 

1. Patterns on Price Charts 

2. Trend-Following Methods 

3. Character of Market Analysis 

4. Structural Theories 

The weak-form efficient market hypothesis states that all information 

available from past prices is reflected in today's price [4]. I f the weak-form 

efficient market hypothesis is assumed to be true, i t is argued that the infor

mation from the technician's analysis is already accounted for in the price 

because the technicians methods are widely available in the public domain 

and facilitated by specialist software providers. 

Patterns on price charts 

Patterns on price charts is an early and widespread technique used to analyze 

market prices. I t includes creating bar charts that show lines displaying the 

open, close, and the high and low for each day in a time span of interest 

[15]. When looking at these lines for a number of consecutive days traders 

check for patterns. There is jargon terminology for types of pattern - some 

of these are 'head and shoulders', 'double top', 'selling climax' and 'triangle' 

[15]. One set of patterns are classed as continuation patterns, indicating price 

is likely to continue along the same trend [15]. The other set are reversal 

patterns - signifying a potential change in trend [15]. 
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Point-and-Figure charts focus on the direction of price change, ignoring 

the volume of trading and the time component of the price series [15]. They 

are used in a similar way to bar charts - to assess the likeliness of a potential 

price reversal or continuation of trend. 

Trend following methods 

Many technicians believe that: "A price once established is more likely to 

continue than reverse" [15]. This implies that i t is better to sell when there is 

an established downward trend, and buy when an upward trend is recognized. 

Traders consider moving averages to find trends. The simplest n day 

moving average adds up the most recent n prices and divides this sum by n: 

• A t time n, the n day moving average is 

• A t time n - I - 1 , the n day moving average is 

• At time n + 2, the n day moving average is 

The moving average smooths out local variation, and lags behind the prices. 

A 40 day moving average smooths out more variation than a 20 day moving 

average. Traders have various subjective conditions under which they expect 

different future price developments. For example, a trader might look for 

instances where the 10 day moving average crosses actual price to aid his 

trading since this is where he believes the start of a trend is beginning to 

form. A 10, 20, and 40 day moving average is shown for Gold prices in Figure 

2.1. 

Character of market analysis 

Oscillators help the exploration of cyclical series. An oscillator measures the 

fluctuation between two things - in this case a high and a low price. 

26 



CMX Gold Closing Prices with Moving Averages 

Gold Prices 
40 Day Moving Average 
20 Day Moving Average 
10 Day Moving Average 

Figure 2.1: Gold prices wi th moving averages 
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A popular stochastic oscillator (called %K) was developed by Dr George 

Lane and is defined as follows [15]: 

Hn — Ln 

where 

Ci = closing price in current time period 

Ln ^ lowest low during the n time periods 

Hn = highest high during the n time periods 

i = specific time period 

n = number of periods 

%K lies between 0% and 100%. When the current price is equal to the 

lowest low %K = 0%, and when the current price is equal to the highest high 

%K = 100%. 

%K is a useful indicator of when a market is about to reverse trends. I f 

%K < 30%, then this is an indication that trend is about to go upwards. I f 

%K > 70%, then trend is ready to go downwards. I t is useful to use these 

sorts of tools to confirm market behefs. For example, i f a trader is confident 

that a bull trend wil l continue, he may change his mind if the stochastic 

oscillator is > > 70%. 

Traders wi l l assess the reliability of the oscillator given all other tools 

available. %K is a good monitoring tool for traders who believe that price 

is fluctuating within a range. However, approaching or passing the highest 

high is not a fool proof signal that price is more likely to dip than rise. 

Volume is the total number of contracts traded over a defined time span, 

and ''open interest is the total purchase or sales commitment outstanding. 

[15]" Technicians will use this data to make inferences about future market 
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behaviour by following general rules developed by the profession. For exam

ple, there is a belief that 'volume expands sharply as bottoms and tops are 

reached. [15]' Nevertheless, there is no empirical evidence suggesting that 

analyzing volume and open interest is beneficial to traders. 

Contrary opinion is going against the view of the crowd if the mass be

lief is unsubstantiated. I t is likely that there is an abnormality in the market 

when there are weak reasons for large groups to have strong beliefs about 

price development [15]. This has been shown in historical events such as the 

'dot com bubble', and Holland's tulip bulb trading hysteria in 1634 to 1637 

[15]. 

Structural theories 

I f a trader believes that patterns in historical price wil l repeat themselves at 

some time in the future he wi l l be interested in structural theories. 

A belief that there is a seasonal price cycle - for example, a price decrease 

at harvest time each year - is a structural theory. The thoughts underly

ing this process are derived from the way a commodity is produced and 

distributed. A supply greater than demand equates to reduced prices, and 

supply less than demand equates to inflated prices. This is a fundamental 

principle of economics - prices wi l l vary to keep the market in equilibrium. 

Another structural method is the Elliot Wave Theory [15] which is based 

on the Fibonacci series 0,1,1,2,3,5,8,13, . . . . This method uses patterns of 

waves to roughly forecast price development. There is confusion in how to 

apply the approach - i t requires subjective judgement to define the amplitude 

and frequency of the waves. 
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2.2.2 Fundamental analysis 

A fundamentalist looks at the impact of the supply and demand for a com

modity upon its price. They have a lot of data to consider - the majority of 

commodities are produced in many countries and the economy of each indi

vidual country around the world wi l l have an eff'ect in the demand for a single 

good. Also, consider that a commodity has the potential to be transformed 

into hundreds of different consumer items. 

For example, crude oil is used to make petrol, plastics, jet fuel, waxes, 

lubricant oil, and so on. The demand for these products is hard to estimate 

and depends on many factors including weather, government policy, and the 

time of year. Oil is produced in a wide spread of global locations - and 

the reliability of supply lines is difficult to assess. Pipelines, refineries, and 

wells are constantly at threat from terrorist activity or are a likely target 

for attack for nations at war. OPEC (Organization of Petroleum Exporting 

Countries), which is a group of eleven oil producing nations, attempts to 

control oil prices by agreeing how much oil they wil l provide to the world. 

Supply is also a function of refinery capacity and these production plants 

require effective management to work efficiently. Refineries are also at risk 

to explosion owing to the fiammable nature of oil - for example, there was 

a large explosion at the Hemel Hempstead oil refinery in December 2005. A 

trader is unlikely to predict this sort of event and include i t in their forecast 

model accurately. I f they do know an event such as an explosion wi l l happen, 

i t is still very tough to say precisely how market prices wi l l react. 

The problem that the fundamentalist faces is that there is a vast amount 

of information to collate to arrive at a price belief. Additionally, under the 

efficient market hypothesis, the investigated data may already be refiected 

in the price. Nevertheless, the study of the cycle of supply and demand, 
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and economics, wi l l help the trader understand more about the behaviour of 

markets. 

2.3 Decision support 

After collecting information to base expertise about future price movement, 

ultimately, the commodity trader's aim is buy low and sell high. The trader's 

quandary is getting the t iming just right - buying at dips, and selling at peaks 

- and deciding how much capital he wi l l risk in the process. The more risk 

he accepts, the greater the potential rewards, but the higher the chance of 

ruin. 

2.4 Benefits 

Among the benefits of making use of decision support is the audit trai l for 

explaining why particular decisions were made - good or bad. This is a rec

ommendation for use of tool by a consultancy firm called Contango Markets. 

I f a trader makes his price beliefs explicit at all times i t wi l l be easy for him 

to communicate to stakeholders his thought processes at the time he made a 

decision. 

The trader wi l l also have assistance with understanding the volatility and 

uncertainties faced in commodity markets. The decision maker wi l l be given 

advice on how to trade in these uncertain markets given his, or the trading 

company's, risk attitudes. Hence, the trader wil l become a more effective 

risk manager. 

The tool pieces expert information and risk behaviour together to make 

decisions that lead to optimal profits. This tool wi l l boost the trader's con

fidence to go ahead with buying or selling - and hence they wil l be able to 
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seize more opportunities to make money in the market. 

Since the expert's beliefs are forced to be explicit, the support package 

can help the trader to improve forecasting of prices. For example, the trader 

may be consistently overestimating the level of prices, or underestimating 

the volatility of the market. The diagnostics wi l l demonstrate that they 

are making these types of forecasting errors, and hence help them to adjust 

expertise to make them more accurate - and more precise beliefs wi l l lead to 

increased profits. 

2.5 Difficulties 

2.5.1 Capturing risk attitudes and prior expertise 

The approach that wil l be used to define a trader's risk behaviour is the con

cept of a ut i l i ty function. Creating a coherent, and correct, u t i l i ty function 

for a commodity trader, or any other person, is very challenging. 

Traders wi l l require some statistical understanding to manage risk using 

utility. A t the moment, they are concerned mainly wi th VaR (Value at Risk) -

which is the maximum amount they stand to lose given their holding position 

and the volatility of the market. They also need to consider the time i t may 

take to unwind their position - that is, get r id of all the stock they hold, or 

buy stock to meet a future obligation to deliver. The definition and creation 

of the ut i l i ty function is discussed in a later chapter. 

Attempting to elicit beliefs via computer software is arduous. I t is difficult 

to make sure that all of the experts' information is implicit in their prior 

specifications. For example, i t has been observed^ that traders have a feeling 

about price levels where the direction of trend wil l turn, but can not specify 

exactly what point in time this turning price wi l l be reached. This means 

^Observation made by Klaas De Boer 

32 



that they may not be able to map their behefs onto a time series chart with 

conviction about strict timing of peaks and troughs. 

New information that affects beUefs will become available frequently. The 

trader will not have enough time, discipline, or motivation to insert all of this 

information into a computer system. The commodity trader will also act to 

buy or sell with gut instincts - a computer will not do this - and this could 

arguably be a disadvantage, or an advantage. 

The process of eliciting prior information is explored more thoroughly in 

a later chapter. 

2.5.2 Garbage in garbage out 

The output from a process is a consequence of the input. The manner in 

which the inputs are retrieved from the user will have a massive impact on 

the success of any decision support software tool. If the inputs to the process 

are garbage, then the outputs from the process will also be garbage. 

2.5.3 Interpretation of output 

Output that is presented to the decision maker needs to be sensible, docu

mented, and easy to understand. 

Diagnostics will be presented to the traders which are based on deep 

statistical theory. It will be important to explain and document these di

agnostics in layman's terms so that they are useful and meaningful. These 

diagnostics are designed to flag a trader if the forecasting model does not 

represent what is actually happening in the market. If price is consistently 

overestimated or underestimated, this will be shown, and hence the trader 

can learn how to forecast price with more precision in the future. The diag

nostics are discussed fully in a later chapter. 
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2.5.4 Distrust 

The trader is likely to distrust any new software product that claims it will 

increase profit. The market is saturated with packages that profess they will 

improve trading performance. Also, if a trader does not know how the black 

box creates its decision advice it will be unlikely to inspire confidence. The 

mathematics behind the tool will need to be articulated without disclosing 

intellectual property. 

2.6 Existing decision support tools 

There are many existing software tools for commodity traders on the mar

ket. Most of these software packages concern themselves with implementing 

technical and fundamental analysis - the two most widespread methods of 

trade selection. There are also several packages on the market that specialize 

in day trading - trading frequently throughout the day and liquidating any 

position before the market closes. 

Among the most well known trading software are: 

1. Metastock : Technical Analysis Software (www.metastock.ca). 

2. OmniTrader : Technical Analysis Software (www.omnitrader.com). 

3. k2^^ and kSOOÔ ^̂  from KWI: Risk Management and Asset Optimisa

tion. Company bought by Global Energy Decisions (www.globalenergy.com). 

4. Wave59: Technical Analysis allowing for a wide range of methodologies 

in trade selection (www.wave59.com). 

5. Bloomberg (www.bloomberg.com) and Reuters (www.reuters.com): In

ternational news and data providers. 
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There does not appear to be any existing trading paclcages that use Bayes. 

Nevertheless, there are many educational reports and articles about the link 

between Bayesian methodology and commodity trading. There are several 

packages that use Bayesian methodology for non-trading decision making 

applications. 

Successful Bayesian decision support applications include: 

1. EnABLE™ 

2. BayesEngine-^ '̂' Technology (www.bayes.com). 
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Chapter 3 

Background 

This chapter is based on the research work carried out by David Wooff, 

Michael Goldstein, and Allan Seheult. In particular, all of the mathematics 

discussed here stem from papers [9], [12], and [29 . 

3.1 Trading to maximize utility 
3.1.1 Notation and definitions 

Let pt denote the closing price on day f of a futures contract. The trader will 

buy, sell, or hold on this contract for n consecutive days such that i = 1 , . . . , n. 

Let /( denote a trading transaction on day t and let It be a positive number 

for lots bought, and let U be a negative number for lots sold. For example, 

if 20 lots are bought on day 5, = 20, and if 10 lots are sold on day 6, 1% = 

-10. It is possible to sell lots without owning them. 

The total stock held on any day is known as the position. It is possible 

for the position to be negative. Let the position at time t be denoted Post, 

then: 

Post = ll+l2 + ••• + k 

The cumulative balance is the amount cash on the trader's book. If lots 

are bought there is a cash outflow and if lots are sold there is a cash inflow. 
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It is assumed that lots are bought and sold at the current market price with 

no transaction cost ^ Let the cumulative balance at time t be denoted Bait, 

then: 

Bait = -{hpi + ... + kpt) 

Realizable profit is the amount of money that will be made or lost if the 

trader cancelled out his position at the current price. The realizable profit 

profit on day t + 1, denoted RPt+\, can be expressed (for convenience) as: 

RPt+i = Balancet+i — kpt + {Positiorit-i + lt)Pt+\ 

The objective is to choose It to maximize E[RPt-^.i . 

3.1.2 Constraining trading to limit losses 

Traders find it attractive to be able to specify a maximum acceptable loss 

since this is an easy to understand method of controlling risk. 

Suppose that the trader states that he cannot lose more than K (for 

example, K =$250,000 or £100,000). K will be in the same currency units 

as the listed prices for the contract traded. This means that it is required 

for RPt+\ > —K for all pt+i. That is: 

RPt+i = Bah-, - kpt + [Post-x + lt)pt+i > -K (3.1) 

Pt+i is not known as the buy or sell decision is made at time t. To protect 

against losing more than K an assessment about the extreme lower and upper 

limits for pt+i, denoted PL and pu, is required at time t. 

Setting Pt+i to pi in 3.1, 

Balt-i - ItPt + {Post-x + lt)pL > -K 

^ There is a transaction cost in the form of a bid-ask spread in practice. 
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Setting pt+i to pu in 3.1, 

Balt-i - kpt + {Post-i + lt)pu > -K 

With some simple rearrangement of the above equations, the following 

constraint is imposed on It to constrain for a maximum acceptable loss K. 

K + Balt-i + Post-iPu ^ ^ ^ K + Bak-i + Post-ipi 2) 
Pt-PU ~ * ~ Pt-PL 

If Pt is inside [ p L , p t / ] , but is very close to either pi or pu, (3.2) could 

become unstable since a small change in pt will have a big impact on the 

range of /( allowed. This will seem strange and incoherent to a trader. 

If Pt > Pu or Pt < PL then the use of 3.2 is not sensible. Nevertheless, 

since pt is known, and pi and pu are estimates, it is simple to force that 

Pi and Pu are on either side of pt and at a reasonable distance. This feels 

sensible in practice and the distance will depend on market volatility. 

Also, if pt+i is observed and lies outside [PL,PU] then the maximum loss 

barrier may have been breached. The user of the tool needs to be aware of 

this. Nevertheless, if the [PL-.PU] range is set too wide, the trading decisions 

will be too conservative, and hence opportunities for additional profits will 

be lost. 

In the tool, it is difficult to capture and estimate for PL and pu for pt+i 

at every time t. However, this could be functionality for a future version. 

Initially, extreme price limits were elicited for the entire period. That is, 

lower and upper prices that the trader was sure would not be passed on any 

of the n trading days. This turned out to be too conservative. 

At the moment, the price limits for pt+i are: 

PL = Pt- -ipo-

Pu =Pt + i^cr 
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where a is a volatility assessed from the market and if' ranges from 1 to 10. 

1 represents risky price limits which have a relatively high chance of being 

passed, and hence the maximum loss may exceed K. 10 represents very 

conservative price limits where there is a negligible chance that pt^i will lie 

outside [PL,PU]- However, low risk trading to make sure K is upheld will see 

opportunities lost to make more money if the forecast model is accurate. 

These constraints will be a good thing for a risk manger to impose on a 

risk neutral ^ (or nearly risk neutral) trader as they will typically continue to 

buy or sell until they reach this maximum risk exposure in real life. This tool 

will also trade until constrained in this manner with a risk neutral function. 

The objective is to choose k to maximize E[RPt+\] and to never lose more 

than a maximum acceptable loss. 

3.1.3 Further constraints 
Daily cap on lots 

There is a constraint on the amount of lots that can be bought or sold in one 

day owing to: 

• Market liquidity 

• Capital constraints 

• Restrictions imposed by the market exchange 

Such that: 

-a<lt<b 

where a is the maximum lots that can be sold in a day and h is the maximum 

lots that can be bought in a day. a and h are specified by the trader. 

Risk neutral is a type of utility function which is explained in a later chapter 
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3.1.4 Maximum position 

The trader may wish to specify a maximum position that can be held on any 

one day such that: 

-maxa < Post < maxb 

where -maxa is a maximum short position specified by the trader, and maxb 

is a maximum long position specified by the trader: 

—maxa — Positiorit-i <lt < maxb — Positiorit-^i 

Reasons why this constraint will be imposed include: 

1. Market liquidity 

2. Control on risk exposure 

3. Position limits imposed by the market exchange 

3.1.5 Requirement for a position on day n 

It is common for a commodity trader to trade in contracts to deliver physical 

goods. They might need to end up with a non zero position on day n. In the 

tool, the trader can specify that: 

PoSn = closingstock 

where closingstock is the amount of lots the trader wants to hold on day n. 

This can be positive or negative amount. 

It will also be common for a trader to start the maximization on day 0 

with a non zero position, balance, and reahzable profit level. 
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3.1.6 Maximizing utility 

The objective is to choose a single lot size at time t, k, to maximize the 

expected utility of realizable profit one day ahead, E[U{RPt+i) \ Pi, • • • ,Pt] > 

under the condition that an amount exceeding K is never lost given that K 

is specified by the trader. 

The trader's utility for profit can take different forms (as described in a 

later chapter). The tool models the trader's utility function, U{X), as: 

U{X)^l-exp{^) 

where X is RPt+i ranging between [ — 0 0 , 0 0 ] , and R is called the risk factor, 

i? > 0 and the utility function becomes more risk accepting as R 00. 

It is approximated that X ~ N{nx,<7x), and hence the expected utility 

of X is: 

E[U{X)] = E[l-eM^)] 

= 1 - E [ e x p ( ^ ) ] 

Mx{^) is the moment generating function of X. Since X ~ N{iJ,x,o'x), X 

has the moment generating function: 

Mx{t) = E[exp{tX)] = expitfix + \t^^x) 

This is shown by using the standard formula: 

E[X] = j X.f{X)dX 
J —00 
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where, 

Hx = E[RPt+i\pi,...,pt 

al = yar[i?Pt+i|pi, . . . ,pt] 

In particular, it is straightforward to show that: 

fix = Balt-i - kPt + {Post-i + lt)E[Pt+i] (3.3) 

4 = {Post-^ + lt)'V[Pt^r] (3.4) 

Equation (3.4) is found since Balt-\, lt,Pt, and Post-i are known at time t, 

and hence have a variance of 0. 

E[U{RPt+-i)] is maximized with respect to I f . 

,-Bak_, + kpt - {Post-, + lt)E[Pt+i\ , (Post-i + hfV[Pt+i] 
~ d / / ''''^^ R + 2i?2 >) 

Let 

^ -Ba/ t_ i + kpt - [Post-i + k)E[Pt+,] {Post-i + / f )V[Ft+i] 
R 2/?2 

S i n c e ^ = |?exp(0): 

dU{RPt+i) , Pt^m+A ltV[Pt+i] Post-,V[Pt+i], 
= ^-R + R^ W 
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The stationary point is found where '^^^^f'^'^ = 0. This equation is solved dk 

as follows: 

Pt E[Pt+,] kV[Pt+i] Post-,V[Pt+,] ^ 
R R /?2 ^ 2 

ltV[Pt+i] ^ -Pt E[pt+,] Post-iVar[Pt+i 
R^ R R i?2 

/ R{E[Pt+i]-pt) 

3.1.7 Decision rule 

The lot choice on day t, k, is chosen to maximize E[U{RPt+i)] where the 

utility function is of the form: 

U{X) = l - e x p { ^ ) 

and to constrain trading such that no more than a monetary amount K is lost. 

The decision is to choose: 

= — T / r n 1 ~ Posihorit-i Var[Pt+i] 

subject to: 

K + Balancet-i + Positiorit-iPu K + Balancet-\ + Positiont^ipi 
—•- •- < f* < — 

Pt -PU Pt- PL 
(3.6) 

and any additional constraint imposed by the trader. 

The lot decision does not depend on realizable profit, RPt+i, unless the 

lot choice has been constrained under (3.6). It is likely that attitude toward 

decision making will change as realizable profit changes, so it is advised that 

the trader re-tunes R, the risk factor, as his risk attitude changes. The expo

nential utility function displays a property of constant relative risk aversion. 
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This means that risk attitude is not dependent on wealth and this is perhaps 

an undesirable quality of the exponential function. This is discussed in detail 

in a later chapter. 

If the risk factor is large, trading decisions will only be inhibited by the 

constraints specified by the trader. This reduces the potential in using the 

utility function to manage risk since the constraints will control the risk expo

sure. It may be better if the constraints were implicit in the utility function. 

Nevertheless, the traders and faciUtators are inexperienced in defining their 

utilities, and hence it is important to state explicit constraints such as the 

maximum loss barrier. 

Pi, and K[Pi+i] are in terms of price per lot above. To convert 

to listed prices the following is used: 

R{E[Pt+i(L)] - PtiL)) „ ... 
h = - 1 ' - Positiont-i 

Var[Pt+^L)\F 

where L denotes that price is in terms of listed prices and F is a conversion 

factor between price per lot and the listed price. 

If the trader is confident in his price belief, there is less risk in buying 

more lots. For example, if i?[Pt+i] is much greater Pt relative to y[Pt+i] this 

means that there is a high confidence that price is moving upward one day 

ahead, and hence more lots will be bought. y[Pt+i] must always be greater 

than zero and this is certainly the case over all commodity markets. 

k must be an integer lot size. If k is positive it is rounded down, and if /< 

is negative it is rounded up. The direction of rounding keeps trading within 

the risk settings. This is a practicality of the market - trades can only be 

made in whole lots. 
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3.1.8 Alternative maximization 

A slightly more complex maximization routine is applied in the tool. This 

is based on the same principles as explained in this section - maximizing an 

exponential utility of realizable profit. However, this method chooses It, /t+i 

. . . , / „ to maximize RPn instead of just choosing It to maximize RPt+i-

3.2 The Bayesian methodology 

The Bayesian methodology begins with a prior which is the probability that 

a person will place on a particular event happening before seeing any data 

1]. The approach also uses a likelihood function which is the probability 

density of a random variable X which has a dependence on a parameter 6. 

A Bayesian statistician combines the prior with the likelihood function to 

arrive at a posterior distribution. 

The Bayesian framework allows the inclusion of an expert's subjective 

judgements about the probability of a future event. This has been objected 

to, by some, since personal opinion is not scientific. However, in areas where 

events are not repeatable, or little historical data is available, making assess

ments of future risks is difficult, and probably unreliable, using data only. 

Here, personal opinion about future uncertainty is required. 

It was Thomas Bayes (1702 - 1761), a nonconformist minister, who de

vised Bayes Theorem. Bayes Theorem is: 

m[x) 

where: 

• 0 is a uncertain future event 

• x is the observed data relevant to 9 
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• 71(6) is the prior distribution of an event 9. 

• f(x;^) is the likelihood of data x given parameter 6. 

• m(x) is the marginal distribution of x. 

• 7r(^|x) is the posterior distribution. A combination of n{9) and f(x;^). 

Since m{x) is not dependent on 9, the theorem is often written as: 

Tr{e\x) a 77(9) fix-9) 

or 

posterior a prior x likelihood 

A trader will collate his information on price analysis with his knowledge 

and experience on external events that affect the market movement. As the 

knowledge base changes arguably the trader's forecast will change. This is 

a rational explanation of why two traders can have conflicting price beliefs. 

If they met and discussed the information on which they base their forecast, 

then it makes sense that they should arrive at the same belief after their 

talks are concluded. 

Nevertheless, people interpret the same information differently. Some 

banks have traders with access to the same research and tools who have 

different forecasts for price .̂ This may be owing to: 

1. a stronger weighting to a particular fact or opinion. 

2. different personal experiences. 

3. missing out different parts of the knowledge base. 

4. a different interpretation of the information available. 

^Observation by Klaas De Boer 
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3.3 Bayes linear methodology 

The Bayes linear methodology is similar to the Bayesian methodology de

scribed in the above section. However, there is one huge difference between 

the methods. The Bayes linear technique uses the expected value rather than 

using a full probability density function to express uncertainties. This is 

useful in complex problems where there are too many sources of information 

to be confident about making the full joint probability specification that is 

required for Bayesian inference [7 . 

3.4 The random walk model 

The model that the algorithm uses assumes that prices follow a random walk, 

such that: 

Pt = Pt-i + Zt 

That is, tomorrow's price is today's price plus an unknown step of Zt- The 

expectation of Zt is zero , such that, E[Zt]=Q, and the variance of Zt is 

denoted cr̂ , such that, V[Zt] = cr̂ . 

Pt can also be written as: 

Pt=PO + {Pi -Po) + {P2- Pl) + --. + {Pt - Pt-l) 

t 

Pt = Po + J2^^ 
i = l 

This means that, E[Pt] = po (since E[Zi] = 0) where po is the last observed 

price before a forecast is made. Also note that: 

Pt=po +Zi +Z2 +... +Zt 

V[Pt] = V[po] + V[Zi] + V[Z2] + ... + V[Zt] 
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V[Pi] = tal 

al is the variance of the daily change in prices. Historical prices, either 

from the immediately preceding past, or a period in history that is expected 

to reasonably match volatility in the future trading period that interests us, 

are used to give an indication of erf. If no suitable data exists, the expert 

will still be able to give an estimate of erf. 

The historical data does not need to be a specific length to calculate an 

estimate of af. However, it must be a reasonable sample size no less than ten 

data points and ideally more than twenty If suitable price data of length 

n is available, then erf is obtained via first diflFerences: 

•29 
2 ( n - l ) 

It is explained why the method of first differences is used to derive variance 

in section 6.4. 

Example 

Historical Data: 12.1, 12.7, 12.4, 13.1, 13, 12.8, 13.1, 13.1, 12.5, 12.3 

(12.7 - 12.1)^ + (12.4 - 12.7)^ + (13.1 - 12.4)^ + (13 - 13.1)^ 
18 

(12.8 - 13)^ + (13.1 - 12.8)^ + (13.1 - 13.1)^ + (12.5 - 13.1)^ 
^ 18 

(12.3-12.5)2 
18 

= 0.08 

This number means that there is a 70% chance that daily price change will 

be within ± 0.28 (one standard deviation, cr̂ , = \/0.08), and there is a 95% 

chance that daily price change will be within ± 0.56. The calculation of these 

''Recommendation by David Wooff 
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confidence intervals assumes that prices are following a random walk with a 

normally distributed step with expectation of zero. This normal assumption 

is not made for the underlying model. Any trend in the historical prices 

is not taken into consideration in the calculation of the standard deviation 

(0.28) in this example. 

If the expert does not think that the historical data gives a good estima

tion of volatility in the trading period of interest, he must adjust to his 

belief. This is very important since the trader's subjective beliefs alone form 

the prior expertise. Vital information could be lost if the expert is allowed 

to think that historical prices will completely take care of the estimation 

of a^. Nevertheless, volatility is difficult for the trader to estimate as the 

human brain tends to find probability assessments non-intuitive. Thus, an 

analysis of historical data is a good starting point for estimating future price 

volatility. 

3.5 Bayes linear updating of price forecasts 
given expert information 

Let P be a vector of a price series over the next n days. The model for this 

price series is the simple random walk explained in an earlier section such 

that Pt = Pt-i + Zt-

Then a target vector X of p linear combinations of the n elements of P 

is identified (where p < n) [12]. X is the focus of the Bayesian analysis as 

the aim is to reduce uncertainty about its elements [12]. The example that 

follows considers X as, one element, P„ - the final price in vector P. A second 

element could be the average of a price series denoted as P [12]. 

X = LP where L is a known pxn matrix since L defines the p linear 
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combinations of P [12]. For example, when the focus of X is P„ L is (0 0 . . . 

0 1) which has dimension Ixn. If a second element P was also included in 

the analysis L would be: 

0 0 
1 1 
n n 

0 1 
1 i 
n n 

The expectation and variance of the target vector X is computed as 

follows [29] [12]: 

E[X] = LE[P] (3.7) 

V[X] = LVar[P]L^ (3.8) 

E[P] and yar[P] are required to find these quantities. From the random 

walk model it can be shown that [29]: 

E[Pt] = n, V[Pt] = tal, Cov{Pu Pt+,) = tal 

In vector/matrix notation this is [29]: 

Var[P\ = a 

E[P] = /il„ 

/ I 1 1 
1 2 2 
1 2 3 

1 \ 
2 
3 

\ 1 2 3 . . . n / 

When the expert (or observed data) supplies additional information that 

reduces the uncertainty about P further, E[P] is revised to Ejt,[P], and V[P 

is revised to Vw[P] where w denotes new information. The Bayes updating 

formula that need to be applied when new information becomes available are 

29] [12]: 

E^{P] = E[P] + Var[P]L^Var[X]-^[E^[X] - E[X]] (3.9) 

Var^[P] = Var[P] - Var[P]L^Var[X]-^[I - Var^[X]Var[X]-^]LVar[P] 

(3.10) 
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3.5.1 Example 

Suppose that a trader can only specify limited beliefs, namely, expectation 

and variance for the final price P„. Let these beliefs be denoted as follows: 

The w subscript denotes that there is new information in the expectation 

or variance (here this new information was eUcited from the expert). 

L is known to be (0 0 . . . 0 1) to correspond with X = P„. 

The expectation and variance of the target vector, X, are found using 

(3.7) and (3.8) as follows: 

P2 
E[X] = ( 0 0 . . . 0 1)E = E[Pn] 

Var[X] = ( 0 0 . . . 0 1 ) al 

Pn-l 
V Pn J 

l \ 1 1 
1 2 2 
1 2 3 

\̂  1 2 3 

1 \ 
2 
3 

n 

/ 0 \ 
0 

0 

V I / 

= ncr: 

EJ\P\ can be found using (3.9) as follows: 
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( ^ ) ( 1 1 1 . / 0 \ 
1 2 2 . . 2 0 
1 2 3 . . 3 

0 
2 3 . 

ncrf 

/ / ^ . \ / i \ 

+ 
71-1 

n 
V I ) 

It follows that: 

Ew [Pt] = IJ' + -[fj- - fJ-n 

can be found using (3.10) as follows: 

Var^{P]=al 

/ I 1 1 
1 2 2 

a: i 1 2 3 

/ I 1 1 
1 2 2 
1 2 3 

1 2 3 

1 \ 
2 
3 

n j 

1 2 3 

1 \ 
2 
3 

n 

/ 0 \ 
0 

0 
\ 1 / 

naf na 

For convenience, let: 

then: 

a = - [ 1 
n nat 

(3.11) 
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( 1 1 1 . • 1 \ 
1 2 2 . . 2 

Var^lP] = al 1 2 3 . . 3 

2 3 . 

/ I 1 1 
1 2 2 
1 2 3 

1 2 3 

It follows that: 

/ 1 \ 
2 

a,2Q ( 1 2 

1 \ 
2 
3 

n 

( 1 2 
2(1) 2(2) 
3(1) 3(2) 

n 

. . n \ 

.. 2(n) 

.. 3(n) 

V n ( l ) n(2) . . . n(n) ^ 

yar^[Pt] = o\t - a^af = (1 - to) tof 

3.5.2 Evolution of variance 

(3.12) 

It seems sensible to assume that the expert is more certain about a price t — l 

days ahead than a price t days ahead, such that: 

Vu,[Pt] > 

and, given this assumption, there is a proof (see below) to show that: 

If the expert specifies 

V^[Pt] = tal 

there is no more information about Pt than the simple random walk model. 

If the expert specifies: 

then either: 
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1. is too small. 

2. The model in use is flawed. 

If the expert specifies 

then either: 

1. cr̂ ^ is too large. 

2. The model in use is flawed. 

Proof 

Assuming that the trader has more or equal certainty about a future price 

t - 1 days ahead than a future price t days ahead such that: 

V^,[Pt] > Vu,[Pt-,] 

From previous definitions in (3.11) and (3.12) it is known that: 

n nal 

V^[Pt\ = (1 - ta)tal 

(1 - ta)t(7l = (1 - (i - l)a){t - 1)GI 

tal - afal >{l-ta + a){tal - al) 

tol - afal > tal - " I - ^^^^^l + "̂ ^̂ ^ + "̂ cr̂  - (^^l 

a\ - 2tao\ > 0 

(7^(1 - Q(2/, - 1)) > 0 
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Given that > 0, then, 
1 

a < 2t-l 

1 / ^ 1 
« = 7 ( l - T - ^ ) < 

Also, a > 0, 

Hence, 

^ ^ _t ^ 
~tal~ 2t-\ 

a2 < ia? 

3.5.3 Elicitation of variance 

In the package the expert is asked for 14, [P„] only and the associated bound

aries are forced upon the expert. To do this, the expert is asked how confident 

he is about his specification of the final price on a scale of one to ten. One is 

the least confident the expert can be and this corresponds to 0.9n(T .̂ Here, 

the coefficient of 0.9 is added for practical purposes. Ten is the most confi

dent and corresponds to ^^Z^i ̂ 1- If intermediate value is chosen, then 

is scaled between "̂ "̂~̂ ĉr̂  and 0.9ncr ,̂ and this is done by convert

ing to standard deviations first. The equation for calculating the experts 

confidence is as follows: 
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where X is the number on a scale of one to ten chosen by the expert. 

This is converted back to the variance, and hence K,[P„] is elicited for 

use in the R functions. 

Example 

Suppose that the following information is available: 

a, = 0.1,X = 8,n = 20,£;^[P2o] = 14 

Then 

SD^[P2o\ = 0.1709(20) - ^-=^(0.1v/o:9(20) - O . l ^ ^ " ^ ^ " " ^ ^^) = 0.33 

K,[P20] = 0.332 ^ 0 -̂Qg 

In terms of beliefs this means that expert is 70% confident that price 20 

days ahead will be 14 ± 0.33 and 95% confident it will be 14 ± 0.66. These 

confidence bands assume that prices follow a random walk with a normally 

distributed step. Again, these are informal heuristics. 

If the trader states that there is much more than a 70% chance that price 20 

days ahead will lie between £'^[P„] ± SD^[Pn] , then either: 

1. CTj^ is too large. 

2. The model in use is flawed. 

If the trader states that there is much less than a 70% chance that price 20 

days ahead will lie between £^^[P„] db 5£>„,[P„] , then either: 

1. cr̂ 2 is too small. 
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2. The model in use is flawed. 

It is important that the trader sees the interval estimates so that he is aware 

of what picking a number on the ruler represents in terms of confidence levels. 

Nevertheless, if the confidence bands are derived using a Normal assumption 

this could be misleading for the expert since there is no Normal assumptions 

made to approximate future prices. These confidence bands are only infor

mal guidelines for the trader. 

For simplicity, the examples in this section have assumed a simple random 

walk with a normally distributed step with expectation zero to calculate con

fidence bands. The algorithm copes with an expert's assertion that prices 

follow a trend and that price changes do not follow a symmetric normal dis

tribution. The decision rule in Bayes linear analysis is based on the first 

and second moment (expectation and variance) regardless of the underlying 

distribution. 

3.6 Bayes linear updating of price forecasts 
given actual prices 

An observed price is new information which is used to update the forecasts 

for future unknown prices. 

There are two vectors of random quantities which are denoted B and D. 

On day t [29]: 

B is the vector of future prices P^+i, • • • , Pn 

D is the vector of past prices Pi, ... , Pt 
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At time t, prices pi, P2, • • • , Pt have been observed. The vector of these 

known prices is denoted d. 

d is the vector of observed past prices Pi, P2, • • • , Pt 

At time 0, the expert made a statement about expectations of Pi, . . . , P„, 

thus £^[-Pi], . . . , E[P„], and the variance and covariances between forecasted 

prices are known such that [29]: 

E{B] = ( E[Pt+^] E[P,^2] • • • E[P„] ) 

E[D] = ( E[P,] E[P2] ... E[Pt] ) 

d = {pi P2 ••• Pt) 

Var\B] is the prior variance matrix for Ft+i, • • • , Pn-

Var[D\ is the prior variance matrix for Pi, . . . , P .̂ 

Cov[B,D\ is the covariance matrix which measures the strength of the 

correlation between Pi, . . . , P( and P(+i, . . . , P„. 

The Bayes linear update mechanism refreshes the expectation for future 

prices, E[B], at each time t = I, ... , t = n — I. (At time n there are no 

random quantities left to forecast). The adjusted expectation vector for B 

given that d = [ pi P2 . . . p* ) is: 

Ed[B] = E[B] + Cov[B, D]Var[D]-^[d - E[D]] [29 

where Var[D]~^ is the standard inverse of Var[D]. Note that Ed[B] depends 

on observed prices. 

The adjusted variance matrix given that D is observed is: 

VarolB] = Var[B] - Cov[B, D]Var[D]-^Cov[D, B][29] 
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Again Kar[D] ' is the standard inverse of Var[£)]. Varo{B] does not 

depend on observed prices. 

In the tool, these adjustments are calculated numerically within the R 

routines [29]. Checks are made to ensure that the variance matrices are 

non-negative definite [29 . 
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Chapter 4 

Ut i l i ty analysis 

A utility function for wealth is a mathematical measurement of a person's 

happiness for owning money. Within this research, utility theory is applied 

to a decision making process to choose between risky investment alternatives. 

It is adopted as a vital mechanism to manage the sell, hold, and buy decisions 

faced by the commodity trader. 

Utility theory began with Jeremy Bentham (1748-1832), a philosopher 

and critique of the law, who was the first person to write about the utilitarian 

approach. He proposed that the law system should be structured to maximize 

the total utility of the country. Bentham's hypotheses on the utility for 

wealth are [26]: 

1. Each portion of wealth has a corresponding portion of happiness. 

2. Of two individuals with unequal fortunes, he who has the most wealth 

has the most happiness. 

3. The excess in happiness of the richer will not be so great as the excess 

of his wealth. 

This started the discussion on utility functions - questions were raised 

on its usefulness, applicability, and measurability. Many academics have ob-
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jected to utility and alternative theories have been put forward. Debate still 

continues today - doubt about how people deal with losses under uncertainty 

and the elicitation of the utility function are among the unresolved problems. 

In 1713, before Bentham was born, an insightful dilemma called the St. 

Petersburg Paradox was devised by Nicholas Bernoulli. This challenged the 

popular thought that the maximum people are willing to pay for an invest

ment is the expected gain. The famous puzzle is as follows [27]: 

Peter tosses a coin in the air repeatedly until it falls heads up. If this occurs 

on the n*'' throw he pays Paul i?2"~^ What is the maximum amount Paul 

should pay for this game? 

The expected return from this game is: 

2" 
n = l 

Yet a reasonable Paul will not pay this infinite amount for the game. A 

solution was proposed by Daniel Bernoulli in which he advocated diminishing 

marginal utility of money - or a utility function that is bounded above, such 

that, Paul will pay: 

oo 

J ] — C / ( £ 2 " - ^ ) = £Finite 
n = l 

Daniel Bernoulli proposed that U{£X) = log ^ , where c is the amount 

required to live. Bernoulli also advised that it is reasonable that initial wealth 

or status will affect how much Paul is wilhng to pay for the game. He also 

'suggested the assumption of constant marginal utility for small variations 

in wealth. [27]' This means that one is prepared to pay the expected gain of 

an investment if they are only putting a small amount of wealth at risk. 
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Progress, since the Bernoullis' valuable contribution, was mainly in the 

domain of measuring the utility function with solutions provided by Fisher 

and Pareto [27]. Otherwise, there were arguments for abandoning utility or 

the theory was completely ignored. Today, the theory is not overlooked, yet 

the ability to apply it to solve a practical decision problem remains difficult 

and subjective. 

Utility theory is widespread in the academic world. However, it has yet 

to establish itself as a useful practical tool in business applications. This is 

partly owing to the challenges involved with building an individual's, or a 

company's, utility function. For example, there is no publicized method of 

eliciting a utility function that boasts empirical evidence to prove that it is 

effective for deriving a true representation of a person's risk attitude. 

A prototype Java tool that elicits a trader's utility function has been 

developed within this study. Problems encountered, and questions raised, 

while creating this tool are discussed within this chapter. 

4.1 Building a utility function 

A technique for constructing a person's utility curve is to ask a series of struc

tured risk-reward related questions. Preferably these questions are designed 

to make the process easily understood and intuitive for the interviewee(s). 

This is not a trivial task. 

The utility function for wealth must satisfy a series of Eixioms as per the 

expected utility theorem and has defined properties (see below). The axioms, 

in particular, certainty equivalence, prove very useful for building the utility 

function. The property of non-satiation - one must prefer more to less - is 

easy to impose and the property of taste for risk is a great asset for visually 

interpreting a plot of a utility curve. If an investor is risk averse, the second 
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derivative of the curve is negative, if the investor is risk seeking the second 

derivative is positive, and if the investor is risk neutral the second derivative 

is zero. 

To begin construction, boundary values on the axes of the utility function 

for wealth are predetermined. Arbitrary values are chosen on the y axis - the 

values that are chosen here are not important as it is the relative values of a 

measurement scale that are significant. On the x axis, which shows monetary 

values, the bounds are set such that the amounts that need to be considered 

by the decision maker are within the range. 

A series of questions are now asked about a certain amount the individual 

is willing to exchange for an investment that holds an element of risk. Points 

on the utility function are calculated from the answers and eventually the 

person's risk behaviour emerges. The curve is completed by fitting a line 

through the derived co-ordinates. 

4.1.1 Example - Building your utility function 

The facilitator sets the boundary values to: 

1. u{£mo) = 1 

2. U{£0) = 0 

He then asks you a question of the following format: 

Suppose that you hold an investment that will pay out i'lOOO with prob

ability 0.5 or £0 with probability 0.5. What is the least amount of money 

you will sell this investment for? 

A coherent answer, which satisfies the axiom of non-satiation, will be some

where between £0 and £1000. Say, that your answer is £K - an extra point 
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on the utility curve is calculated as follows: 

U{£K) = Ui£1000)x0.5 + U{£0)x0.5 

U{£K) - 1x0.5 + 0x0.5 = 0.5 

Your utility for £K is now set to 0.5. 

A risk averse investor will sell for less than £500, a risk neutral investor 

will sell for i^500, and a risk seeking investor will sell for more than £500. 

The process is continued by asking what the least amount of money for 

which you will sell an investment that pays out £K with probability 0.5, or 

nothing. Suppose that your answer is £L , then: 

U{£L) = U{£K)x0.5 + U{£0)x0.b 

U{£L) = 0.5x0.5 = 0.25. 

Your utility for £L is now set to 0.25. 

If the range of values to be considered is widened from [£0, £1000], to 

say [£-1000, £2000], then the process needs to start again from the begin

ning. However, the questions answered for the values between £0 and £1000 

are kept as long as the facilitator ensures that the scaling on the y-axis is 

consistent and correct. 

The number of questions asked will depend on the importance of the 

decisions to be made by the utility function. Enough points to show a general 
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shape wil l suffice in most circumstances. 

There is a risk that the resultant function is a poor representation of the 

true uti l i ty curve owing to the interviewee misunderstanding and mistakes 

on the part of the facilitator. Nevertheless, a good evaluation of a ut i l i ty wi l l 

be an effective tool to optimize investment decisions. 

4.1.2 The expected utility theorem 

The expected uti l i ty theorem states that for an investor who satisfies the 

following four axioms, a function U{w) can be constructed representing the 

investors ut i l i ty for wealth [14 . 

1. Comparabil i ty 

An investor can state a preference among all certain alternatives. 

2. Transit ivity 

I f an investor prefers A to B and B to C, then A is prefered to C. 

3. Independence 

Assume an investor is indifferent between two certain outcomes X and 

Y. Then the investor is also indifferent between: 

(a) X wi th probability p and Z with probability 

(b) Y wi th probability p and Z with probability 

4. Certainty Equivalence 

I f A is prefered to B and B is prefered to C, then there is a unique 

probability p, such that the investor is indifferent between: 

(a) B with certainty 

(b) A with probability p, C wi th probabihty 
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B is known as the certainty equivalent of gamble (b). 

4.1.3 Properties of utility functions 

The properties of ut i l i ty functions are as follows [14]: 

1. Non-satiation An investor always prefers more to less. U'{w) >0 V 

w. 

2. Taste for risk 

(a) Risk averse investors reject fair gambles. U"{w) <0 V w. 

(b) Risk neutral investors are indifferent to fair gambles. U"{w) = 0 

V w. 

(c) Risk seeking investors accept fair gambles. U"{w) >0 V w. 

3. Absolute risk aversion Absolute risk aversion considers the amount 

of money invested in risky assets and is denoted A{w). 

-U"{w) 
A{w) = 

U'{w) 

Condition Definition Property 
Increasing absolute 
risk aversion 

As wealth increases invest less in 
risky assets 

A'{w) >0 

Constant absolute risk 
aversion 

As wealth increases invest the 
same in risky assets 

A'{w)=0 

Decreasing absolute 
risk aversion 

As wealth increases invest more in 
risky assets 

A'{w) <0 

Most investors exhibit decreasing absolute risk aversion. 

4. Relative R i s k Aversion 

Relative risk aversion considers the percentage of money invested in 

risky assets and is denoted R{w). 
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Condition Definition Property 
Increasing relative risk 
aversion 

As wealth increases invest a 
smaller percentage of wealth in 
risky assets 

R'{w) >0 

Constant relative risk 
aversion 

As wealth increases invest the 
same percentage of wealth in 
risky assets 

R'{w)=0 

Decreasing relative 
risk aversion 

As wealth increases invest a 
greater percentage of wealth in 
risky assets 

R'{w) <0 

4.2 Standard utility functions 

Various standard mathematical functions have been used to model ut i l i ty 

functions. These include power functions, quadratic functions, logarithmic 

functions, and the exponential function. These all have different properties 

with regards to the importance of the sign of the derivatives and these prop

erties are described in this section. Using approximate functions for ut i l i ty 

curves simplifies the problem of building bespoke uti l i ty curves to suit the in

dividual and also simplifies the mathematics involved in optimizing decisions 

by maximizing utili ty. 

4.2.1 The logarithmic utiHty curve 

The logarithmic ut i l i ty function has the following form: 

U{w) = \n{w) yw>0 

The properties of this utihty function are shown here: 

U'(w) = - \/w>0 
w 
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Since ^ > 0 V w > 0, the function describes an investor who prefers more to 

less. 

U"{w) = Vu; > 0 

Since < 0 V w > 0, the function describes a risk averse investor. 

U'{w) w 

A'{w) = — \ Vw > 0 

Since < 0 V u;>0, the function describes an investor who displays de

creasing absolute risk aversion. 

w 
R(w) = wA(w) = — = 1 

w 

R'{w) = 0 

Since R'{w)=0, the function describes an investor with constant relative risk 

aversion. 

I f an investor wished to consider a wealth less than zero, the function U(w) 

= \n{w + x) wi l l be used where w denotes wealth and x denotes an absolute 

value of the highest possible negative wealth to include in the ut i l i ty model. 

The logarithmic function seems to be a very useful model of an investor's 

uti l i ty since the properties match a common investor's attitudes well. 

4.2.2 The risk neutral utility curve 

A risk neural ut i l i ty curve takes the following form: 

U (w) = w 

Since U'{w) = 1 and U"(w) — 0, the risk neutral investor prefers more to less 

and wil l accept a fair gamble. A'{iu) — 0 and R'{w) = 0. However, i t is not 
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possible to demonstrate both constant risk aversion and constant relative risk 

aversion, and hence the calculations for A'{w) and R'{w) do not make sense 

in this instance. The amount or proportion of wealth invested in risky assets 

is not implicit in the risk neutral function. The decision made using this 

function do not depend on current state of wealth. This is a disadvantage in 

using the risk neutral model as research has shown that persons of different 

status invest differently. 

4.2.3 The quadratic utihty curve 

This type of function is used to model ut i l i ty over a restricted range of wealth 

using the increasing part of the curve to conform wi th the investor typically 

preferring more to less. Let us evaluate a quadratic utihty function of the 

form: 

U{w) — w — bw^ 

where 6 needs to be defined to faciUtate the band of wealth to be considered. 

U'{w) = l-2bw 

l-2bw < 0 i f f 6 < Here, the investor prefers more to less. 

U"{w) = -2b 

-2b < 0 iff b > 0. Here, the investor is risk averse. 

A{w) = 

A'{w) = 

l-2bw 

(1 - 2bwf 

(\-2bw)'^ ^ ^ 2 ^ ^^^^ '^^ condition is satisfied the ut i l i ty models an 

investor wi th increasing absolute risk aversion. 

2bw 
R{w) 

1 - 2bw 
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This is differentiated using the product rule: 

26 
R'{w) = 

(1 - 2bwy 

{i-lbw)'^ ^ ^ '^his models an investor who displays increasing 

relative risk aversion. This means that the proportion of wealth invested in 

risky assets declines as wealth increases. 

The parameters of the quadratic utihty function wil l be tailored to suit the 

investors assets closely as their wealth changes if this is a deemed a suitable 

process. Also the quadratic function is useful in mean-variance analysis as 

the expected uti l i ty can be defined in terms of means and variances when 

ut i l i ty is quadratic - E[U{w)] = E[w] - b{al - {E[w]y} [4 . 

4.2.4 The exponential utility curve 

In the approach used to model a trader's risk attitudes an assumption is 

made that the exponential function is suitable. The trader's utihty function 

for wealth, W , is expressed in the following form: 

U{W) = l - e x p { ^ ) (4.1) 

The exponential u t i l i ty function describes a risk averse investor, who 

prefers more to less, and exhibits constant absolute risk aversion (as his 

wealth increases, he st i l l invests the same amount of money in risky assets). 

In the exponential ut i l i ty function above, R, is known as the risk factor, 

and R must be greater than 0. The smaller the value of R, the more risk 

averse the utiUty function, and as /? —> oo, the exponential ut i l i ty function 

approaches a risk neutral uti l i ty function. 

The distinct objection in using the exponential ut i l i ty is its property of 

constant absolute aversion. A real life investor is unlikely to behave in this 
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way. Nevertheless, the exponential function keeps the mathematics easy 

to manage. The optimization problem has not been solved using any other 

ut i l i ty function (apart from risk neutral), and hence the exponential function 

is the best representation of a risk attitude that can be used at the moment. 

There is definitely scope for improvement in the future. 

As R ^ oo 

Consider the following gamble: 

Y w i th probability p, or 
0 wi th probability 1-p 

The risk neutral investor is indifferent between this gamble and pU{Y) = 

pY. pY is also known as the risk neutral investor's certainty equivalent for 

the above gamble. 

Suppose that an investor has an exponential ut i l i ty function, such that, 

U{W) = 1 - e x p ( ^ ) , then their ut i l i ty for the above gamble is: 

-Y - 0 
U{gamble) = p{l - exp( — ) ) + (1 - p){l - exp( — ) ) 

-Y 
U{gamble) = p{l - e x p ( — ) ) 

Under the laws of the expected ut i l i ty theorem the ut i l i ty for the maximum 

certain amount that the investor is prepared to exchange for the gamble is 

equivalent to the uti l i ty for the gamble. 

Let the Certainty Equivalent = CE, then, U{CE) = U{gamble)\ 
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(J J7J Y 

W i t h some simple rearrangement, i t is found that: 

CE = - i ? l n [ l - p ( l - e x p ( - ^ ) ] 
R 

Let X = then: 

CE = -R\n[l - p{l - exp{X) 

Since exp(X) = l - f - X + ^ + ^ + . . . , 

CE = -R\n[l-p{l-{l + X + ^ + ^ + ...))] 

CE=-R\n[l+piX + ^ + ^ + ...)] 

Since l n ( l + Z) = Z - ^ + f - . . . , 

CE = -pRX + Rorder{X^) 

Substitute X = 

CE = ^ + Rorder{X^) 
R 

CE = pY + Rorder{X^) 
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As R ^ oo, CE pY. This shows that as i? —> oc, the exponential 

ut i l i ty of the form, U{W)= l - e x p ( ^ ) , tends towards a risk neutral ut i l i ty 

function. 

4.3 Piecewise utility 

A piecewise function takes a different form over split sections of the X values. 

Consider the following piecewise ut i l i ty function which has 4 sections: 

U{X) 

{ ai+ (3i exp^^i for knotl < X < knot3 
02 + 02 exp-^^2 foj. knots <X< knotb 
as + Pa exp^^3 for knotb < X < knotl 
Q 4 + /?4 exp^^* for knotl < X < knot9 

where knotl, knotS, knotb, knot!, and knot9 are predetermined X values such 

that knotl < knotS < knotb < knotl < knot9. There are nine knots alto

gether and the function of knot2,knot4,knotQ and knotS is discussed later. 

R.¥^0. 

I f this piecewise function is used then i t must be that P{X < knotl)=0 

and P{X > knot9)=Q. This is because all possible values of X need a corre

sponding uti l i ty value so that E[U{X)] can be maximized. Since i t is assumed 

that X is distributed normally, then these probabilities are only 0 if knotl—-

oo and knot9=oo. There is no problem in doing this since Ofi + /?i exp-^^i 

can be used for all X values less than knotS and 04 + P4 exp^-'^'' can be used 

for all X values greater than knotl. 

I t is also assumed that X ~ N{fj,x,(^x) and X is realizable profit. This 

means that X has MGF Mx{t) = ^[exp*^] = exp*'̂ ^+^*''">: 

To choose the number of lots to maximize the expected uti l i ty of realiz

able profit the init ial step is to find E[U{X). 
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Theorem 

where 

E[U{X)] = p^a, + /?! exp^^^' + l4«?^ t 

+ P2a2 + (32 exp^A-^z+iai - f l i 

+ P4a4 + 04 exp''A-^4 + i < r j f t | 

Pi = P(fcnoi l < < fcnoiS) and XA^N{HX,CTX) 

P2 = P{knot3 < XB < knot5) and XB ~ N{fj,x,(^x) 

= P{knot5 < Xc < knot!) and Xc ^ N{HX,(T\) 

= P{knot7 < XD < knot9) and XQ ^ N{fj,x,crx) 

P3 

P4 

p\ = P{knon < XA < knots) and ~ / V ( / i x + ^ i c ^ X ' ^ x ) 

4 = P{knot3 < XB < knoth) and XB ~ N[iJ.x + R2cr\,u\) 

)\ = P{knotb < Xc < knot!) and XQ ~ N^y^x + Rio\,o\) 

\ = P{knotl < XD < knot9) and XD ~ N{iJ.x + RA(^\ , (^x) 

P'2 

PI 

PI 

Proof 

E[U{X)]= piai+Ai=;[exp^«'] 

+ P2a2 + P2E[exp^'^\ 

+ P3a3 + psElexp^^' 

+ P4a4 + A^fexp^^"] 
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where 

Pi = P{knotl < X < knot3) 

P2 = P{knot3 < X < knotb) 

P3 = P{knotb < X < knot!) 

P4 = P{knot7 < X < knot9) 

1 fknotS i,x-nx^2 
E[exp^^'] = — j = / exp^'-^exp "x > dX 

crv27r Jknoti 

= — - = / exp 2V ax ' dx 
(TV27r A n o t l 

(4.2) 

1 , X - ^ 2 l { X - f , . x ) ' - 2 R , X a l 
^ ' ^ ' 2 ^ ^ ^ ' = " 2 ^ 1 

1 - 2Xfix + A x̂ - 2 f l i X a ^ 
" 2 ^ 1 

lX'-2{X^ix + RiXal) + f i \ 
2 al 

{X-{ixx + R,al))^ + C = X'-2{X,,x + R,Xal) + p,\ 

C = -2Rii^x(rl - Rla'x 

1 X - i ^ , l { X - f j . x ~ R.olf - 2^ixa],Ri - a'xRl 
2 ax 2 
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1 pknot3 , V „ 
£;[exp^^^] = ^ e x p ^ ' ^ - ^ ^ " ^ ' ^ 

cr\/27r Jknou 
knots _l((^-MA--fll^A-) )+^,^fl, + i,2fl2 

exp ( iX 
fcnotl 

= — / 

= exp'^^-^'+i^'^? / exp- = < 
(TV27r Jfcnon 

= exp''^'^'+5^'^i Prob{knotl <XA< knot?,) 

where ~ A'^(//x + ^ ^ i ^ X ' '^^) 

E[U{X)] is now maximized with respect to U to choose the number of 

lots to buy at time t to maximize the expected ut i l i ty of realizable profit. 

This needs to be done numerically given that: 

^jLx = Balancet-x — kpt + {Positiont-i + / ()£'[/ 'f+i] 

a\ = {Positiont-i + ltfV[Pt+i 

as explained in a previous chapter. 

4.3.1 Example 

To construct a nine knot piecewise utihty function the X co-ordinate points 

of all the knots are fixed by the facilitator. Also, the corresponding uti l i ty 

values, U{X), for knot 1, knot 5, and knot 9 are predetermined. In this 

example: 

• knot 1 = (-100,000,-1) 

• knot 2 = (-80,000, ?) 

• knot 3 = (-50,000, ?) 
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• knot 4 = (-30,000, ?) 

• knot 5 = (0,0) 

• knot 6 = (40,000,?) 

• knot 7 = (150,000,?) 

• knot 8 = (350,000,?) 

• knot 9 = (400,000,1) 

The chance of X being less than knot 1 or greater than knot 9 needs to be 

negligible. 

Suppose that an investor is indifferent between the following certain 

amounts and a gamble: 

$150,000 and 

$40,000 and 

$350,000 and 

-$50,000 and 

-$30,000 and 

-$80,000 and 

$400,000 w.p. 0.1 
$0 w.p. 0.9 

$150,000 w.p. 0.25 
$0 w.p. 0.75 

$400,000 w.p. 0.92 
$150,000 w.p. 0.08 

-$100,000 w.p. 0.2 
$0 w.p. 0.8 

-$50,000 w.p. 0.5 
$0 w.p. 0.5 

-$100,000 w.p. 0.5 
-$50,000 w.p. 0.5 
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then, the following Y co-ordinate points on the investor's ut i l i ty curve can 

be found (using the mathematics explained in section 4.1): 

• knot2 = (-80,000, -0.6) 

• knots = (-50,000, -0.2) 

• knot4 = (-30,000, -0.1) 

• knot6 = (40,000,0.1) 

• knot7 = (150,000,0.4) 

• knots = (350,000,0.95) 

These knots are now used to fit a curve so that a ut i l i ty can be given 

to every value of X between knot 1 and knot 9. This curve takes the form 

Q- |-/3exp"^^. 

Four curves are fitted: 

• Fi t t ing a curve using knots l,2,and 3 gives 0.427-0.276exp' ' '^ 

• Fi t t ing a curve using knots 3,4,and 5 gives d 157-1). I57( 'xp ' ' ' ' " '" '-̂  

• Fit t ing a curve using knots 5,6,and 7 gives -2.12-1-2.12exp"' '^^"^ '̂ '̂  

• Fit t ing a curve using knots 7,8,and 9 gives 1.11-2. lt)4('.\p' -"^"^ 

The resultant uti l i ty function is shown in Figure 4.1. 
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Piecewise Utility Function 

c 
01 

O 

I I ~ I I I I I 
50000 150000 250000 350000 

I 1—5, 
100000 

Figure 4.1: A Piecewise Ut i l i ty Function 
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4.3.2 Problems 

There are some problems wi th this approach. Firstly, the utiUty for U{0) 

was set to 0 when 0 is not a boundary X value. This has an impact on 

the shape of the uti l i ty curve without considering any answer to a risk-

reward question. This can be corrected by only predetermining the utihty 

for extreme X values. 

I t is unnecessary for the utiHty for $0 to be 0. Nevertheless, i t is desirable 

for f / (0) = 0 since this is commonplace in ut i l i ty theory literature. This can 

be achieved by eliciting the ut i l i ty function first, say U{Xi), and then shifting 

the curve by some value c such that U{X2) — U{Xi) — c. c is found where 

U{X, = 0). 

Secondly, if the curve was fitted through different points a very different 

curve wi l l emerge. I f a line was fitted through knot 6, 7, and 8 in the above 

example, then the investor would be risk seeking for X values between knot 

7 and 8 instead of risk averse. This is owing to limited information. The 

curve wi l l become more accurate wi th more indifference points (more knots) 

identified by the investor. 

Thirdly, the lack of detail and approximations can also cause sharp kinks 

in the curve and these are an undesirable feature. However, i t is possible to 

fit a smoother curve such that the kinks are removed. 

Finally, the piecewise function is inelegant and complex to use in opti

mization calculations. Nevertheless, i t is not impossible to maximize the 

expected piecewise uti l i ty of profit. 
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4.4 A utility function based on a massive loss 

I f a person, business, or trader can state a loss of money that wil l have a big 

effect on their status, then this may help in building their uti l i ty function. 

For example, for a person, this massive loss of money wil l relate to losing 

their house, and for a business, the consequence of this massive loss wi l l mean 

bankruptcy. For a trader, this massive loss wi l l be the maximum loss they 

can withstand before their budget is gone, and this loss wil l probably also 

lose them their job. 

One simple ad hoc method of defining a ut i l i ty function, given a massive 

loss specified by the trader, is setting the parameters of the function so that 
1. 

U{M) = -Y 

where M is the massive loss and, 

Y is the lower bound of the y-axis, U{M), which is preset. 

4.5 Loss aversion 

I t is not clear how people behave when dealing wi th losses. This might be 

because the way people cope with losses is part of the personality trait which 

is unique to the individual. 

Studies [17] [6] have found evidence that many people are risk accepting 

wi th gambling scenarios containing losses. 

Nevertheless, in real life, people can be observed to be very risk averse to 

losses. For example, they buy insurance, invest in burglar alarms, and prefer 

secure employment. 

There are others who wil l only buy insurance if required by law, start 

^Idea taken from David Wooff 

81 



up their own enterprizes at their own risk, and enjoy betting money at the 

casino. 

4.6 Disallowing risk seeking attitudes 

4.6.1 Objection to the risk seeking curve 

Perhaps, i t is true that normal human behaviour dictates a risk accepting 

attitude when faced wi th losses or debts. This is supported by many stud

ies [17] [16] [6] and led to the development of Tversky's and Kahneman's 

Prospect Theory [17]. 

If each trader becomes risk seeking when faced with losses, others wi l l , 

on average, profit f rom this irrational behaviour. 

A trader must ignore normal irrational tendencies and needs to be averse 

to losses to become successful. A successful trader wi l l be aware of the 

importance of stopping losses from escalating. He wil l not trade with emotion 

or irrationality when he is faced with a loss. 

Although there is evidence to suggest that people do have risk seeking 

tendencies when concerned wi th losses, does i t make sense to mimic this 

behaviour to assist wi th decision making? The tool is not designed to support 

a trader in making incoherent decisions that increase his chances of ruin, and 

hence the ut i l i ty elicitation component wi l l force a risk averse or risk neutral 

attitude. 

4.6.2 Lottery players and gamblers 

A person who buys a U K National Lottery Ticket is accepting an unfair 

gamble. For each lottery ticket that is bought, the expected return is a loss 

of £0.55. 

I t is argued that there is ut i l i ty gained by the National Lottery player that 
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outweighs the negative returns from the game - or there are other sensible 

reasons to explain why consumers participate in the lottery. These include: 

1. Excitement from watching the National Lottery Draw. 

2. £0.28 of the £ 1 stake goes toward good causes^. 

3. The consumer has been manipulated by advertising campaigns. 

4. Regret Theory. I f a person puts on the same numbers every week, they 

wil l be unable to cope with the feeling of regret if they neglected to put 

their line on one week, and their numbers came up. 

5. The loss of £ 1 wil l have a negligible effect on a person's ut i l i ty and the 

unhappy feeling from losing passes in a short space of time. 

6. The consumer is misinformed about the risk associated wi th buying 

the ticket. 

7. Gambling Addiction. 

I f there is a roll over lottery draw (the jackpot was not won in the last 

draw and hence it was carried forward), then i t is feasible that the expected 

return on a ticket could be greater than £1^. In this scenario, some investors 

may perceive the lottery ticket as a good investment, even though the chance 

of winning the millions is small and may need to be shared wi th any other 

winners. 

Other types of gambling, including sports betting and casino gaming, can 

be viewed in the same manner as taking part in lotteries. Perhaps there is 

a difference when placing a bet on sporting events as the punter may have 

^Source: www.national-lottery.co.uk 
^Observation by David Wooff 
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knowledge that makes a book maker's odds look attractive. Most of the time 

the book maker's odds are not favourable. For example, i f the betting shop 

believes that a football team wil l win with odds 10 to 1, they wil l offer the 

customer unappealing odds, similar to 5 to 1, for the team in question to 

win. 

There is empirical evidence that shows consumers do not spend a large 

proportion of their income on gambles where the expected return is nega

tive. The small amounts of money people do spend on gambling, can be 

construed as rational decisions. A bet once a year on the Grand National is 

not perceived as an irrational choice or addictive gambling, i t merely adds 

to a person's excitement of watching the race. 

4.6.3 The existence of the insurance industry 

Consider a policy that wi l l pay out the market value of a house, say £100,000, 

i f the house burns down. The policy customer and the insurance company 

both assess that the risk of the house burning down is 0.001. 

The insurance company must charge more than 0.001 x £100,000 = £100 

(and sell many policies) to have a good chance of making some profit. 

To buy the policy the customers wi l l need to prefer losing a fixed amount 

greater than £100 to risking the loss of £100,000 wi th probability 0.001. 

Look at Table 4.1 to see the Loss/Gain table for the policy holder in all 

the possible scenarios. Here P denotes the premium charged by the insur

ance company. The premium needs to be greater that £100 for the insurance 

company to make a profit. This is an amount greater than the expected loss. 

A risk averse person wil l pay more than the expected loss to protect them

selves against a massive loss, but a risk neutral or risk accepting consumer 

wi l l not pay more than £100. Since there are many insurance companies 
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Table 4.1: Loss/Gain Table 
Insurance No Insurance 

House Burns Down (w.p. 0.001) £100,000- i :p -£100,000 
House Does Not Burn Down (w.p. 0.999) -£P £0 

making profits, there must also be many risk averse people. 

4.7 Alternative investment selection models 

Competing alternatives to ut i l i ty theory for selecting between investments, 

that hold an element of risk, include maximizing the geometric mean return, 

safety first models, stochastic dominance. Value at Risk, and Kahneman and 

Tversky's Prospect Theory[17], which are now discussed. 

4.7.1 McLximizing the geometric mean return 

To choose between investments, an investor may decide by selecting the op

tion wi th the highest expected geometric return. The geometric mean, de

noted Rcj, is defined as: [4 

iV 

where 

Yiij is the i*'* possible return on the j * ' ' portfolio, and 

Pij is the probability of the i " ' outcome for portfolio j . 

I t is interesting to note that maximizing the geometric return is exactly 

the same as maximizing the expected value of a log ut i l i ty function [4] - but 

not any other ut i l i ty function. 
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By maximizing the geometric mean, an investor wi l l never pick a strategy 

wi th a probability of ruin because if there is a possible outcome that wi l l wipe 

out all capital (the return is -100%), then the geometric return wil l be zero 

If the probability of losing all capital invested is small, and the expected 

return is high, an investor may still be attracted to the investment - and in 

this scenario, maximizing the geometric return wil l be inappropriate. 

4.7.2 Safety first models 

Safety first models are based on reducing the risk of bad returns or losses. The 

first criterion of safety first, developed by Roy, is to choose the portfolio that 

has the smallest probability of producing a return (Rp) below a benchmark 

return (Ri) [4 . 

The second criterion (defined by Kataoka) states that an investor wi l l 

maximize the amount R^ which return can fall below subject to P ( R P < R L ) 

< a. a is a probability set by the decision maker [4 . 

The final criterion, by Tesler, states that an investor wil l maximize ex

pected return, Rp, subject to P(Rp<R£,) < a. Again, a is a probability set 

by the decision maker [4 . 

First Criterion minimize P ( R P < R L ) 

Second Criterion maximize R L subject to P(Rp<R/ , ) < a 
Third Criterion meiximize E[Rp] subject to P ( R P < R L ) < a 

4.7.3 Value at Risk 

Value at Risk (VaR) is a measure of downside risk. Most banks and traders 

use VaR to evaluate their exposure to making a loss given their capital in

vestments. How do they do this? 

' ( i+R,-,) = (1-1) = 0 
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Risk managers need to estimate a distribution of return for the combi

nation of all investments (their portfolio). This includes making probabihty 

assessments about how returns wi l l be affected by adverse events. 

The portfolio that is chosen wil l depend on the degree of acceptable risk. 

For example, a risk averse manager wi l l not be prepared to accept a large 

risk of loss. Nevertheless, a more risk accepting manager wil l be prepared to 

accept a higher chance of loss, as this wi l l also increase potential for higher 

returns. 

A risk manager wi l l analyze what the company can afford to lose, and 

adjust the investment portfolio to suit the company's risk profile. A risk 

manager wi th $1 million wi l l specify something like: 

• Accept a 0.001 chance of losing more than SlOOK (10% of capital) 

• Accept a 0.01 chance of losing more than $90K (9% of capital) 

• Accept a 0.05 chance of losing more than $75K (7.5% of capital) 

• Accept a 0.3 chance of losing more than $0 (0% of capital) 

The manager is prepared to accept a 30% risk of loss for a 70% chance of 

a gain. Of course, i f there is a risk of losing more than $100K, there wil l also 

need to be a chance of being rewarded a gain of comparable value. A 0% 

return on capital is a loss, since the value of capital depreciates wi th time -

this is owing to inflation and opportunity cost of capital. 

To build an investment portfolio to suit risk preferences, a manager wi l l 

typically diversify by using different types of asset classes. For example: 

• Gilts. These are government bonds that pay a risk free, but low rate 

of interest. Increase investment in gilts to reduce risk. 

87 



• Property. Investing in property has potential for high returns. Never

theless, property is not a liquid asset, and hence it is not possible to 

realize the profit instantaneously. 

• Equities. Investors normally buy stocks for long term capital growth. 

Investing in equities wil l increase the risk of the portfolio. However, 

choosing stocks across a wide range of sectors can mitigate some risk. 

• Commodities. Futures trading is typically high risk. However, com

modities are negatively correlated wi th stocks (as commodity prices 

increase, stocks decrease in value). This is because the increased cost 

of raw material increases many fisted companies costs thus reducing 

their profit . Commodities are a good diversification tool in a fund wi th 

a high proportion of capital invested in stocks - wi th careful planning 

spending capital in futures trading can reduce risk. Commodities as a 

sole investment are risky. 

I f the company becomes more risk averse its portfolio wi l l need to change 

by putting more capital into low risk investments. Also, i f a company is 

prepared to take more risk of loss to be rewarded with higher potential gains, 

the capital wi l l need to be shifted to more risky ventures. 

VaR is about controlling losses and analyzing worst case scenarios given 

that capital funds are invested in risky assets. Expected profits wil l be max

imized subject to the implications of VaR. 

4.7.4 Prospect theory 

Tversky and Kahneman developed prospect theory in response to psycho

logical research that uncovered how humans think when confronted wi th a 

problem containing a loss. 



People wil l answer the same question differently if i t is phrased in a dif

ferent manner. This happens consistently when two identical risk-reward 

dilemmas are posed, but one question emphasizes the losses whilst the other 

emphasizes the gains. 

For example, an experiment was carried out at Cornell university where 

undergraduate students traded coffee mugs under predetermined trading 

rules [16]. Half of the subjects were given a mug and they were asked what 

the minimum amount at which they would sell the mug. Those who did not 

have a mug were asked the maximum amount they would pay to buy the 

mug. The average selling price turned out to be more than the average buy

ing price. This experiment was repeated wi th several different types of good 

to trade and the conclusions were the same - there is a discrepancy between 

the amount a person wil l accept for selling a product and the amount he 

wil l pay to buy the identical product. Although it is expected that a person 

should sell and buy at the same price this does not appear to happen in 

practice. 

There is a strong link between psychology and investment decisions. Tver-

sky and Kahneman put forward a solution to modelling people's behaviour 

towards risk, namely prospect theory. They propose the value function shown 

in Figure 4.2. 

The origin is called the reference point, or current state of wealth. The 

function needs to be redefined each time wealth changes. As wealth increases 

it is common to become more risk accepting in the gains quadrant. This is 

because a unit of gain becomes less valuable wi th more wealth. 

In the loss quadrant the curve is risk seeking, yet the curve is steeper for 

losses than gains. I t places a drop in losses of £ x to be a greater loss in 

value than the value gained if wealth increased by £ x - this makes the curve 
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Value 

Losses / Gains 

Figure 4.2: A value function 

risk averse overall. "The aggravation that one experiences in losing a sum of 

money appears to be greater than the pleasure associated with gaining the 

same amount. [17]" 

The derivation of the prospect function is more complicated than find

ing values to build the ut i l i ty function. The loss of simphcity is owing to 

using decision weights. These weights measure the impact of events on the 

desirability of prospects, and not merely to the perceived likelihood of these 

events. Decision weights are not probabilities and hence they do not follow 

probability axioms and these weights are deduced from the choices between 

risky alternatives. The details are discussed in [17. 

This theory suggests that traders are reluctant to sell at a loss owing to a 

perceived entitlement to the price they originally paid for i t [16]. I f a trader 

has lost money he is willing take greater risks to attempt to recover losses. I f 
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the trader is faced with the same decision wi th trades at the moment making 

profit he wi l l make a diflFerent choice. 

4.8 A Java tool for utility elicitation 

The elicitation process discovers the trader's risk attitudes, and hence pro

vides the essential information for building the trader's ut i l i ty function. 

Several different designs for asking risk-related questions were presented 

to a bond trader and a financial market specialist. The main outcomes from 

these meetings were that the questions need to be quick to answer, clear 

and easy to understand, and be simple wi th no unnecessary and distracting 

information. 

The initial design, which utilized this research, is shown in Figure 4.3. 

The trader clicks on either option A or option B (the option that he prefers) 

unti l he can no longer decide between them. The trader wi l l stop clicking, 

and hence move to option C, when he reaches this indifference point. 

Several problems were identified wi th the screen (Figure 4.3) from user 

feedback. 

1. Many of the users found that the screens were non-intuitive and difficult 

to understand. 

2. The user needed to click on an option endlessly to arrive at an indif

ference point. 

3. In some cases, whole percentages did not allow enough precision for the 

user. 

4. Many users would like to see a description of the risk behaviour - risk 

averse, risk neutral, or risk seeking. 
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ii u t i l i ty 

Risk Attitude Assessment 

Do you prefer option A or option B ? 

Click on the option you prefer. 

Option A will change. Again, click on the option you prefer. 

When you find it too difficult to choose between A or B simply click on option C. 

C*t]<iori A Opttori B 

$5,500,000 with 84% chance 
$0 with 16% chance 

Expected Value = $4,620,000 

Option C 

Walk away with 
$1,000,000 

Too difficult to choose < Back 

Figure 4.3: Java screen: Ut i l i ty elicitation 
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5. The boxes with options are not normal action buttons, and this pre

sented confusion. 

6. The user would like a shortcut to risk neutrality. 

7. Many users would like to be aided by way of pictures/diagrams - and 

interaction with the actual uti l i ty curve. 

8. Users did not know how to proceed to the next screen. 

9. After watching a number of users i t was evident that the back button 

was in the wrong place, although nobody explicitly said that this was 

an annoyance. 

A follow up design, shown in Figure 4.4, was created using this feedback. 

This screen solves several of the above problems by providing a slider to 

change the percentage chance on option A, and by allowing an extra deci

mal point in the percentage. I t also provides a description of risk behaviour, 

action boxes for option A and B, back and next action buttons, and a but

ton that resets the indifference point for a risk neutral investor. The new 

screen does not resolve the problem that people found the elicitation ques

tions counter-intuitive, and would like to be aided by diagrams and pictures, 

or interact wi th the final curve that is built as a result of their answers. 

These difficulties are essentially in the area of behavioural psychology. I t 

should be noted, that traders appear to be more at ease with these types 

of risk-reward questions than the Layman. Nevertheless, i t is demonstrated 

from some of their incoherent answers that they do not fully understand or 

are uncomfortable wi th the approach used, so far, to elicit a ut i l i ty function. 
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• I utility 

Do you prtf er OfMon A or Option B? 
(^ionA 

$4,000,000 with 52.6% chance 
$0 with 47.4% chance 

Expected Value = $2,104,000 

Risli Averse 

Reset to Risk Neutral 

Option A 

Option B 

Wall< away with 
$1,000,000 

Option B 

< Bacl« I Nejrt > 

Option A 

$4,000,000 with 25.0% chance 
$0 with 75 0% chance 

Expected Value = $1,000,000 

Option A 

Do you prefer OpOon A or Option B? 

Risk Neutral 

Reset to Risk Neutral 

OpttonB 

Walk away with 
$1,000,000 

OptkmB 

< Back Next > 

F i . i i u i p I . 1: . l a v a scrtMMis: H i ^ l i i i c d . n l i l i t v e l i c i t a t i o i i 
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4.9 Conclusions and recommendations 

Uti l i ty theory is used to make decisions under uncertainty. In particular, 

an exponential ut i l i ty function has been adopted to model a trader's risk 

attitude. W i t h time i t wi l l become known if this approach to managing risk 

is suitable, and if not, a new solution wi l l emerge. 

The exponential ut i l i ty is the best tool available, at the moment, to drive 

the decision support tool. Nevertheless, i t can be criticized. First of all, a 

person wi th an exponential ut i l i ty wil l invest the same amount of money in 

risky assets as his wealth increases. This type of behaviour is not readily 

observed in practice - most people wil l increase the amount of money they 

invest in risky assets as their wealth increases. Also, i t is difficult to tune the 

risk factor of the ut i l i ty function to define the trader's level of aversion. 

To elicit a uti l i ty function i t is essential to ask risk-reward type questions. 

I t has been observed in practice that traders and people in general find these 

types of questions non-intuitive. This is a distinct disadvantage to using the 

ut i l i ty approach since finding a person's certainty equivalent for a gamble is 

critical to defining the uti l i ty function. The Java tool for elicitation of utiHty 

is the best solution available at the moment. I t wil l evolve and improve wi th 

time. 

Also, the exponential function is very simple and lacks the actual detail 

involved in a person's real life behaviour when faced with decisions under 

risk. Uti l i ty is likely to be a function of several variables including money, 

time, and the investor's mood, confidence in price forecasts, and obligations. 

For example, the trader behaves very differently when he has made enough 

profit to secure a bonus payment. He wil l not take risks that have potential to 

jeopardize this boost to his salary. For this reason, banks need to structure 

their incentive schemes carefully to avoid traders taking a back seat after 
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achieving some success. 

Also, companies' risk profiles can change dramatically throughout the 

financial year. Consider that a company needs to publish end of year results 

at a set time each year. Traders can be told to do absolutely nothing for 

weeks as this company does not wish to blemish good year end results. 

The investor's mood wil l have a large impact on their decision mak

ing. Positive, happy, and alert traders wi l l trade more actively than cynical, 

stressed, and nervous traders. 

Nevertheless, although traders have a risk attitude, they can be seen 

to take risks larger or smaller than they meant to simply because they are 

unaware of their exposure. Companies wi l l take on more risk than they want 

to because they do not understand what their traders are doing and place 

too much trust in their traders' abilities. 

The tool will minimize risk management errors with its systematic ap

proach to a the decision problem by modelling risk averse behaviour. An 

approximation of a trader's risk attitude is better than none at all and forc

ing constraints on the uti l i ty function such as risk aversion is reasonable 

feature of the tool. 
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Chapter 5 

Elicitation of prior information 

5.1 Introduction 

The aim of this chapter is to discuss the design of the prior eUcitation tool, 

created to question expert traders, with the purpose of obtaining precise and 

accurate information about future commodity price movement. 

The prior ehcitation component of the software package wiU ehcit the 

trader's expertise. The objective is to discover the trader's rational expecta

tions or degrees of rational belief of price movement in the future, and model 

them. 

The type of expertise, about a future time, that could be acquired include: 

• Expectation of price 

• Interval estimates of price 

• Extreme price limits 

• Any uncertain events that wi l l cause future prices to change 

• Probability of uncertain events occurring 

• Expectation of peaks and troughs in the price series 
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• Confirmation that price wil l follow a random walk 

The expertise highlighted in bold wi l l be elicited by the prototype tool. The 

component wi l l be designed to make i t easy for the expert to enter his price 

outlook and to reduce biases developed from human cognitive thought pro

cesses. 

When the prior information that the trader provides accurately reflects 

his opinion about price development the tool wil l be able to perform well. 

Here, performance is defined by exceeding the realizable profits that would 

be made by the trader without access to the tool. 

If the prior is imprecise the model wil l either run the risk of unacceptably 

large losses, or lose the opportunity to make larger realizable profits. For 

example, i f the trader is overconfident in his beliefs and therefore gives a 

narrow confidence interval, there wi l l be a risk of unacceptably large losses 

[29]. I f the trader is unsure about his beliefs, and hence provides a large 

confidence band, the tool wil l lose the opportunity to make a larger realizable 

profit [29 . 

As a result, the prior elicitation tool wi l l have a large impact on the success 

of the software package. Therefore the design of the component must focus 

on eliciting an optimal amount of the genuine expertise available. That is, 

the ideal component wil l extract all of the information that an expert trader 

has about future price fluctuation without bias, and reflect this appropriately 

in his prior belief. 

Perhaps the biggest challenge is ensuring that the tool copes wi th the 

traders specifications and interprets what they say correctly. Traders often 

use jargon to describe their beliefs - and terminologies used are not consistent 

across the world markets. For example, an expected downward trend could 
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be described as 'a bear market'[15], or 'the market is a dog ' \ or 'looking 

toppy'^. I t is essential to understand what these phrases mean in terms of 

building a prior distribution. Being precise about what the algorithm needs, 

and not confusing the interpretation of the information and data supplied by 

the expert is important. 

The tool wi l l perform checks to ensure that prior is consistent wi th rules 

defined in probability theory and the assumptions made within the model. 

The program wil l also include diagnostics that monitor the belief, and warn 

the expert of unusual forecast errors. 

Many traders are likely to be less statistically naive than the Layman, 

and may already think in terms of probabilities. A fewer number wi l l have 

formal training in statistical theory. Those who are learned in statistics wi l l 

be more adept in providing a prior belief, but for a trader who has a poor 

understanding of probability, and what is required by the model in terms 

of estimating future prices, i t is advised, as a first step, to give him basic 

training. Learning how to minimize common mistakes made when evaluating 

probabilities is part of this educational phase. 

The Bayesian approach is favored over the Classical approach because the 

trader's judgements about price development are personal and not necessarily 

based on sampling data. A Bayesian analysis can incorporate the subjective 

confidence that people have in a hypothesis about a single event and can 

be used to analyze the process by which probabilities and judgements of 

confidence are updated as new information arrives [1 . 

^Observation by Klaas De Boer 
^ www. tradingfutures.biz/append4. html 
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5.2 Related work 

5.2.1 Elicitation protocols 

There is no universally accepted method for eliciting prior beliefs [1]. The 

method required to estimate reliable uncertainties on expert judgement re

mains elusive. There is little formal empirical evaluation of alternative ap

proaches - a sparse amount of different approaches have been tried and tested 

and documented. Three recognized assessment protocols [19] [1] are : 

1. The Stanford/SRI protocol 

2. Morgan and Herion's protocol 

3. The Wallsten/EPA protocol 

The Stanford/SRI protocol and Morgan and Herion's protocol involve 

five main phases for probability elicitation. These are as follows [19] [ l ] : 

1. Motivating the experts wi th the aims of the elicitation process. 

2. Structuring the uncertain quartiles in an unambiguous way. 

3. Conditioning the expert's judgement tool to avoid cognitive biases. 

4. Encoding the probability distributions. 

5. Verifying the consistency of the elicited distributions. 

The Wallsten/EPA protocol [19] includes the preparation of a document 

that describes the objectives of the elicitation process, descriptions of cog

nitive heuristics and biases, and other related issues. The expert reads the 

documentation before the elicitation. 
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5.2.2 Existing software tools 

Several attempts have been made to devise a software tool to elicit priors. 

These include: 

• PROBES - a PRObability Elicitation System - "probing the complex 

minds of experts for their belief" written by Aik-Hiang Lau and Tze-

Yun Leong [19 . 

• ELI : a program for the elicitation of uncertain knowledge written by 

van Lenthe [28]. 

5.2.3 B E E P 

The BEEP (Bayesian Elicitation of Expert's Probabilities)^ led by Tony 

O'Hagan, is working towards improving the way probabilistic beliefs are ob

tained from experts. Academics are pooling resources to develop the method

ology to elicit priors. 

5.3 Cognitive biases 

I t is well known to Bayesian statisticians that people do not generally cope 

well wi th Bayesian concepts, since statistical problems do not f i t well wi th 

human cognitive thought processes [1]. Hence, i t is important to understand 

human biases in probability judgments so that their effect can be mediated. 

There is no existing elicitation method that fully eradicates human bias 

in a probability assessment. 

^BEEP Home Page: www.shef.ac.uk/beep/ 
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5.3.1 Individual bias 

The biases that individual humans display when assessing probabilities are 

frequently owing to the following common heuristics: 

Availability 

The expert assesses probability by the ease at which the occurrence of the 

event is brought to mind [1]. Easily recalled events are assigned a higher 

likelihood of happening than events that are remembered with difficulty [3 . 

For example, a person is asked to assess the chances of their house being 

burgled. I f friends or family have been burgled lately, or if they have seen 

anything about house robberies in the media in recent weeks, their evaluation 

of the probability is often too high. 

Adjustment and anchoring 

A person makes an init ial assessment of probability then revises insufficiently 

in light of new information. The assessor's recalculation, wi th new data, is 

too close to his initial judgement because he assigns too much credibility to 

his first estimate [1]. 

To minimize the problem caused by this heuristic, the expert is asked to 

define the plausible range of the outcome before any central values [22]. I f 

a middle values such as the median is elicited first, their assessment of the 

uncertainty level or spread tends to be too narrow. This is because the expert 

is anchoring too close to the central value. Also, the expert wi l l be asked 

to carefully consider all information available, as a whole, before defining or 

redefining a belief. 
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Control 

The expert is acting as if they can influence a situation over which they have 

no control [1]. For example, people wi l l place more value on a lottery ticket 

wi th numbers that they have chosen than on a lottery ticket with a random 

selection of numbers even though the chances of winning are identical holding 

either ticket [ l ] . 

Representativeness 

This is where the expert uses the similarity of two events to assess one's 

probability against the other [ l ] . By stereotyping one is demonstrating this 

type of bias. Often people assume (with too high a probability) that an 

individual belongs to a certain social group just by the way they look. 

Over confidence 

Over confidence results in elicited distributions that are too narrow [3] [1 . 

This type of bias is particularly unwanted in our elicitation tool because, 

in the situation where the distribution is too narrow, there is a risk of un-

acceptably large losses. Research shows that most individuals are observed 

to display overconfidence in their assessments and personal competencies [1] 

22]. Nevertheless, i f an expert is under confident in his assessment abilities, 

there wi l l be a loss of opportunity to make larger realizable profits [29 . 

Conjunction fallacy 

The probabihty axiom P{A) > P{AandB) is not adhered to. For example, 

inspect Kahneman and Tversky's problem which is mentioned in many prior 

elicitation papers: 

Linda is 31, single, outspoken and very bright. She majored in philosophy. 

As a student, she was deeply concerned with issues of discrirnination and 
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social justice and also participated in antinuclear demonstrations. Is Linda 

more likely to be: 

• a bank teller, or 

• a bank teller and active in the feminist movement? 

86% of people asked this question answered that there is more chance Linda 

is a bank teller and active in the feminist movement. This violates P{A) > 

P{AandB) - there is a higher probability that Linda is a bank teller alone 

than being both a bank teller and active in the feminist movement. This is 

common sense yet i t evades many intelligent individuals. 

I t is necessary that the trader's prior belief is consistent wi th all prob

ability axioms. The software package wi l l disallow incoherent probability 

specifications and force the user to be rational wi th regards to complying 

with fundamental theory. 

Hindsight bias 

I f the prior is assessed after seeing the data, the prior belief may be biased 

3 • 

Base-rate neglect 

Base-rate neglect is the inattention to the relative frequency with which 

events occur [1 . 

Gambler's fallacy 

The belief that when a series of trials have all had the same outcome then 

the opposite outcome is more likely to occur in the following trials [1]. For 

example, at a roulette table, the outcome has been black ten times in a row. 

The punters falsely believe that there is more chance of a red than black in 

104 



the next game. 

There are many additional heuristics used by humans to make judgements 

which are not mentioned here. For example, mood affects elicitation. A 

happy person tends to rely on pre-existing knowledge wi th l i t t le attention to 

precise details whereas a sad person wi l l pay more attention to precise details 

than existing knowledge [1]. Also, the expert may demonstrate more than 

one bias complicating the problem even further. 

To reduce errors in probability judgement the elicitation process wi l l : 

• use mental/visual imagery, such as representing information in a graph

ical or pictorial form. 

• use consistent methods. 

• use checks to identify errors such as the conjunction fallacy. 

• elicit ranges first to minimize anchoring bias. 

• educate the expert about cognitive biases in a bid to make his thought 

processes more rational. 

5.3.2 Group bias 

Group bias appears when attempting to elicit a probability from several ex

perts. Mistakes and misjudgement made in the initial individual assessment 

of probability are compounded since they are communicated to the other 

experts [1 . 

There appears to be incentive to follow the crowd in group elicitation. 

Herding wi l l result as a response to individuals' perception of their own 

ignorance. This herding is only rational i f the other experts' judgements are 
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based on better information than their own [1]. Experts wi l l incorporate 

other peoples' judgements into their own prior information set, and their 

posterior judgements may exhibit herding tendencies [1]. 

Stable outcomes wi l l only be achieved if the herd can be led along a 

path of increasing the stock of common (real) knowledge [1]. In such cases, 

increases in the stock of reliable information wil l contribute to a convergence 

in posterior probabilities [1 . 

The main issue within the group decision problem is how to combine the 

probability estimates of several experts who have different background knowl

edge into a single probability distribution function. Two possible methods 

are to devise some way to join the individual estimates into one estimate, or 

to ask the experts to reach a consensus [3] [22] [1]. Joining the individual 

assessment, for example, taking an average, wil l lead to a probability density 

which is unequal to the density from a group consensus [1] [24]. 

Every trader has a different outlook on how price wil l move in the future, 

and a unique risk tolerance. This is shown by the wide variability in profit 

made by speculators across the world. Hence, traders are likely to disagree 

on their future price beliefs, and the maximum level of risk to accept. A t this 

init ial stage, the objective is to make the best decision for a single trader's 

risk attitude and expertise. 

5.4 The elicitation process 

5.4.1 Obtaining prior beliefs 

The future price events in commodity markets are one-off uncertain events -

price patterns do not repeat themselves systematically and conditions cannot 

be controlled - hence any predictions about the future are subjective. There 

are three main ways, that most traders combine, to calculate price forecasts 
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- fundamentals, technical analysis, and looking at the overall macroeconomic 

picture. 

A fundamentalist believes that prices change in correspondence to supply 

and demand. They look at crop production, political news, weather forecasts, 

government programs, etc., when determining price beliefs. A fundamental

ist wi l l build a probability distribution of expected supply and demand of a 

commodity by estimating yields, or production rates, and consumer demand 

for next year. They wil l use this assessment as part of the process of con

structing a price belief. I f the fundamentalist expects the supply of cocoa 

to be less than the demand of cocoa, then he expects the price of cocoa to 

increase, and so on. There are many sources of uncertainty to be considered 

when estimating the effect of market forces on a commodity price. 

A technician is a number cruncher and chart enthusiast concerned wi th 

time series analysis. His thoughts about price development are derived from 

the historical price data series rather than world events. 

A macro-economist is concerned with the aggregate behaviour of the 

world economies. They have an interest in business cycles, unemployment 

rates, inflation, economic growth, and so on. They analyze government mon

etary and fiscal policies - studying their relationship wi th the relevant coun

try's economic issues. 

The causes of uncertainty that the trader believes wi l l have the most 

impact on future prices, e.g., crop production, can be elicited from the trader 

and modelled using the software tool. These probability models of factors 

affecting prices can be used to aid the trader in the elicitation of his ultimate 

price beliefs. Eliciting beliefs about factors that affect future prices can be 

done in the same way that price beliefs are elicited. 

107 



5.4.2 Preliminary training of experts 

Preliminary training of experts is recognized as an important part of elicita-

tion. Training can improve experts' ability to provide judgements that are 

well calibrated [3]. Incorporating a computer aided tutorial into the elicita

tion component wi l l be useful for this purpose. Perhaps this wi l l entail an 

estimation of something like a country's population to familiarize the user 

with the process [22 . 

A document to educate and motivate the expert about the ehcitation 

process, and its objective, can be produced for the use wi th the ehcitation 

screens. 

5.4.3 The Java prototype tool 

Prototype screens were developed in Java to elicit prior information. These 

screens went through several iterations - even the type of information that 

needed to be obtained changed. This made the process arduous. I t is un

known today what the final screens wil l look like in the market ready product. 

Nevertheless, the screens presented here are the latest screens developed for 

the prototype tool. 

First, a volatility estimate is calculated f rom historical prices as per Chap

ter 3. These prices are uploaded by the trader from a .txt file or from an 

Excel file. Ideally these prices wi l l be from a period immediately preceding 

the start of day one in the tool's trading period. Nevertheless, the trader can 

choose a period in history that they think wi l l match future volatility more 

closely. For example, a user trading the Winter 06 Electricity for the month 

of May 06 may wish to use historical data from the Winter 05 Electricity 

prices in May 05 to estimate volatility. 

Figure 5.1 shows the screen used to upload historical prices to estimate 
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volatility. The trader is also given the opportunity to revise the default 

estimate wi th his own subjective prediction. 

^ T r a d e A B l f P r o j e c l 7 props -
Hs Irput/View/Etft H B ^ 

a « a (a • i 1 
I K T r d d e A B l l 

Price ($/bbl) 

IPE Brent Oil 01/01/2005-1 7/06/2005 

100 110 120 

Time 

O U . . OK 

Figure 5.1: Java screen: Volatility estimate from historical prices 

Then, the extreme price hmits are elicited. The extreme limits are where 

the trader is highly confident that price wi l l not reach in the next n days. 

These limits are obtained at the start of the process to follow O'Hagan's 

advice that range should be elicited first to avoid over confidence bias [22 . 

The dialogue used to find the estimated extreme price limits is shown in 

Figure 5.2. In recent developments, the use of dynamic price limits is also 

being explored. 

Figure 5.3, asks the trader how close price wil l need to be to the extreme 

price limits before he wil l begin to doubt the original price bounds for the 
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ttlTradeABLE 

Please speclty price limits tliat price v¥ill not go outside between 1 and 60 day(s). 

E x t r e m e L o w e r P r i ce Lirriit E x t r e m e U p p e r Price L i n * 

46.00 Meeoo 

You are highly confident that price between 1 and 60 day(s) 
will remain within 46.00 and 68.00 

No likely event will cause: 

- price to be less than 46.00 

- or price to be greater than 68.00 

It is important to specify extreme price limits so that you 
have very high confidence that the price will fall within 

these extremes over this period. However, if you chose extremes that are 
too extreme, the software will lose opport:unities to take advantage of 

some price differentials. 

C a n c e l IMext* J He lp 

Figure 5.2: Java screen: Eliciting extreme price limits 

110 



rest of the period. This information is simply used to warn the trader that 

his price limits are being approached so he can refine his extreme price limits 

to avoid losing more than his maximum acceptable loss. This information is 

used internally by the Java application and is not utilized in the R algorithm. 

TradeABLE 

You have set Price Limits of 46.0 to 68.0 for 1 to 60 day(s). 

For any particular day in ttiis period, you will find out the price on that day. 

How close would that pnce need to be to your lower/upper bounds 
to make you doubt your onginai limits for the rest of the penod? 

^Tcc Olosc To Upp^' BoL^d 
|6S.8 

< B a c k 

Figure 5.3: Java screen: Doubting extreme price limits 

Now, the trader's expectation of prices are found. Figure 5.4 asks for the 

expectation of price on day one. The default value in the spinner box is the 

last price in the historical price data that the trader uploaded previously. Of 

course, this default price is likely to be completely unsuitable i f the historical 

prices are not immediately preceding. The trader can modify Eo[Pi] in the 

spinner box. The units of the listed prices are shown to remind the trader 

about the contract he is predicting prices for. 

In Figure 5.5, the trader can split the period up into sections to give a 

more detailed prior. They can only split the period into equal sections, and 

up to a maximum of five sections. 

In Figure 5.5, the trader is asked what they expect price to be at the 

end of the section. Now, since the estimated price at the end of the section 
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B ; TradeABLE 

What do you expect the price to be on day 1? 
(It Is now day 0 out of 60) 5- 0 $/bbl 

< Buck h4exl > 

Figure 5.4: Java screen: Eliciting price at time one - Pi 

K TtadeABLE 

Per i od of 60 J aay (s ) split in to i ; equa l 3ect ion(s) (Max imum of 5 sec t ions) | Apply 

IPE Brent C rude Oi l 

| P h a ! ( J * U ) 

eor 

W l i a t do y o u expect p r i ce to be o n d a y 6 0 ? 

• Back I4ed> 

Figure 5.5: Java screen: Eliciting price at a end of section time - Pt 
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is > £'o[Pi], the screen in Figure 5.6 shows three different upward trending 

curves. If the estimated price at the end of the section is < Eo[Pi] then three 

different downward sloping curves will be displayed, and if the price at the 

end of the section = Eoi^i] Figure 5.6 will be skipped and a fiat line will be 

drawn. 

In Figure 5.6, the three upward trending curves are: 

• Linear 

• Exponential - increasing slowly at the start and quickly at the end. 

• Exponential - increasing quickly at the start and slowly at the end. 

These curves are expected to cover a trader's price outlook reasonably 

well. If not, they can give a more accurate prior by going back and increasing 

the number of sections in Figure 5.5 or ask Energy Scitech Ltd to support 

them in setting the tool up with a more detailed price outlook. The market 

ready tool could make this easier by providing table entry. However, it will 

take more time for a trader to enter his expertise in this format. 

In Figure 5.6, the upward trending curve on the far right is outlined in 

yellow. When the cursor is hovering over one of the three boxes the yellow 

outline appears. When the mouse is clicked the curve is selected and a red 

outline appears as shown in Figure 5.7. Only one of the three curves can be 

selected (hence outlined in red) at one time and the default selection is the 

linear line. 

Figure 5.8 shows the mean price curve elicited from the trader. Figure 

5.9 shows a price curve with three sections - here the price expectation is a 

sharp rise, then slow rise, then flat, then a sharp rise at the end. 

Figure 5.10 asks the trader to state how confident they are, on a scale 

of one to ten, about their estimate of the final price. To do this, the user 
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iSTradeABLC 

Period of 60 clay(s) split Into 1 equal sectlon(s) 

IPE Brent Crude Oil 
|Price (Jfcbl) 

60T 

60 

Please select a curve ttiat best represents your belief of riow 
prices will develop between day 1 and day 60. 

< Back Next > 

Figure 5.6: Java screen: Selecting a shape of the price curve 

I^TrddeABIE 

Period of 60 day(s) split Into 1 equal sectlon(s) 

IPE Brent Crude Oil 
price (JWdO 

60T 

10 20 

Please select a curve that best represents your belief of Mow 
prices will develop between day 1 and day 60 

<eack Next> 

Figure 5.7: Java screen: Selecting the shape of the price curve 
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• S T r o d e A B L E 

Your Belief aBout Price Development over tne 60 flay penoa 

IPE Brent Crude Oil 

Pnce(»*« 

Figure 5.8: Java screen: Showing the selected shape of the price curve 
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Figure 5.9: Java screen: Showing the selected shape of a more complex price 
curve 
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selects a number on the ruler. This information is used as per Chapter 3 to 

define yarw'[P„]. This methodology is used to extract a confidence level such 

that the relationship between \/arw[P„] and will suit the random walk 

model assumption. If the trader is unhappy with the resultant prior then it 

is possible that the trader does not assert that prices follow a random walk. 

TradeABi r 

On a scale of 1 to 1Q, how confident are you about the price on day 60 being 60 .00 $/bbl? 

(Not Confident) 1 1 2 
1 

3 4 
1 

S ) r ( 1 9 10 10 (Extremely Confident) 

<Back 

Figure 5.10: Java screen: Ruler - Level of confidence about final price 

The expected final price and its corresponding expected standard devia

tion are given in a table on the screen shown in Figure 5.11. The 99%, 95%, 

70%, and 50% interval estimates for the expected final price are given. These 

intervals assume a symmetrical Normal distribution ~ A'^(£'[F„],5£)[P„]). 

This is misleading for the user as no distributional assumptions are made in 

the approach used. It is also dangerous to allow the user to change 5Z)[P„ 

as the trader may change it such that the random walk model assumption is 

invalid. 

The summary of the price outlook is now presented to the trader. Here, 

the extreme price limits, the expected prices, and a 95% interval estimate 

are shown. The interval estimate is derived using the evolution of variance 

result explained in Chapter 3. 
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Trade ABLE 

Expected Value ot Final Price 
60.00 

One Standard Deviation 
13.97 

Calculate new Interval Estimates 

You believe that on day 60 there Is: 
a 99% chance that pnce will be between (48.20, 71.80 ), 
a 95% chance that phce will be between ( 52.29, 67.71), 
a 70% chance that price will be between (55.91, 64.09 ), 

and a 50% chance that pnce will lie between ( 57.33, 62.67 ). 

Are these estimates a true reflection of your beliefs? 

If not, please refine the information given in the above table. 

<Back Nexts 
3 I Helu 

Figure 5.11: Java screen: A summary of interval estimates assuming the 
Normal distribution 
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l i Q • (B • C Z 1 
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Price Outlook 

Time 

Expiarwtion of Curves 

HBpei Price Urt* 

• • 9S%conf iderK«prt»vs«nrtgoaboveth(sbo<jr id 

- Expeded Prices 

- - 95% confUertce prte w* not go bctaw this bcx#xl 

Lower Price L M 

Figure 5.12: Java screen: Summary of the price outlook 
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5.5 Recommendations 

The tool needs to obtain a precise price forecast from traders - who are 

typically stretched for time. This means that a prior needs to be elicited with 

a design that focuses on a minimal click approach. Does the tool described 

here suffice? 

Of course, software development is ongoing and evolving. With the omis

sion of Figure 5.2, 5.3, and 5.11 the elicitation routine becomes faster, but do 

the remaining screens provide the trader with the facility to give the detailed 

prior that is required? 

This is the best solution available at the moment. Nevertheless, it is 

inevitable that the screens will improve with the lessons learnt to date. For 

example, the trader may be given the option to enter his price estimations 

in a tabular form, or interact with a chart to change price points. 

User feedback from their interaction with prototype screens is the most 

important way to learn how to improve the software. 
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Chapter 6 

Diagnostics 

The main purpose of the diagnostics is to compare the forecast of prices 

with the observed market prices. The aim is to monitor the accuracy of the 

forecast and to flag the forecaster when observations occur that are unlikely 

under the forecast model. 

If a flag is issued, the detail of the hkely deficiency in the forecast will be 

explained. That is, the reason for the diagnostics indicating that an unusual 

observation has been recorded will be provided. The expert will want to 

know where this supposed deficiency in the model lies, for example, always 

overestimating prices. If an expert consistently has the same type of error 

in his forecasting model this monitoring process will prove extremely useful 

since the expert will be able to learn how to improve his forecasting technique. 

Not all signals from the diagnostics will lead to flaws in the forecast 

model. Prices that have a small probability of occurring will happen. It 

is the forecasters responsibility to decide if he believes his forecast is still 

adequate by investigating the reason for the diagnostic alert. 

At any time, the expert can continue with the Bayes forecast model or 

intervene by re-specifying the forecast. 

In this chapter, various diagnostics that are used in the decision support 

120 



tool are discussed with an example from a fictional trial. 

6.1 The size ratio 

A size ratio is a standard Bayes linear technique for looking at the difference 

between the expected data and the observed data. Here, the expected data 

have been revised using Bayes linear methods to incorporate all information 

available including past prices. 

If a price X has expectation E[X] and variance V[X], and X is eventu

ally observed as x, then a standardized measure of discrepancy between the 

observation and its prior variance is given by [29] [13]: 

SizeRatio = ^I'^J^ 
Var[X\ 

[x — i?[X])^ - the square of the difference between observed price and its 

forecast (made at a time before X is observed) - gives an indication of the 

distance of the forecast from the actual price. 

To arrive at a meaningful comparison of these differences they are nor-

mahzed by dividing by yar [X] . For example, a change of around 90 cents ^ 

in price in a day is common in the oil markets, but a daily change as large 

as 90 cents in the sugar market is very unlikely. Daily price fluctuations in 

the sugar market are typically less than 15 cents .̂ In the oil market there 

is more tolerance for forecasting in terms of magnitude of prices than in 

the sugar market where fluctuations are relatively smaller. Hence, dividing 

by yar[X] ensures that the diagnostic is standardized across all price series 

whether their typical volatilities are small or large. 

The size ratio will, in theory, have an average value of one. When the 

' Based on 2004 Brent Oil Prices 
^Based on 2004 New York Sugar No 11 Prices 
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size ratio calculation is close to one this means that the prediction of X is 

within realistic bounds of uncertainty. 

When the size ratio records a value that is large this will concern the 

forecaster. Large size ratios are a warning that the forecasted price is very 

different to the latest observed price. There are three situations where a large 

diagnostic value will be recorded: 

1. The prior estimate yar [X] is too small. The observed volatility of the 

price series is higher than expected. 

2. The forecast is unrealistic in comparison to the VarfX] specified - or 

the distance from the observed price is large. 

3. Owing to chance. It is expected that some discrepancies will be recorded. 

A size ratio of around 7 imphes an unusual actual price in relation to the 

forecast. This corresponds to an approximate 95% confidence threshold. A 

size ratio of around 14 imphes a very unusual actual price in relation to the 

forecast. This corresponds to an approximate 99% confidence threshold. It 

is advised that the forecaster should begin to worry when the size ratio is 

larger than 3.5. 

When the size ratio records a value that is less than one, the forecaster 

will not be concerned if this is a result of his forecast for price being very 

close to the actual price. Nevertheless, it is also possible for a small size 

ratio to indicate that yar[X] is larger than the observed variance of X. In 

this case, a forecast that is assessed to be poor (with hindsight) will not be 

flagged via a large size ratio diagnostic. Also, excessively high estimates of 

V^ar[X] will mean that there will be opportunities lost by the tool to make 

more profit. 
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6.2 Gamma-probability 

The Gamma diagnostic is an approximate probability diagnostic for the size 

ratio based on assuming a Normal distribution for the standardized forecast 

errors. This diagnostic is more sensitive than the size ratio. However, it 

depends on the following assumptions [29]: 

1. Prices are Normally distributed. 

2. Approximating the size ratio to a Gamma distribution with the same 

mean and variance. 

The diagnostic calculates one minus the probability of recording a given 

size ratio if the specified expertise is correct. This also relies upon the above 

assumptions which may not be satisfied. 

The Gamma indicator is a probability and hence lies between zero and 

one. A value of 0.95 or 0.99 correspond to formal hypothesis tests at the 5% 

and 1% level respectively. 

6.3 Discrepancy 

The discrepancy diagnostic compares the distance between actual prices and 

their prior expectation relative to prior variation. This indicator checks if the 

observed prices, so far, match the prior expertise that was previously specified 

about them. The measure used is the Mahalanobis distance between the price 

data and their expected quantities. 

Let us define D to be a vector of random quantities such that D is 

{P1P2... Pt) and d to be a vector of observed past prices such that d is 

(piP2- • -Pt)- If E[D] and yor[jD] are known, then the Mahalanobis distance 
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(which is a single value) is calculated as [29] [13]: 

Dis[d] = [d- E[D]fVar[D]-^[d - E[D] 

where Var[D]~^ is the standard inverse of yar[Z)] where yar[£)] is a non-

singular matrix. 

The distance Dis[d] has prior expectation r — rank{Var[D]) - for practi

cal purposes rank, r, is the dimension of Var[D] here . Then if an assumption 

is made that {P1P2... Pt) are multivariate normal such that Dis[D] has a chi-

squared distribution with r degrees of freedom. The discrepancy indicator is 

finally defined as a probability [29] [13]: 

P{Dis[D] < Dis[d] I Dis[D] - xl) 

This probability is the chance that Dis[D] is less than Dis[d\ assuming 

random fluctuation. A large probability indicates that Dis{d) is unlikely 

if the prior is precise, hence the expert will need to be concerned that his 

forecast is inconsistent with incoming data. 

Thresholds of 0.95 and 0.99 correspond to a formal statistical test that 

the data received so far match with the stated prior expertise, at the 5% and 

1% significance levels respectively. The 5% level implies there is a 1 in 20 

chance that the hypothesis of no difference is rejected when it is true; a 1% 

test implying a 1 in 100 chance the hypothesis of no difference is rejected 

when it is true. 

6.4 Detection of systematic error 

This diagnostic identifies systematic discrepancy in the same direction. This 

is to find whether observed prices are consistently above or below the prior 

specification. First, the standardized one step forecast errors are denoted £2, 

. . . , e„ where [29] [13]: 
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^Var,.,[P-

Ei^i[Pi] and V"ari_i[Pi] are the forecasted expectation and variance for Pj 

(assessed at time i - I) which have been updated using Bayes linear meth

ods to include information about observed prices Pi , . . . ,Pi-i and any other 

external information. 

The standardized cumulative sum of the standardized one step forecast 

errors is defined as [29] [13]: 

t 

Under some weak assumptions (and when the expertise stated is correct) Qt 

~ A'^(0,1). This means that the sequence Q2,Q3,- • • is expected to wander 

around zero. If a value of Qt reaches or passes a threshold, e.g., 2 (repre

senting 2 standard deviations), then it is possible that there are systematic, 

one-sided differences between the forecasts and the prices. 

For example, it is expected that only around 5% of the Qt values are 

outside the range (-2,2) given that the expertise is precise. Hence, if a Qt is 

recorded outwith (-2,2) it is advised that the expert reviews his forecasts to 

check if there is a bias on one side of the observed prices. 

Also, if the sequence of Q2,Q3 . . . is consistently above or below zero 

there is a concern that Qt is not following the A'̂ (0,1) distribution and in 

this situation it is recommended that the expert checks over his prior beliefs 

for forecasts which are persistently higher or lower than observed prices. 

The choice of variance estimate, a^, is based on first differences, and this 

method was chosen to minimize the influence of a systematic bias in the 

forecast. This is discussed further at the end of section 6.6. 
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6.5 Comparison of results using different util
ity functions 

Here, the difference in trading decisions and corresponding expected profit 

results are compared between using a risk neutral utility function and the 

trader's utility function which is typically risk averse. The risk averse utility 

is modelled by the exponential curve, 1 — e x p ( ^ ) , which was explained in 

an earlier chapter. In the special case where the trader chooses to use a risk 

neutral utility this diagnostic is obsolete. However, it is possible that the risk 

neutral trader will wish to compare the risk neutral decision making with a 

more conservative risk averse decision mechanism. 

The results from this sensitivity analysis include the consideration of the 

actual position (number of lots the trader is holding), actual balance, and 

the corresponding realizable profit. The outputs are: 

1. The difference between the lot sizes recommended on day i for two 

utility functions. 

2. The difference between the predicted expected profit at day n (the last 

day in the trading period) for the two utility curves. 

3. The differences in lot strategies over the remaining period for the two 

utility functions. 

When the risk factor, R, in the exponential function is large there will be 

little difference in the results since the portion of the utility curve in imple

mentation is very close to a risk neutral utility. There will be a difference if 

the exponential utility models a risk averse trader properly by using a small 

risk factor. 

The risk averse utility curve will trade more conservatively and have a 

smaller expected profit on day Ji than the risk neutral utility curve. Then, 
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the expert can look at how much profit is missed out on if the expertise is 

precise by taking a conservative approach. The expected variance of profit 

on day n for the risk neutral curve is wider than the risk averse curve - taking 

more risk by using the risk neutral curve increases the chances of a large loss. 

6.6 Bayes linear variance learning 

A prior variance, cr̂ , is assessed by the expert to form part of their price 

belief. This is a variance for a simple random walk, such that, 

Pt = Pt-i + Zu 

which has no trend. 

A variance update is for learning about the volatility of prices via a Bayes 

linear technique. There is a method for revising the estimate of a volatility 

and this revision is fed back to the expert. The new volatility is not fed back 

into the algorithm automatically - the expert will need to change his inputs 

himself if he feels that his variance estimate needs to be revised. 

To learn about variance Bayes linear methods are used. A simple way 

is to find an unbiased estimator of variance denoted from a sample of n 

prices and to combine this with the prior variance cr̂ . The updated variance 

denoted cr̂  is defined as follows [13]: 

-2 H 0-2 
m+n m+n 

m is a notional sample size used to place a value on the prior information 

a^. If m is a larger number than n then more weight is assigned to the prior 

belief than to the estimator cr̂ . This is similar to Credibility Theory which 

is used by actuaries to assess risks in the general insurance industry. In the 

algorithm m = 4 - this is the smallest practical value for the theory to hold. 

127 



When five prices arrive more weight is given to cr̂  than to and this weight 

increases with additional incoming prices such that the effect of on cr̂  

becomes negligible with time. 

As n —> oo, (T^ —> cr^ 

A small value of m is regarded as appropriate since there is an interest in 

quickly detecting whether the volatility of incoming prices is changing in 

comparison to cr̂ . 

To apply the above method a value for cr̂  is required. Now suppose that 

the price on day i follows a random walk such that [29], 

P = A/'i + 7 + ^ i , 

where /i,, is the expert's forecasted price for day z, Zi represents the random 

fluctuation with E\Z^=^ and Var[Zi] = cr̂ , and 7 represents possible sys

tematic bias. 7 will be zero unless the forecasted prices are systematically 

on one side of the observed prices. 

The estimate, cr̂ , is then found using first differences. Let = P — 

7 + Zi) and let Vi = Q,+i - Qi ior i = 1,... ,n - 1. Then E[Vi\ = 0 and 

V[Vi\ = .̂ The variance estimate is [29]: 

n - l 

2(n - 1) 

This estimate is robust in the situation where there is a undetected constant 

systematic bias 7. 

Confidence intervals for cr̂  can be calculated. However, these are often 

wide and unreliable, and hence they are not useful in practice. 

31̂ - = 7 + - (7 - Z,) = Z,:+, + Zi.E\yi\ = E[Zi+,] + E[Z,] = Q.V[Vi] = K[Z,+i] + 
V[Zi] = 2a''. 
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6.7 Example 

This example of diagnostic ou tpu t is taken f r o m a f i c t iona l pr ior belief about 

CSCE (Coffee Sugar Cocoa Exchange) coffee prices f r o m 03/01/2005 to 

30/03/2005. The price belief w i t h a two s tandard devia t ion confidence en

velope and actual prices (the blue line) for the example are shown in Figure 

6.1 . Figures tha t p lo t the diagnostics fo l low w i t h an explanat ion of interpre

t a t i o n and Table 6.1 w i t h the corresponding numerical da ta is also provided. 

I n Table 6 .1 , a la rming diagnostic ou tpu ts are indicated by bo ld values. 

Data: CSCE CoftM Pricts 03/01/2005 - 30/03nO05 

Day 

Expectations for prices, with 2SD envelope and aclual prices 

Figure 6.1: The price belief w i t h actual prices 

A large size r a t io is recorded i f the observed price is far away f r o m its 

forecast relative t o the forecasted variance. The f i r s t a la rming size ra t io is 

recorded at t ime three. W i t h fu r the r invest igat ion the l is ted price observed 

at t ime three was $98.5 and the forecast, £ ' 2 ( ^ 3 ] , was $101.92. There is an 

error here of magni tude $3.42 which is large considering t h a t the s tandard 
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devia t ion of da i ly price change is estimated at $1.30. Price at t ime two was 

$101.45, and i f a r andom walk w i t h no t rend is applied, then da i ly price 

change ~ A'̂ (Q, 1.3^). Then an observed price at t i m e three less than or equal 

to $98.5 has a p robab i l i ty of 0.02 ^. This means an unl ikely price (odds of 1 i n 

50) has been observed i f the pr ior belief is correct. A n y size ra t io larger than 

3.5 must be investigated w i t h re lat ion to the forecasting model and there are 

several a la rming recordings i n this example - see Figure 6.2. 

Data: C S C E CoHee Prices 03/01/2005 - 30/03/2005 

II. Il , „.l I. I. Il mI I 

10 20 30 

f),)y 

40 50 60 

Thresholds imply unusual and very unusual changes 

Data: C S C E CoHee Prices 03/01/2005 - 30/03/2005 

re o 
g 

i 5 J 

I S 

10 20 30 40 : 

031 

Thresholds imply unusual and very unusual changes 

m 

Figure 6.2: The size ra t io and Gamma-probab i l i ty diagnostics 

The Gamma-probab i l i ty diagnostic is derived f r o m the size ra t io , hence 

they b o t h flag the same potent ia l problem w i t h the forecasting model . The 

G a m m a ou tpu t is shown in Figure 6.2. A l a r m i n g probabi l i t ies happen at the 

same t ime as thresholds are passed i n the Size Ra t io diagnostic. 

The Discrepancy diagnostic records a value of 0.98 at t ime three. Th i s 

T(Price<(98.5-101.45)=-3.42)=0.02 
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Data: C S C E C o f f w Pr ices 03/01/2005 - 30/03/2005 

Day 

Thresholds impty unusual and very unusual changes 

Figure 6.3: The Discrepancy diagnostic 

indicates t h a t the Mahalanobis distance Dis[d] is large such t h a t there is 

98% chance Dis[D] is less t han Dis[d] i f forecasting is precise. Th i s means 

the Dis{d] recorded is unl ike ly i f the forecasts provided are correct. 

The Discrepancy indicator takes a l l past observed prices and past fore

casts in to consideration and this is the reason for the Discrepancy ou tpu t 

remaining above a la rming threshold values th roughout the process. The ob

served prices d ipped below the two s tandard devia t ion confidence envelope 

at t ime three and here lies evidence tha t the pr ior belief is inconsistent w i t h 

the actual prices. T h e Discrepancy p lo t is shown as Figure 6.3. 

The systematic error also flags at t i m e three. T h e value of -3.01 indicates 

t h a t there is a huge bias. The forecast for price, $101.92, is a lot higher than 

the observed price, $98.5, given the estimate of variance. Th i s d i s tu rb ing 

over bias on the top side of observed price continues u n t i l t ime eight and 
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Data: C S C E CoHee Pr ices 03/01/2005 - 30/03/2005 

J 3/ 

Cumulative one-step forecast errors for prices. Target is zero. 

Figure 6.4: Detect ion of systematic error 

the systematic error remains negative u n t i l t ime f o r t y three. I t is clear t ha t 

this diagnostic is not fluctuating around zero as desired. Th i s w i l l present 

a po in t of concern t o the forecaster and he should check tha t this bias - t o 

overestimate on one side of prices - is not a habi t inherent i n his forecasting 

technique. T h e graph presenting the detection of systematic error is shown 

as Figure 6.4. 

I t appears f r o m the variance learning diagnostic tha t the pr ior estimate, 

given by the flat line, of variance was too smal l . The v o l a t i l i t y i n the observed 

prices was higher t han expected. The pr ior s tandard devia t ion estimate 

for da i ly price change was $488.90 in price per lo t wh ich corresponds to 

a s tandard devia t ion of $1.30 in terms of the l is ted coffee price. However, 

experienced vo l a t i l i t y was over $600 per lo t ($1.60 i n terms of l isted price). I f 

a random walk w i t h a normal ly d i s t r ibu ted step is assumed this corresponds 
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Data: CSCE Coffee Prices 03/01/2005 - 30/03/2005 

I/) 

t 8 

Day 
Volatility estimate + prior + 3SD envelope 

Figure 6.5: Variance learning 

to 70% chance the da i ly price change was ± $ 1 . 6 0 rather than 70% chance 

the dai ly price change was ± $ 1 . 3 0 . 

The estimate of variance influences al l other diagnostic readings. I n this 

example the forecasted variance provided proved t o be t o small . The observed 

prices may have been a realistic distance f r o m expected prices i f the v o l a t i l i t y 

estimate was more closely in line w i t h the vo l a t i l i t y of the observed prices. 

Variance is very d i f f i cu l t t o estimate and hence a close watch w i l l be kept on 

the variance learning t o combine this w i t h the other diagnostic readings. To 

rea f f i rm, i f the variance estimate is too small , i t is more l ikely t ha t diagnostics 

w i l l pass thresholds quickly. However, i f the variance estimate is too large the 

diagnostics w i l l present no a larm signals since a large distance between the 

observed price and its corresponding forecast w i l l be expected. The variance 

learning p lo t is shown as Figure 6.5. 

133 



Data: C S C E Coffee Prices 03/01/2006 - 30/03/2006 Data: C S C E Coffee Prices 03/01/2005 - 30/03/2005 

I I I I I I 

20 60 100 180 260 

loss/gain in 000 s $ 

Utility function 

Data: C S C E Coffee Prices 03/01/2005 - 30/03/2005 

•10 

T 1 r 
0 10 20 30 

Cay 
Small values imply little difference for utility functions 

- r 
50 
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- 8 

s S 

Difference In results for two utility functions 

Data: C S C E Coffee Prices 03/01/2005 - 30/03/2005 

Small values imply little difference for utility functions 

Figure 6.6: Sensi t ivi ty to the u t i l i t y f u n c t i o n 
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There is a b ig difference in the lo t buy and sell strategy i f a risk neutra l 

u t i l i t y f u n c t i o n is used instead of the risk averse exponential u t i l i t y func t ion . 

The risk neutra l investor takes on addi t iona l risk by ho ld ing a larger posi t ion 

than the risk averse investor. The top r igh t -hand graph i n Figure 6.6 shows 

the o p p o r t u n i t y for p ro f i t t h a t is lost - i f the price forecasting is precise - by 

being more conservative t h a n the r isk neut ra l curve. The top le f t -hand chart 

i n Figure 6.6 shows the exponent ia l u t i l i t y curve and the b o t t o m r ight -hand 

chart shows the difference i n lot decisions between the two u t i l i t y curves. 
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Table 6.1: CSCE coffee example:diagnostic results 
Time Listed Prices E , ( P , . , , ) Size Ratio Giimnia Discrepancy Systematic Error V a r i a i K ^ e Lcaniiug 

1 103.1 103.56 0.00 0.000 0.00 0.00 488.9 
2 101.45 101.92 2.63 0.896 0.73 -1.62 513.1 
3 98.5 99.00 6.95 0.992 0.98 -3.01 615.0 
4 96.8 97.32 2.88 0.911 0.99 -3.44 601.6 
5 96.25 96.78 0.68 0.594 0.98 -3.39 564.0 
6 95.6 96.14 0.83 0.640 0.97 -3.44 537.6 
7 95.65 96.20 0.14 0.299 0.95 -3.29 509.0 
8 98.85 99.37 4.18 0.960 0.98 -2.28 533.6 
9 101.1 101.61 1.77 0.819 0.98 -1.66 528.6 
10 100.1 100.62 1.35 0.757 0.98 -1.95 518.6 
11 104.4 104.89 8.48 0.996 1.00 -0.93 570.4 
12 104.1 104.59 0.37 0.459 1.00 -1.07 552.9 
13 102 102.52 3.99 0.955 1.00 -1.60 561.6 
14 103.25 103.76 0.32 0.432 1.00 -1.38 546.9 
15 104.65 105.15 0.47 0.511 1.00 -1.15 534.5 
16 105.75 106.25 0.21 0.359 1.00 -0.99 521.5 
17 105.1 105.61 0.78 0.626 1.00 -1.18 512.4 
18 103.2 103.73 3.44 0.937 1.00 -1.59 518.3 
19 105.3 105.82 1.46 0.776 1.00 -1.26 514.8 
20 105.35 105.87 0.13 0.284 1.00 -1.31 503.9 
21 105.8 106.32 0.00 0.045 0.99 -1.29 493.2 
22 104.9 105.44 1.20 0.730 0.99 -1.50 488.5 
23 105.3 105.84 0.01 0.085 0.99 -1.49 479.0 
24 110.5 110.99 12.93 1.000 1.00 -0.71 529.0 
25 112.75 113.22 1.85 0.828 1.00 -0.41 527.2 
26 111.7 112.19 1.37 0.762 1.00 -0.64 523.2 
27 112.45 112.93 0.04 0.165 1.00 -0.59 514.6 
28 113.85 114.32 0.50 0.525 1.00 -0.44 508.2 
29 113.45 113.93 0.45 0.504 1.00 -0.56 501.8 
30 112.4 112.90 1.40 0.766 1.00 -0.77 499.0 
31 117.8 118.24 14.29 1.000 1.00 -0.07 540.7 
32 116.85 117.31 1.16 0.721 1.00 -0.26 536.6 
33 117.05 117.51 0.04 0.163 1.00 -0.29 529.2 
34 118.05 118.51 0.17 0.326 1.00 -0.21 522.5 
35 115.1 115.60 6.91 0.992 1.00 -0.66 536.0 
36 121.55 121.98 21.09 1.000 1.00 0.13 587.3 
37 119.2 119.66 4.59 0.968 1.00 -0.23 591.7 
38 115.25 115.76 11.58 0.999 1.00 -0.79 012.3 
39 119.15 119.62 6.83 0.991 1.00 -0.36 621.2 
40 119.05 119.53 0.19 0.346 1.00 -0.42 614.3 
41 119.35 119.83 0.02 0.113 1.00 -0.44 607.3 
42 120.9 121.37 0.68 0.595 1.00 -0.30 602.1 
43 121.85 122.31 0.14 0.296 1.00 -0.24 595.8 
44 128 128.39 19.29 1.000 1.00 0.43 629.3 
45 130.65 131.01 3.05 0.921 1.00 0.69 628.3 
46 129.5 129.88 1.35 0.759 1.00 0.51 624.8 
47 135.75 136.05 20.57 1.000 1.00 1.17 655.6 
48 134.45 134.77 1.52 0.786 1.00 0.98 652.4 
49 132.5 132.85 3.07 0.922 1.00 0.72 652.1 
50 135 135.32 2.76 0.905 1.00 0.95 050.2 
51 134.6 134.93 0.31 0.428 1.00 0.86 044.9 
52 135.1 135.43 0.02 0.108 1.00 0.87 639.0 
53 131.6 131.98 8.75 0.997 1.00 0.45 648.6 
54 130.65 131.05 1.06 0.702 1.00 0.30 644.8 
55 131.35 131.75 0.05 0.186 1.00 0.33 639.3 
56 125.25 125.75 25.24 1.000 1.00 -0.35 673.0 
57 120.9 121.48 14.07 1.000 1.00 -0.85 687.4 
58 122.35 122.91 0.45 0.506 1.00 -0.75 682.6 
59 122.05 122.63 0.45 0.503 1.00 -0.83 677.5 
60 125 NA N A NA NA NA NA 
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Chapter 7 

Interactions and piloting wi th 
traders 

Several pi lots of the a lgor i thm and the p ro to type t o o l were undertaken w i t h 

real c o m m o d i t y traders f r o m a var ie ty of sectors. Overal l , the feedback was 

posit ive, even i n si tuations where a loss was realized owing t o pr ior beliefs 

wh ich tu rned out not t o be consistent w i t h the data. This was because the 

t o o l made substantial prof i ts when the pr ior was accurate and showed the 

ab i l i t y to con t ro l risk i n sensible way. T h e diagnostics warned the traders 

f r o m an early stage i f the i r beliefs d i d not ma tch w i t h observed market prices. 

T w o of these t r ia ls are discussed i n the fo l lowing sections. 

To bu i ld a successful software decision t o o l for traders i t is necessary to 

interact w i t h traders t o find out the i r requirements for this type of applica

t i o n . There are many questions t h a t need t o be answered by the experts to 

help make plans for the software specifications. Some of the considerations 

t h a t need i n p u t f r o m the experts are discussed in this chapter. 
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7.1 User requirements 
7.1.1 Screen displays 

To design a too l for a trader i t is necessary to base i t on m i n i m i z i n g the 

number of clicks of the mouse i t takes to complete each task. This is because 

traders work i n a fast paced environment and have no t ime t o waste. 

A typ ica l trader watches and trades on more t han one commodi ty market . 

Th i s means tha t i t is essential t o have a software p roduc t where i t is easy to 

swi tch between projects . 

W h e n changes need to be made - for example, upda t ing a price belief -

th is needs t o be simple for the t rader and take a m i n i m a l amount of t ime to 

complete. 

A l t h o u g h many traders have four screens at their works ta t ion , i t is neces

sary to design the software so t h a t i t is easy to use on one screen only. Th i s 

is because the trader has several packages runn ing at any one t ime. 

7.1.2 Option trading 

Traders also trade in Opt ions as wel l as Futures. Opt ions are contracts t ha t 

present the o p p o r t u n i t y to l i m i t losses w i t h potent ia l for u n l i m i t e d prof i t s , 

or to l i m i t p rof i t s w i t h the risk of u n l i m i t e d losses [15 . 

The O p t i o n buyer has the r igh t to in i t i a t e delivery at any t ime whi le 

the seller has the obl iga t ion to meet the buyers choice at this t ime ( W i t h 

European Opt ions the buyer can only in i t i a t e delivery at the expi ra t ion of 

the contract) [15]. A n i n depth de f in i t ion of Opt ions can be found i n [15] 

and [4 . 

A d d i n g an O p t i o n T rad ing decision mak ing func t i ona l i t y w i l l make Trade-

A B L E more useful. Th i s w f l l be s t ra igh t fo rward to implement . However, i t 

is s t i l l an area for f u r t h e r investigation. 
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7.1.3 Transaction costs 

A solut ion for handl ing t ransact ion costs in to the decision rule is not available 

yet. I t is i m p o r t a n t to be aware of the impact of t ransact ion costs as they 

take a bi te i n to prof i t s , and hence they cannot be ignored. 

Margin requirements 

W h e n a t rader takes on a posi t ion, he puts down a marg in . A marg in is l ike 

a hold ing deposit - t yp ica l ly between 5-20% of the t o t a l cost of the posi t ion. 

For example, 100 lots bought at $1 w i t h a 5% marg in w i h mean p u t t i n g down 

a deposit of $5. 

The trader is required to cover the marg in and any realizable losses in 

curred. So, for example, i f you bought 100 lots bought at $1 w i t h a 5% 

marg in and tomor row the value of the lots dropped to $0.90 then hold ing the 

lots now means p u t t i n g down an ex t ra $10 on top of the i n i t i a l $5 payment. 

The marg in is hke a good f a i t h deposit and i t w i l l be re turned to the 

trader, less any losses, when he closes down his posi t ion. Nevertheless, the 

interest payment or o p p o r t u n i t y cost of the capi ta l costs the t rader money. 

Brokerage costs 

To buy and sell commodit ies a t ransact ion fee is pa id to the broker. Th i s 

is normal ly i n the f o r m of a bid-ask spread. The buy ing price is typ ica l ly 

more than the selling price and the difference goes t o the brokers and t o 

the market exchange as a t ransact ion fee. Dif ferent markets have dif ferent 

t ransact ion costs and di f ferent t r ad ing companies negotiate di f ferent fees. 

Also, the bid-ask spread is variable. 
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7.1.4 Price feeds 

The software must have the op t ion t o be connected t o a live feed. Prices 

need to be available t o the user w i t h i n the package rather than have the user 

refer to another t o o l t o find the price to enter in to T r a d e A B L E manually. 

Nevertheless, some traders w i l l need to enter prices manual ly when a live da ta 

feed is unavailable, so a manual price en t ry op t ion must also be available. 

Several companies act as d is t r ibutors of price data on behalf of t r ad ing 

markets. The market exchanges w i l l also provide prices d i rec t ly by them

selves. Each company w i l l have a s l ight ly dif ferent protocol for their cus

tomers to pick up the da ta stream onto their computer . I t is sensible to let 

the trader configure the set up to retrieve the da ta himself, for example, by 

prov id ing a t ex t box where he can enter the h t t p address to locate the price 

feed. 

The rate at wh ich the da ta feed is sampled, for example, every 15 sec

onds,every 30 seconds, or every minute can also be configured by the user. 

Sometimes there are anomalies i n the da ta feeds. A "spike" or a bad 

price may come th rough . Also, there w i l l be periods where the price feed is 

unavailable owing t o technical faul ts . Mos t traders have experience to handle 

this . 

7.1.5 IVIarket contract specifics 

There are many different market contracts available to trade. I t is not pos

sible to allow for al l of these i n the too l . Also , the contract specifications are 

subject t o change, and hence details w i l l need t o updated regularly. 

Marke t specifications include i n f o r m a t i o n about the contract inc luding: 

• Price quo ta t ion (price quoted on publ icat ions - l isted price) 
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• Contract size (quan t i ty i n one lo t ) 

• M i n i m u m price movement 

• Contrac t months (e.g. Cocoa May 07 w i l l be delivered at the end of 

May 07) 

• Del ivery/se t t lement terms 

The t o o l w i l l have a conf lgura t ion file where the user can enter some of 

the more impor t an t details w h i c h are necessary for the too l to work. For 

example, the conversion factor between the price quo ta t ion and the price for 

one lot is essential. 

7.2 Trial with a large utility company 
7.2.1 The prior belief 

T h e traders forecasted tha t U K Power W i n t e r 06 closing prices wou ld rise 

l inearly f r o m £ 6 0 . 1 5 / M W h to £ 6 3 / M W h over the 15 day t r ad ing per iod 

f r o m 15/2 /06 to 7 /3 /06 . The r andom walk model was assumed. 

The vo l a t i l i t y estimate, cr^=1.188, was derived f r o m his tor ical prices. 

However, this was overestimated by a factor of two. Th i s is because i t was 

believed tha t the f o r m u l a for the vo l a t i l i t y estimate was: 

i n - I ) ' 

instead of the correct estimate w h i c h is [29]: 

^2 ^ i : r = 7 ( ^ « - f i - p^)' 
2 ( n - l ) 

Th i s was not picked up as a mistake u n t i l a date af ter this t r i a l and this was 

an impor t an t lesson learned. 
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Here was set t o 11.015 t o correspond to a confidence of around 6 on 

the ruler (on a scale of 1 to 10 where 10 is very conf ident) . The t r i a l began 

w i t h the price belief shown i n Figure 7.1 w i t h the actual prices shown i n 

blue. 

Data: UK Power Bas« Load Wintar 06 IS/2/2006-21/2/2006 

Expectations tor prices, witti 2SD envelope and actual prices 

Figure 7.1: T h e i n i t i a l price belief w i t h actual prices 

O n the 22 /2 /06 the traders upda ted their pr ior beliefs. T h e actual closing 

price on 21 /2 /06 was i ' 6 4 . 0 5 / M W h , and here the traders expressed tha t they 

believed closing price w o u l d fa l l l inear ly f r o m i ^ 6 4 . 0 5 / M W h on 22 /2 /06 to 

a target of i ^ 6 3 / M W h on 7 /3 /06 . Here the vo l a t i l i t y estimate was s t i l l the 

same ((7^=1.188). The confidence was adjusted t o cr̂  = 6.6 since there were 

fewer t rad ing days le f t , and hence less uncer ta inty about the final price on 

7 /3 /06. The updated price belief is shown w i t h actual prices i n Figure 7.2. 
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Data: UK Power B a s e Load Winter 06 22/2/2006-7/3/2006 

Expectations for prices, with 2SD envelope and actual prtces 

Figure 7.2: T h e updated price belief w i t h actual prices 

7.2.2 Utility function 

The u t i l i t y f u n c t i o n used t o model the t r ad ing risk behaviour was 1—exp(—X/721348). 

The risk factor , R, of 721348 was derived f r o m (see section 4.4): 

1 — exp{—M aximumLoss / R) = — 1 

where the m a x i m u m loss was specified at i^500,000 by the traders. 

7.2.3 Other parameters 

I n the u t i f i t y f unc t ion section i t is stated tha t the traders expressed a max

i m u m loss of £ 5 0 0 , 0 0 0 which is t rue . However, the m a x i m u m loss i npu t 

used to derive R was £ 1 , 0 0 0 , 0 0 0 wh ich has the effect of increasing the r isk 

tolerance proper ty of the u t i l i t y curve. 

The fac i l i t a tor chose t o do this , since the extreme price l i m i t s used at the 

t ime of the t r i a l were very conservative to avoid the m a x i m u m loss. I t was 
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observed tha t the traders d i d not exh ib i t the same level of risk aversion as 

the too l . This is one of the reasons w h y i t was decided to move t o dynamic 

price l i m i t s to constrain t r ad ing to ensure t h a t losses do not pass a m a x i m u m 

acceptable level. 

I n th is section, the t r i a l ran w i t h only the static extreme price l i m i t s 

func t iona l i t y i n place w i t h the lower price l i m i t set at £ 5 5 and the upper 

price l i m i t set at £70, and the m a x i m u m loss i npu t remains at £ 1 , 0 0 0 , 0 0 0 . 

The cap on lots (the most t ha t can be bought or sold on one day) was 50. 

The s ta r t ing stock was 30 lots, the s ta r t ing balance was - £ 8 , 5 3 7 , 6 3 1 , and 

the s ta r t ing realizable p r o f i t at pi was - £ 3 8 7 , 3 6 9 . O f course, when the price 

belief was updated, checks were made to ensure tha t the posi t ion, balance, 

and p r o f i t were carried fo rward correctly. 

The contract t raded was U K Baseload Power W i n t e r 06. The conversion 

factor between listed price and lo t prices was given by the traders as 4760. 

The faci l i ta tors relied on this conversion rate since the contract specification 

is not readily available i n the publ ic domain . I n a fu r the r t r i a l , the trader 

changed the specification of the conversion factor to l O M w * 26 weeks* 7 days* 

24 hours = 43680 M W h per lot . Here, the conversion factor is kept at 4760. 

However, i n a real case scenario i t is essential t o make sure this conversion is 

correct as i t is obviously i m p o r t a n t for balance and p ro f i t calculations and -

more i m p o r t a n t l y - to contro l exposure to r isk by recommending a magni tude 

of lots to buy or sell. 

7.2.4 Analysis of diagnostics 

T h e numerical diagnostic results are presented i n Table 7.2 at the end of this 

section. 
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Size ratio and Gamma-probability 

The size ratio and gamma probability plots are shown in Figure 7.3. 

It is obvious on day 1 and day 2 that there is something wrong with 

the forecast model. The estimate for price on day 1 was 60.15 (the same 

as the price on day 0). However, the observed price, pi, was 62.50 - a 2.35 

difference. This does not matter greatly as it is the forecasted prices for days 

2 . . . n that are of most importance since the first decision is made at the 

observed price, p i , of 62.50. 

On day 2, the size ratio diagnostic records a very high value at 7.23. The 

corresponding gamma probability shows that the approximate probability of 

observing such a size ratio, given that expertise is precise, is 0.007. 

£'1(^2] was 62.64 and the actual price observed on day 2, p2, was 59.75 

- a discrepancy of 2.89. This is a poor forecast given that the assessed 

volatility is in the region of SDt[Pt+i]=l-08. This price movement wiped out 

approximately i^380,000 of profit. 

Also, on day 5, the size ratio is high at 5.90. The forecasted price for 

day 5 on day 4, i?4[P5] was 61.44, but was observed at 64.05. Since P4 

was 61.25 the tool was lucky that the current position was long and made 

i^480,000. A trader can also make profits by chance under a poor forecasting 

model. 

Discrepancy 

On the first five days the discrepancy probabilities are very large. This 

indicates that the observed prices pi . . . P5 do not match their predicted 

values. The expert would definitely be advised to investigate the mismatch, 

and if appropriate, change his price beliefs accordingly. The discrepancy 

probability is shown in Figure 7.4. 
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Data: UK Power BaseLoad Winler 06 16/2-7/3/2006 Dala: UK Power BaseLoad Winter 06 15/2-7/3(2006 

Day 

Threstiolds imply unusual and very unusual changes 

- r 
10 

Thresholds imply unusual and very unusual changes 

Figure 7.3: Size ratio and Gamma probability 

After the price belief is updated (after day 6) the diagnostic values appear 

to be more reasonable. Here, there is no cause to be concerned about the 

forecast model owing to the discrepancy probability readings. 

Systematic error 

The majority of the cumulative one step forecast errors (plotted in Figure 

7.5) lie below zero. This would not happen if the forecasting model was 

precise since the systematic error is supposed to wander around 0. It is clear 

from this diagnostic that the forecasts for price are consistently above the 

observed prices. 

Variance learning 

The volatihty estimate drops over time. This is weak evidence that the 

volatility estimate for the UK Power market was incorrect (overestimated) at 

the start of the trial. Since it is known that the calculation to estimate 

using historical data was calculated incorrectly by factor of two this is not a 
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Data: UK Power BaseLoad Winter 06 15/2/2006-7/3/2006 

S » 

Day 
Thresholds impty unusual and very unusual changes 

Figure 7.4: Discrepancy 

Data: UK Power BaseLoad Winter 06 15/2/2006-7/3/2006 

Day 
Cumulative one-step forecast errors for prices. Target is zero. 

Figure 7.5: Systematic error 
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surprise. View the variance learning diagnostic plot in Figure 7.6. 

Data: UK Power Base Load Winter 06 15/2/2006-7/3/2006 

Day 
Volatility estimate + prior + 3SD envelope 

Figure 7.6: Variance learning 

7.2.5 Comparison of trading decisions 

The traders from the large utility company told the facilitators of the trial 

their trading decisions at every closing price for the fifteen days. They did 

not have access to TradeABLE's decisions. This was so that TradeABLE 

could be compared with actual traders in a meaningful way. 

Every day the actual traders were prompted to communicate their de

cision. They were also asked if they were still comfortable with their price 

beliefs, and if not, they told the facilitators their revised prior. 

The differences in trading decisions are plotted in Figure 7.7 and the 

differences in realizable profit are plotted in Figure 7.8. 

As discussed before, the profit made from the fiuctuation of price between 
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Table 7.1: Power tria : TradeABLE's results 
T i m e P r i c e E t [ P t + i ] S D t [ P t + i ] P o s i t i o n C h a n g e i n s t o c k R e a l i z a b l e P r o f i t 

1 62 .50 62 .64 1.08 29 - 1 387369 
2 59.75 59 .97 1.08 43 14 7759 
3 60.35 60 .56 1.07 40 -3 130567 
4 61.25 61 .44 1.07 36 -4 301927 
5 64.05 64 .16 1.07 21 -15 781735 
6 63 .50 6 3 . 4 1 1.06 -20 - 4 1 726747 
7 61 .50 61 .50 1.06 0 20 917147 
8 61.45 61 .45 1.06 1 1 917147 
9 59.85 59 .94 1.06 17 16 909531 
10 58.95 59 .10 1.06 26 9 836703 
11 59.85 59.95 1.06 18 -8 948087 
12 60 60 .10 1.05 16 -2 960939 
13 59.60 59.73 1.05 19 3 930475 
14 59.95 60 .07 1.05 17 -2 962129 
15 60.40 N A N A 0 -17 998543 

Table 7.2: Power trial: TradeABLE's diagnostic results 
T i m e Size R a t i o G a m m a Disc repancy Sys temat ic E r r o r Var iance L e a r n i n g ( S D ) 

1 4.77 0.972 0.97 0.00 1.09 
2 7.23 0.993 1.00 -2.69 1.50 
3 0.13 0.287 0.99 -1.65 1.28 
4 0.41 0.491 0.99 -0.98 1.17 
5 5.90 0.986 1.00 0.37 1.28 
6 0.27 0.414 0.39 0.00 1.09 
7 3.22 0.932 0.82 -1.79 1.18 
8 0.00 0.046 0.68 -1.30 1.03 
9 2.28 0.878 0.78 -1.94 1.04 
10 0.87 0.670 0.75 -2.14 0.98 
11 0.50 0.547 0.69 -1.60 0.96 
12 0.00 0.045 0.59 -1.44 0.91 
13 0.22 0.394 0.50 -1 .51 0.87 
14 0.04 0.188 0.41 -1.34 0.84 
15 N A N A N A N A N A 
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day 4 and day 5 is luck rather than profiting from an exceUent forecasting 

model. The actual traders also benefit from this particular price movement. 

In this trial, the tool makes more profit with less exposure to risk. Trade-

ABLE's profit on day 15 was £998,543 which is larger than the actual trader's 

profit of £599,189. The highest position that the tool held was 43 lots in com

parison to the trader's highest position of 70. Although the traders carried 

more risk on average they still did not make as much profit as the tool. 

Comparison of TradeABLE's Trading 
Decisions with Actual Trader's Decisions 

80 

I 60 

1 40 

£ o 20 
= o 

o -20 
Q. 

-40 
1 2 3 4 5 7 8 9 10 11 12 13 14 15 

Days 
TradeABLE's Position -^Actual Trader's Position 

Figure 7.7: Comparison of trading decisions 
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Comparison of TradeABLE's profit with 
Actual Trader's Profit 
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Figure 7.8: Comparison of trading profits 

Table 7.3: Power trial: Comparing an actual trader's results with Trade-
ABLE's results 

:'\ct ual IVai er T r a d e A B L E 
Time Price Position Cliaiige in stock Realizable Profit Po>ll il ill Change in stock Realizable Profit 

1 62.50 30 0 :is7:!()<) •_") -1 387369 
2 59.75 30 0 -5331 43 14 7759 
3 60.35 30 0 80349 40 -3 130567 
4 61.25 30 0 208869 36 -4 301927 
5 64.05 10 -20 608709 21 -15 781735 
6 63.50 10 0 582529 -20 -41 726747 
7 61.50 20 10 487329 0 20 917147 
8 61.45 20 0 482569 1 1 917147 
9 59.85 40 20 330249 17 16 909531 
10 58.95 60 20 158889 26 9 836703 
11 59.85 70 10 415929 18 -8 948087 
12 60 70 0 465909 16 -2 960939 
13 59.60 70 0 332629 19 3 930475 
14 59,95 70 0 449249 17 -2 962129 
15 60,40 0 -70 599189 0 -17 998.543 
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7.3 Trial with a sugar broker 

7.3.1 The prior belief 

The experts believed that closing prices would rise linearly from 17.85 cent/lb 

to 20 cents/lb over the 14 day trading period from 13 /2 /2006 to 3 /3 /2006 . 

The assertion of a random walk around expected prices was assumed although 

this was not explicitly stated. 

Normally cr̂  is deduced from a combination of: 

1. the experts' confidence on a scale of one to ten about their expectation 

of the price on the final day of the trading period , and 

2. the experts' initial estimate of cr̂ . 

The experts chose to increase the size of the cr̂  that was fed back to them. A 

new volatility estimate (J^=0.4 was then derived from the experts confidence 

envelope around their expectation of price on 3 / 3 /2006 (20 ± 1.93 cents with 

around 70% confidence) to fit in with the random walk forecasting model. 

This was flagged internally as inappropriate by an email on 9 / 2 /2006 - but 

no corrective changes were made, and cr̂  are linked through the random 

walk component of the model and if and cr̂  are not compatible then the 

model is wrong not and a .̂ It is incorrect to manipulate and to 

satisfy implicit requirements. 

Although there was an error in the elicitation process, the trial went ahead 

with the prior belief shown in Figure 7.9 - alongside the actual prices plotted 

in blue. 
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Data: Sugar Pricas 13/2/2006 - 3/3A006 

Expectations fof prices, with 2SD envelope and actual prices 

Figure 7.9: The Price Belief with Actual Prices 

7.3.2 Utility function 

The utility function used to model the trading risk behaviour was 1—exp(—X/721348). 

The risk factor, R, of 721348 was derived from (see section 4.4): 

1 — exp{—Maximum Loss/R) = —1 

where the maximum loss was specified at $500,000 by the traders. 

A concern was expressed via an email on 8/2/2006 that this was a poor 

representation of the risk attitude of the traders since it was not based on 

any risk-reward related questions. An exponential utility with risk factor 

721348 is very close to a risk neutral utility function relative to the money 

the traders were dealing with. In a previous trial, an expert on utility theory 

elicited the same company's risk factor for an exponential curve at around 

50000 to 100000, yet this information was ignored. No actions were taken 
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and the risk factor of 721348 was chosen. 

7.3.3 Other parameters 

In this example of the trial the cap on lots (the most that can be bought 

or sold) in one day is set at 50, the starting stock is 118 lots, the balance is 

-$2,426,682 and the carried forward profit is $0. 

The extreme price limits were specified as (15,35). However, the dynamic 

price Hmits (caution level two) are used to protect against the maximum loss 

in the results given here. 

The contract traded is New York Sugar No. 11. The conversion factor 

between listed prices (cents/lb) and lot prices ($ /112,0001bs) is 1120. 

7.3.4 Analysis of diagnostics 

The numerical diagnostic results are presented in Table 7.5. 

Size ratio and Gamma probability 

The forecast E'gfFio] was poor - the prediction for price on day 10 was 18.01 

cents; however, the observed price was 16.74 cents. This is an error of -1.27 

cents. The size of the price drop from day 9 (17.8 cents) to day 10 (16.74 

cents) was a big change for this sugar market given the volatility estimate. 

This problem was highlighted by the Size Ratio (4.14) and its corresponding 

Gamma-probability (0.96) on day 10. The approximate probability of expe

riencing a size ratio of magnitude greater than or equal to 4.14, given that 

the forecast model is precise, is 0.04. 

10 out of the 13 size ratios recorded are less than the expected size ratio 

of magnitude 1. This feels peculiar and could indicate that the volatility 

estimate is too large. The size ratio and Gamma probabilities are shown as 

Figure 7.10. 
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Data: Sugar Prices 13/2/2006 - 3/3/2006 Data; Sugar Prices 13/2/2006 - 3/3/2006 

= s i ° 

Thresholds Imply unusual and very unusual changes 

6 8 10 12 14 

Day 

Thresholds Impty unusual and very unusual changes 

Figure 7.10: Size ratio and Gamma probability 
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Discrepancy 

None of the Discrepancy probabilities are greater than 0.39, and there are 

several very small Discrepancy values. Here lies evidence that there is an 

inadequacy in the forecasting model as some larger probability values are 

expected. The Discrepancy indicator is shown in Figure 7.11. 

Data: Sugar PriCM 13/2/2006 - M/2006 

Ttiresholds imply unusual and vefy unusual changes 

Figure 7.11: Discrepancy 

Detection of systematic error 

There is a sequence of diagnostic values that are below zero. Since this 

indicator is expected to follow iV(0,1) it will wander around zero when the 

forecasting model is good. Here, every value is negative and this means 

that the forecast for price was consistently above the observed prices. When 

this indicator records a value outside (-1,1) a warning will be flagged to the 

forecaster. This happens at trading day 10. This indicator provides quite 
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strong evidence that the forecasting model was inaccurate. Figure 7.12 shows 

a plot of the Systematic Error. 

Dala: Sugar Pilcaa 130/2006 - 3I3I20M 

Day 
Cumulative one-step forecast errors for prices Target Is zero 

Figure 7.12: Detection of systematic error 

Variance learning 

The experienced volatility of observed price is significantly smaller than the 

prior volatility estimate. Nevertheless, the experts expressed that they felt 

their variance estimate was good. The variance learning is shown as Fig

ure 7.13. A confidence envelope around the volatility estimate is provided. 

However, a reliable interpretation can not be derived from it. 

Conclusion 

There is quite strong evidence to suggest that the forecast for prices were 

biased on the upper side of observed prices. It is felt that the main inadequacy 

157 



Dala: Sugar Prices 13/2«006 - 3/3/2006 

Volatility estimate + prior + 3SD envelope 

Figure 7.13: Variance learning 

in the prediction model was that it consistently overestimated price. Also, 

the volatility estimate may have been too large. 

There were important lessons learned in the elicitation of information 

from the experts. The prior belief must not be perverted to suit the assump

tion of the random walk. Also, if the tool is to control risk successfully more 

care needs to be taken to model the trader's risk attitude via the utility func

tion. The decisions output by the tool in this example were based on a high 

risk strategy which may have been impractical for the trader. The results 

vary dramatically with the choice of risk level. 

7.3.5 Comparison of trading decisions 

The traders supplied their decisions without seeing the results from the tool. 

Overall, they made a loss of $185,427. The objective supplied was to close 

158 



Table 7.4: Sugar trial: TradeABLE's results 
T i m e P r i c e Et[Pt+i] S D 4 P , + i ] P o s i t i o n C h a n g e i n s t o c k Rea l i s ab l e P r o f i t 

1 17.91 18.07 0.62 168 50 0.0 
2 17.9 18.07 0.62 218 50 -1881 .6 
3 18.12 18.29 0.62 268 50 51833.6 
4 17.63 17.81 0.62 318 50 -95244 .8 
5 17.59 17.78 0.62 314 -4 -109491 .2 
6 17.82 18.01 0.62 364 50 -28604.8 
7 18 .41 18.59 0.62 327 -37 211926.4 
8 17.64 17.85 0.62 300 -27 -70078.4 
9 17.8 18.01 0.62 250 -50 -16318.4 
10 16.74 16.99 0.62 200 -50 -313118 .4 
11 17.12 17.36 0.62 150 -50 -227998 .4 
12 16.79 17.05 0.62 100 -50 -283438.4 
13 16.88 17.15 0.62 50 -50 -273358.4 
14 17.23 N A N A 0 -50 -253758.4 

with a position of 0. The traders closed with a long position and hence it is 

not meaningful to compare the actual trading versus the algorithm. 
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Table 7.5: Sugar trial: TradeABLE's diagnostic results 
T i m e Size R a t i o Disc repancy G a m m a Sys temat ic E r r o r Var iance L e a r n i n g ( S D ) 

1 0.01 0.08 0.082 0.00 0.63 
2 0.08 0.04 0.229 -0.28 0.52 
3 0.01 0.01 0.071 -0.14 0.48 
4 1.11 0.12 0.716 -0.72 0.49 
5 0.13 0.07 0.292 -0.80 0.46 
6 0.00 0.03 0.055 -0.69 0.44 
7 0.41 0.03 0.491 -0.37 0.43 
8 2.31 0.15 0.877 -0.92 0.46 
9 0.01 0.09 0.065 -0.88 0.44 
10 4.14 0.39 0.960 -1 .51 0.49 
11 0.05 0.31 0.179 -1.37 0.47 
12 0.85 0.31 0.655 -1.58 0.46 
13 0.08 0.24 0.232 -1.59 0.45 
14 N A N A N A N A N A 
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Chapter 8 

Sensitivity analysis of the 
algorithms 
An application of design of 
experiments 

T h e object ive of the design of experiments is: 

1. To understand how the algori thms work. 

2. To provide i n f o r m a t i o n on the performance of the too l t h a t the L a y m a n 

can understand. Th i s is of value for marke t ing the t o o l and for t r a in ing 

staff at Energy Scitech L t d 

3. To f i n d anomalies. 

8.1 Design of the experiment 

T h e design of experiments w i l l provide i n f o r m a t i o n on how sensitive the 

a lgo r i thm ou tpu t s are t o a number of vary ing factors. The o u t p u t t h a t is of 

m a i n interest is the realizable p r o f i t - i n th is case, on the 60*'* day of a 60 day 

per iod . A t the p lanning stage, one must consider which factors w i l l be varied 

and to wha t levels, the required cornput ing processing t ime , how to derive 
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Table 8.1: A table i l l u s t r a t ing the combinations of factors used i n the design 
Pr ior a2 U ( M ) = - 1 U ( M ) = - 1 0 U ( M ) = - 1 0 0 

F la t 

L o w 
Low 

Low 

Fla t 

L o w 
Low 

High 
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Low 
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L o w 
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Low 
Downward T rend 

H i g h 
Low 

High 

Downward T rend 

H i g h 
High 

Low 

Downward T rend 

H i g h 
High 

High 

the price series which w i l l be r u n th rough the model , which results w i l l be 

stored, and any error handl ing wh ich is required i n the execution program. 

T h e plan involves car ry ing out a 3 x 2 x 2 x 2 x 3 factor experiment. A t 

each combina t ion of factors 100 price series are s imulated t o represent actual 

market prices. Table 8.1 shows the design g r id plan. 

72 design points x 100 simulated price sets = 7,200 runs ~ 10 hours C P U 

t ime . I f more simulations are added to each design po in t this w i l l improve 

the experiment and the test ing can easily be extended in this way; however. 
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100 price sets per combina t ion of factors is sufficient . 

T h e 7,200 price series required are generated as random walks tha t emu

late o i l prices , where each price is the preceding price plus a pseudo random 

step. A descript ion of how these s imulated price series were created is given 

below. The design is repeated three times for: 

1. Pt = pt-i + Zt 

2. Pt=pt-i+OA + Zt 

3. Pt = Pt-i - 0.1 + Zt 

Thi s can be analyzed as three separate designs or as a 3 x 3 x 2 x 2 x 2 x 3 

factor experiment . 

T h e factors t h a t are varied are ip, cr^, a'^, the u t i l i t y func t ion , and the 

price belief. 

Price at t ime t+1 is estimated to be w i t h i n pt ±•0(7^. These price l i m i t s 

are i n place t o constrain t r ad ing to prevent losing more than a m a x i m u m 

amount specified by the expert . ip is described in deta i l i n chapter 3. The 

levels chosen for the experiment are pt ±2cr^ and pt ±6<T^ (V-'=2 and •i/'=6). 

<7̂  is the day t o day v o l a t i l i t y estimate. The levels chosen here are 0.17 

and 1.57. These are on either side of the step variance of the s imulated prices. 

0.17 w i l l on average be too small a vo l a t i l i t y estimate and 1.57 w i l l be too 

large. 

cr̂  is the trader 's confidence about the pr ior specified. The low and h igh 

levels correspond t o very low confidence and very high confidence in expertise 

respectively. T h e y are number one and number ten on the confidence ruler 

which is explained i n chapter 3. 

The priors are flat, upward t rending, and downward t rending. The gra

dients of the trends correspond to an expected step size of 0.1 as per the 
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Table 8.2: Table of risk factors 

M U{M)=-1 [ / ( M ) = - 1 0 [ / ( M ) = - 1 0 0 

500,000 721,348 208,517 108,340 

Table 8.3: A table i l l u s t r a t ing the levels of factors used i n the design 

Factor Level Represented B y : 
F la t 40 to 40 

Pr ior U p w a r d Trend 40 t o 45.9 (Linear) 
Downward Trend 40 t o 34.1 (Linear) 

L o w 2 
H i g h 6 
Low 0.17 

(7 H i g h 1.57 
L o w 0.9x60(7^ 
H i g h 0.5x60a2 

simulated t rending prices. 

U t i l i t y is varied using f / ( M ) = - l , ?7 (M)=-10 , and ?7 (M)=-100 . Here, 

M represents a m a x i m u m acceptable loss of 500,000 uni ts and U{w) is the 

exponential u t i l i t y func t ion . U{M)=-l is approaching a risk neut ra l u t i l i t y 

and U{M)=-100 is more risk averse. Table 8.2 shows the corresponding risk 

factors. 

I f factor levels were chosen different ly , then the results obtained could be 

different . For example, i f low and high levels for a factor were chosen to be 

too close, then the significance test ing may show no influence on realizable 

p ro f i t owing t o a change in the factor. W i t h a restr icted number of levels of a 

factor or w i t h error i n assessing the typ ica l range of a factor the relat ionship 

between realizable p r o f i t and the factor could be completely missed. 
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8.1.1 Pseudo random walk 

The code tha t follows is designed to r e tu rn a vector of prices t h a t are gener

ated f r o m a pseudo random walk of the f o r m : 

Pt+i =Pt + Zt 

where Zt ~ N{fi,a'^). 

The arguments of the s i m u l a t e p r i c e s f u n c t i o n are defined as follows: 

1. s t a r t i n g p r i c e : the s ta r t ing po in t of the price series. 

2. expectationofonestep: fi. 

3. varianceofonestep: 

4. numberof steps: The number of steps i n the price series. For example, 

numberofs teps=60 w i l l f i l l a vector w i t h 60 prices. 

A n R f u n c t i o n for s imula t ing prices w r i t t e n by Laura Dow: 

s i m u l a t e p r i c e s < - f u n c t i o n ( s t a r t i n g p r i c e , e x p e c t a t i o n o f o n e s t e p , 

varianceofonestep,numberofsteps){ 

pseudorandomwalk<-numeric() 

pseudorcindomwalk [1] < - s t a r t i n g p r i c e 

f o r ( i i n 2:numberofsteps){ 

newprice<-rnorm(l,startingprice+expectationofonestep,varianceofonestep) 

newprice<-round(newprice,2) 

s t a r t i n g p r i c e < - n e w p r i c e 

pseudorandomwalk[i]<-newprice 

} 
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return(pseudorandomwalk) 

} 

The prices are rounded to two decimal places since there are no real l i fe 

markets prices tha t have more precision than this . 

The design g r id is r u n three t imes w i t h al l the required price series sim

ulated as follows: 

1. No t r end in prices - simulateprices(40,0,0.7,60) 

2. Upward t rend i n prices - simulateprices(40,0.1,0.7,60) 

3. Downward t rend i n prices - simulateprices(40,-0.1,0.7,60) 

The variance, 0.7, is chosen t o emulate Brent Crude O i l prices, and the 

expected step is an a rb i t r a ry number chosen to ma tch the t r end i n the pr ior 

belief factor. Each of the price series generated w i l l be unique. 

Now, for convenience, price series are added t o an array as they are cre

ated using the fo l lowing simple code: 

a r r a y o f s i m u l a t e d p r i c e s < - f u n c t i o n ( s t a r t i n g p r i c e , e x p e c t a t i o n o f o n e s t e p , 

varianceofonestep.numberofsimulations, 

numberofsteps){ 

s i m u l a t e d p r i c e a r r a y < - a r r a y ( s i m u l a t e p r i c e s ( 

s t a r t i n g p r i c e , e x p e c t a t i o n o f o n e s t e p , 

varianceofonestep,numberofsteps), 

dim<-c(numberofsteps,numberofsimulations)) 

f o r d i n 2: number of s i m u l a t i o n s ) { 

s i m u l a t e d p r i c e a r r a y [ , i ] < -

s i m u l a t e p r i c e s ( s t a r t i n g p r i c e , v a r i a n c e o f o n e s t e p , n u m b e r o f s t e p s ) 
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} 
r e t u r n ( s i m u l a t e d p r i c e a r r a y ) 

} 

8.1.2 Interpretation of the Results 

I t is d i f f i cu l t t o test fo r the importance of dif ferent factors impac t ing on the 

results of computer simulations. Here, Analysis of Variance is used as an ex

p lora tory technique, i n tha t i t may be concluded t h a t factors w i t h larger 

mean-square values are more in f luen t ia l t han factors w i t h smaller mean-

square values. 

8.2 Results 

8.2.1 Init ial exploration: Pt = pt-i + Zt 

The i n i t i a l explora t ion involves an overview of the summary statistics and an 

evaluation of some simple explora tory plots. Th i s section looks at the results 

obta ined f r o m s imula t ing price w i t h no t rend . 

Uti l i ty 

Provided i n Table 8.4 are the summary statistics for p ro f i t under the three 

di f ferent levels of u t i l i t y . U{M)=-100 is more risk averse than U{M)=-10, 

and U{M)=-10 is more risk averse than U{M)=-1. As the u t i l i t y f u n c t i o n 

becomes more risk averse the spread of the d i s t r i bu t i on of realizable p ro f i t 

reduces. Th i s is displayed p ic to r ia l ly in Figure 8.1. 

The m i n i m u m realizable p ro f i t under each u t i l i t y f u n c t i o n is around -

2,500,000. Th i s loss exceeds the m a x i m u m acceptable loss of 500,000 by 

far. The runs where losses of more than 500,000 occur are owing t o the 

op t imiza t ion rout ine f a i l i ng under the m a x i m u m loss constraints. Here, the 
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Table 8.4: Table of summary results : U t i l i t y and d i s t r i bu t i on of p ro f i t 

Summary of Realisable P ro f i t 
Factor M i n i m u m 1st Q u . Median Mean 3rd Q u . M a x i m u m 

U{M)=-1 -2547000 -99040 -40 2738 140800 2881000 
U{M)=-10 -2309000 -70740 2945 -479 84990 1668000 

U{M)=-100 -2766000 -4760 1840 -1185 54560 1001000 

m a x i m u m loss constraint is released to allow complet ion of the op t imiza t ion . 

O f course, i n a real l i fe s i tua t ion , the expert using the a lgor i thm is in fo rmed 

tha t th is has happened and is t o l d to finish or proceed w i t h extreme caut ion. 

Exceeding the m a x i m u m loss has been allowed i n these experiments be

cause the runs are automated to complete overnight. D u m p i n g and replacing 

runs tha t f a i l t o keep w i t h i n the m a x i m u m loss is tedious and probably un

necessary. There is a useful learning process about wha t happens or wha t 

needs t o be done i f the m a x i m u m loss constraint cannot be kept under the 

op t imiza t ion rout ine. 

Exploring the Effect of Utility on Profit 

1 2 3 

Utility 1:U(M)=-1, 2;U(M)=-10, 3:U(M)=-100 

Figure 8.1: P lo t of u t i l i t y versus p ro f i t 
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Table 8.5: Table of summary results : Dynamic price l imi t s and d i s t r i bu t ion 
of p ro f i t 

Summary of Realizable P ro f i t 
Factor M i n i m u m 1st Q u . Median Mean 3rd Q u . M a x i m u m 

± 2 ( 7 -2547000 -90830 6240 -215 106300 2627000 
± 6 ( 7 -2766000 -62100 0 931 62950 2881000 

Dynamic price limits - ip 

There are two levels of -0. •0 = 6 is a more conservative approach t han ip = 

2 , and hence the d i s t r i bu t ion of p ro f i t w i l l be narrower under -0 = 6 t han ip 

= 2. Th i s is shown by the results of the experiment given i n Table 8.5 and 

Figure 8.2. 

Exploring the Effect of the Dynamic Price Limits on Profit 

Q. g 

Psi 1 :+/-2sigma, 2:+/-6sigma 

Figure 8.2: P lo t of the Dynamic Price L i m i t s Versus P ro f i t 

Prior volatility - cr̂  

The effect of the pr ior vo l a t i l i t y estimate on p ro f i t can be seen immediately. 

I f the v o l a t i l i t y estimate is much lower t han actual vo l a t i l i t y of prices then 
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Table 8.6: Table of summary results : V o l a t i l i t y - cr̂  - and d i s t r i bu t i on of 
p ro f i t 

Summary of Realizable P ro f i t 
Factor M i n i m u m 1st Qu . Med ian Mean 3rd Q u . M a x i m u m 

Low 0-^=0.17 -2766000 -240700 15040 3359 254500 2881000 
H i g h a2=1.57 -1216000 -40710 0 -2643 30280 799400 

the d i s t r i bu t i on of p ro f i t is much wider t h a n when the v o l a t i l i t y estimate is 

far too high. 

A good assessment of is c r i t i ca l to the behaviour of the op t imiza t ion . 

I f markets are more volat i le t h a n expected there could be too much capi ta l 

pu t at risk. However, i f markets are less volat i le t han expected too l i t t l e 

capi ta l is p u t at r isk and so an o p p o r t u n i t y to make more p ro f i t ( i f the pr ior 

is precise) is for fe i ted . 

Confidence about final price 

W h e n an expert expresses low confidence i n his belief the too l trades more 

conservatively since there is less convic t ion about the trader 's forecast. The 

lower the confidence about the final price, the t ighter the d i s t r i bu t ion of 

p ro f i t . Th i s can be seen i n b o t h Table 8.7 and Figure 8.4. 

B y expressing a h igh confidence in beliefs, the too l w i l l place more f a i t h 

i n the expertise. I n this s i tua t ion , hold ing more lots w i l l , i n theory, carry 

the same risk as buy ing less lots when there is more uncer ta in ty about the 

forecast of f u t u r e prices. 

There is a need for a more complex analysis to ver i fy this hypothesis. 
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Exploring the Effect of the Volatility on Profit 

DC 

Sigma 1:Low=0.17, 2:High=1.57 

Figure 8.3: P lo t of the V o l a t i l i t y - Versus P r o f i t 

Table 8.7: Table of summary results 
d i s t r i bu t i on of p r o f i t 

Confidence about final price and 

Summary of Realizable P ro f i t 
Factor M i n i m u m 1st Qu . Median Mean 3rd Q u . M a x i m u m 

Low a2=9.18 or 84.78 -2547000 -60090 0 -1328 50430 2302000 

High (T2= 5 . 1 or 47.1 -2766000 -81420 9830 2044 121700 2881000 
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Exploring the Effect of the Confidence on Profit 

Q-

1 2 

Confidence 1: Low=1 on Ruler, 2: High=10 on ruler 

Figure 8.4: P lo t of the confidence versus p ro f i t 

Prior trend 

The d i s t r i b u t i o n of p ro f i t under the upward and downward t rend is more or 

less the same under the s imulated prices t h a t have no t rending t e rm. M o r e 

interestingly, the d i s t r i bu t ion of p ro f i t when the pr ior is flat is noticeably 

narrower. Th i s migh t be because E[Pt+i] is o f t en closer to pt w i t h a f l a t 

pr ior t h a n w i t h a t rending prior . 

The distance of £^[Pt+i] f r o m pt is i m p o r t a n t since i t is a indicator of how 

confident the forecast model is i n the price going up or down. The f u r t h e r 

E[Pt+i] is f r o m pt the more lots are bought or sold. 

I f E[Pt+i] is near to pt on a more frequent basis w i t h a non t rend ing pr ior , 

then th is could explain the t ighter d i s t r i b u t i o n of p ro f i t under the flat pr ior . 

However, this c l a im needs to investigated f u r t h e r to check tha t i t is t rue. 
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Table 8.8: Table of summary results : Pr ior t r end and d i s t r i bu t ion of p r o f i t 

Summary of Realizable P r o f i t 
Factor M i n i m u m 1st Q u . Med ian Mean 3rd Qu . M a x i m u m 

F la t -2239000 -12430 4210 -1991 29530 1308000 

Upward -2766000 -96560 -5010 1586 140300 2627000 

Downward -2124000 -103700 -4080 1479 129900 2881000 

Exploring the Effect of the Prior Trend on Profit 

8 
Q-

? 
<P 

1 2 3 

Prior Trend 1; Flat, 2: Upward Trend, 3: Downward Trend 

Figure 8.5: P lo t of the pr ior t r end versus p ro f i t 
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A more complex analysis of dynamic price limits - ip 

A more complex analysis can be made t o explore any interactions between 

factors. Here an invest igat ion is made between ip and al l other factors. Th i s 

is done to a id understanding and to look for any results t h a t are unexpected. 

I n Figure 8.6, p ro f i t is p lo t t ed to look at b o t h vo l a t i l i t y cr̂  and i / ' together. 

A g a i n i t is evident t h a t the spread of p ro f i t reduces s ignif icant ly when the 

v o l a t i l i t y estimate becomes larger. This stresses the importance i n es t imat ing 

cr̂  accurately since the a lgor i thm is very sensitive t o its level. The impact of 

•0 ( w i t h comparison to the effect of a) is small , a l though the spread of p ro f i t 

appears to narrow s l ight ly w i t h wider dynamic price l imi t s . 

Exploring the Effect of the Dynamic Price Limits and Volatility on Profit 

1.1 2.1 1.2 2.2 

ii 1.: +/-2sigma, 2 . ; +/-6sigma, sigma .1 : Low=0.17, .2 : High=1.57 

Figure 8.6: P lo t of the dynamic price l i m i t s and vo l a t i l i t y versus p ro f i t 

I n Figure 8.7, p ro f i t is p lo t t ed t o look at b o t h '0 and confidence - cr^. I t 

is obvious tha t a lower confidence i n the pr ior belief or wider dynamic price 

l i m i t s results i n a t ighter d i s t r i bu t ion of realizable p ro f i t . 

I n Figure 8.8, 0 and the u t i l i t y f u n c t i o n are explored. Here i t appears t h a t 
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Exploring the Effect of the Dynamic Price Limits and Confidence on Profit 

1.1 2.1 1.2 2.2 

psi 1.: +/-2sigma, 2 . : +/-6sigma. Confidence .1 : Low=1 on Ruler, .2 : High=10 on Ruler 

Figure 8.7: P lo t of the dynamic price l imi t s and confidence versus p r o f i t 

widen ing the dynamic price l i m i t s has a larger restr ict ive effect on the spread 

of p ro f i t when the u t i l i t y func t ion is more r isk seeking. Th i s is because a more 

risk averse u t iHty has already constr icted t r ad ing to some degree before the 

dynamic price l i m i t s are taken in to account. 

I n the case where U{M)=-l and ijj = 2 there is a very wide d i s t r i bu t ion of 

p ro f i t . Here, there is evidence of a perceivable h igh chance of the op t imiza t ion 

rout ine fa i l ing under the m a x i m u m loss constraint . Considering t h a t the 

mean p ro f i t is 9996 and the s tandard devia t ion is 652008 w i t h U{M)=-1 and 

V' = 2 i n the experiment , the p robab i l i t y tha t p r o f i t is less t han -500,000 is 

0.22 ' . Some traders w i l l wish t o avoid this scenario completely, and hence 

they w i l l need to opt imize w i t h a more risk averse u t i l i t y and wider dynamic 

price l imi t s . 

i> pnorm(-500000,9996,652008) [1] 0.2170506 
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Exploring the Effect of the Dynamic Price Limits and Utility on Profit 

2.1 1.2 2,2 1.3 2.3 

psi 1.: +/-2sigma, 2. : +/-6sigma, Utility .1 : U(M)=-1. .2 : U(M)=-10, .3 : U(M)=-100 

Figure 8.8: Plot of the dynamic price l imi t s and u t i l i t y versus p ro f i t 

8.2.2 Init ial exploration: Pt = pt-i + 0.1 + Zt 

T h e fo l lowing explorations look at the results where the t r end of the s imu

lated prices is upward. 

Uti l i ty 

As shown i n Figure 8.9, the d i s t r i bu t i on of p ro f i t becomes narrower as the 

u t i l i t y f u n c t i o n becomes more risk averse. W h e n U{M)=-1 there are more 

occasions where the m a x i m u m acceptable loss of 500,000 uni ts is exceeded. 

T h i s is owing to the m a x i m u m loss constraint being released when the o p t i 

miza t ion rout ine fails under the imposed constraints as explained previously. 

Dynamic price limits 

As the dynamic price l imi t s become fu r the r apart the t r ad ing is more con

servative and hence the variance of the p r o f i t results becomes smaller. Th i s 

is evident i n Figure 8.10. 
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Exploring the Effect of Utility on Profit 

•9 ® 

1 2 3 

Utility 1:U(M)=-1. 2:U(M)=-10. 3:U(M)=-100 

Figure 8.9: Plot of the utility function versus profit 

Exploring the Effect of the Dynamic Price Limits on Profit 

Psi 1 :+/-2sigma, 2:+/-6sigma 

Figure 8.10: Plot of the dynamic price limits versus profit 
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Prior volatility 

The estimation of volatility has a massive impact on the spread of the result

ing realizable profit. This is shown in Figure 8.11. If the volatility estimate 

is too low the distribution of profit will be wide owing to under restrained 

trading such that there will be a significant chance that the maximum loss 

constraint will be breached. If the volatility estimate is too high then trading 

will be too conservative which results in a tight distribution of profit. 

Exploring the Effect of the Volatility on Profit 

ra 
N 

1 2 

Sigma 1:Low=0.17, 2:High=1.57 

Figure 8.11: Plot of the prior volatility versus profit 

Confidence about final price 

Confidence about the final price also affects the spread of profit. The spread 

of profit for a trader who is highly confident about his forecast of the final 

price is wider than the trader who exhibits low confidence in his final price 
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forecast. This is shown in Figure 8.12. If a trader expresses high confidence 

in his behefs than there is less risk in holding X lots than when the trader 

has low confidence in his price outlook. 

For example, if a trader sources information such that he is sure price 

will go up tomorrow, he knows he is taking less risk by buying 10 lots than 

when he did not have this information and hence was more uncertain about 

tomorrow's price movement. 

Exploring the Effect of tlie Confidence on Profit 

1 2 

Confidence 1: Low=1 on Ruler. 2; High=10 on ruler 

Figure 8.12: Plot of the confidence about final price versus profit 

Prior trend 

Here the simulated prices had an upward trend and it is seen in Figure 

8.13 that more profit is made on average when that prior forecast featured 

an upward trend. With the upward trending prior the profit results are 

skewed to the side of positive profits. The profit distribution when the prior 

exhibited a downward trend show that there were more occasions when a 
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loss was incurred rather than a profit. 

The size of the variance of profit under the trending priors is approxi

mately the same, but it is noticeable that the variance of profit under the 

flat prior is significantly smaller. A possible explanation for this feature was 

explained earlier. 

Exploring the Effect of the Prior Trend on Profit 

± 

1 2 3 

Prior Trend 1: Flat, 2: Upward Trend, 3: Downward Trend 

Figure 8.13: Plot of the prior trend versus profit 

A more complex analysis of prior trend 

The upward trending prior is a more accurate forecast than the flat prior 

and downward trending prior when the simulated prices contain an upward 

trend. 

When the prior is trending upward the median profit declines as the 

volatility estimate increases from the low level ((7^=0.17) to the high level 

(0-^=1.57). See Figure 8.14. This is owing to taking on excess risk when the 

volatility estimate is too low and too little risk when the volatility estimate 
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is too high. If the volatility estimate is too high and the prior is accurate 

then an opportunity is lost to make more money. 

When the prior is trending downwards the median profit increases as the 

volatility as the volatility estimate increases from the low to the high level. 

An excess risk is taken on board when the volatility estimate is underesti

mated and if the price outlook is imprecise it is expected that the trader will 

lose more money than when the volatility estimate is overestimated. 

From 8.14, it is not clear what happens to median profit as the volatility 

estimate changes under the flat prior. It will be similar to the observation 

under the downward prior, but to a lesser extent. 

Exploring the Effect of the Prior Trend and Volatility on Profit 
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Prior .1 : Flat, .2 ; Upward Trend, .3 : Downward Trend. Sigma 1.; Low=0.17, 2 . : High=1.67 

Figure 8.14: Plot of the prior trend and volatility versus profit 

If the prior is accurate (upward trending prior here), then the median 

profit increases as the utility function becomes more risk accepting. 

The median profit decreases as the utility function becomes more risk 

accepting when the prior forecast is inaccurate (downward trending and flat 
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prior here). 

This is a feature of utility functions - a more risk averse utility will protect 

more fiercely against losses at the expense of possible gains achievable when 

the prior is accurate. A more risk accepting utility will look for larger gains 

at the expense of realizing larger losses if the prior is inaccurate. The effect 

of utility and prior trend on profit is shown in Figure 8.15. 

Exploring the Effect of the Prior Trend and Utility on Profit 

T 

2.2 3,2 1.3 2.3 3.3 

: Flat, .2 : Upward Trend, . 3 : Downward Trend, Utility 1.: U(M)=-1, 2 . : U(M)=-10, 3 . : U(M)= 

Figure 8.15: Plot of the prior trend and utility versus profit 

As the dynamic price limits widen it can be seen from Figure 8.16 that 

the median profit decreases when the price forecast is accurate and that the 

median profit increases when the price forecast is inaccurate. 

This is, again, a feature of what happens under different degrees of risk 

taking (the wide price limits, p̂  ± 6a are more conservative than pt ± 2a). 

Confidence about final price does not appear to have an obvious effect 

of the level of median profit with regards to the accuracy of the prior. All 

that can be inferred from Figure 8.17 is that the variance of profit widens as 
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Exploring the Effect of the Prior Trend and the Dynamic Price Limits on Profit 

1 
T 

— 
Prior .1 : Flat, .2 : Upward Trend, .3 : Downward Trend, psi 1.: +/-2sigma, 2 . : +/-6sigma 

Figure 8.16: Plot of the prior trend and the dynamic price limits versus profit 

confidence increases. 

8.2.3 Init ial exploration: Pt = pt-i - 0.1 + Zt 

The results for the design grid where the simulated prices have a downward 

trend are approximately symmetrical to when the simulated price have an 

upward trend. It is not useful to repeat the conclusions that were explained 

in the previous section. 

8.2.4 Analysis of the experiment 

Introduction to ANOVA 

ANOVA is shorthand for Analysis of Variance and it is used to investigate 

the impact of variables on data results. The application of ANOVA and the 

design and analysis of experiments was first developed by Fisher at Rotham-

sted Research station from 1919 to analyze agricultural data. For exarnple, 
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Exploring the Effect of the Prior Trend and the Confidence About Final Price on Pr( 

X I O H 

I 

I 
2.1 1,2 2.2 1.3 2.3 

Prior .1 : Flat, .2 ; Upward Trend, .3 : Confidence 1.: Low=1 on Ruler. 2 . : Higti=10 on Ruler 

Figure 8.17: Plot of the prior trend and the confidence about the final price 
versus profit 

Fisher used ANOVA to investigate the effect of the application of Nitrogen 

to crop yields. 

Experiments are used to gain knowledge and understanding in the ma

jority of scientific fields. For example, tests are carried out frequently in 

medicine, environmental studies, and manufacturing processes. A good statis

tician can design these types of experiments efficiently and analyze the results 

using tools such as ANOVA to make rehable inferences from the data. 

Application of ANOVA to explore the effect of the factors on the 
algorithms 

The model used to look at the impact of the factors on the realizable profit 

results from the algorithm is quite complex with five factors that could all 

possibly interact with each other. The model is as follows: 
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Table 8.9: Denotation for the ANQVA model 
Symbol Factor 

a* a' , — low or high level 
iPj Dynamic price limits j = low or high level 

Pk a 2 fc = low or high level 
7L Utility function L = U{M) = -1,-10, or -100 
<5m Prior trend = Flat, Upward, or Downward 

VnkLmn = Intercept -h -t- V'j + A + 7 i + <̂m + (aV')jj + (cv/3)ifc + {4'P)jk + (a7)iL 

+{a^JjP)ijk + {axp-f)ijL + {o^h)ikL + {^Pl)jkL + (aV'^)um 

-|-(a?/'/?7)ijfcL -h (a'0/9^)ijfcm + (a^7^)yXm + {a(il5)ikLm 

ijkLrn ~l~ ^ijkLmn 

where yijkimn is the response variable, realizable profit, and eij^Lmn ^^P' 

resents the error terms (ê fcLmn ~ N{^^<^1))- The subscript „ is 1 . . . 100 and 

represents the 100 simulated price series at each combination of factors. The 

other terms represent the explanatory factors and are listed in Table 8.9. 

R is used to perform the data analysis. The results for the ANOVA where 

the expected step of the simulated prices is greater than 0 is given in Table 

8.10. 

There are three significant three factor interactions and one significant 

four factor interaction. These are complex to analyze. 

There are four significant two factor interactions and three significant 

main effects. The three main effects that can explain a lot of variation in 

the realizable profit model are the volatility estimate, the utility function, 

and the prior trend. These have already been explored to some extent in the 
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Table 8.10: Summary of ANOVA output for model where Pt = pt-i+O-l + Zt 
Df Sum Sq Mean Sq F value Pr(>F) 

vO 1 301 301 9.5870 0.0019672 ** 
psi 1 4 4 0.1173 0.7320062 
vW 1 634 634 20.1973 7.095e-06 *** 
riskfactor 1 6 6 0.1895 0.6633866 
priortrend 1 9991 9991 318.3177 < 2.2e-16 *** 
vO:psi 1 24 24 0.7767 0.3781731 
vO:vW 1 169 169 5.3728 0.0204815 * 
psi:vW 1 38 38 1.2241 0.2685982 
vO:riskfactor 1 47 47 1.4872 0.2226971 
psi: riskfactor 1 15 15 0.4920 0.4830675 
vW:riskfactor 1 88 88 2.7880 0.0950188 . 
vO:priortrend 1 4381 4381 139.5828 < 2.2e-16 *** 
psi: priortrend 1 163 163 5.1958 0.0226704 * 
vW: priortrend 1 74 74 2.3506 0.1252797 
riskfactor:priortrend 1 359 359 11.4225 0.0007295*** 
vO:psi:vW 1 28 28 0.8969 0.3436585 
vO: psi: riskfactor 1 1 1 0.0168 0.8969978 
vO:vW:riskfactor 1 0.34790 0.34790 0.0111 0.9161541 
psi:vW:riskfactor 1 0.01770 0.01770 0.0006 0.9810573 
vO:psi:priortrend 1 75 75 2.4011 0.1212952 
vO:vW:priortrend 1 171 171 5.4402 0.0197059* 
psi:vW:priortrend 1 1 1 0.0190 0.8903157 
vO: riskfactor: priortrend 1 4 4 0.1274 0.7211808 
psi: riskfactor: pr iort rend 1 222 222 7.0809 0.0078084** 
vW:riskfactor:priortrend 1 156 156 4.9720 0.0257910* 
vO: psi: vW: riskfactor 1 2 2 0.0613 0.8044133 
vO: psi: vW: priortrend 1 37 37 1.1911 0.2751367 
vO:psi:riskfactor:priortrend 1 40 40 1.2758 0.2587216 
vO: vW: riskfactor: priortrend 1 288 288 9.1706 0.0024681** 
psi:vW:riskfactor:priortrend 1 2 2 0.0503 0.8224793 
vO: psi: vW: riskfactor: priortrend 1 13 13 0.4151 0.5193900 
Residuals 7168 224976 31 

Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
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early initial explorations. It is worth analyzing two of the highly significant 

two factor interactions with more detail. 

If the prior is accurate (in this case an upward trending prior with prices 

that are simulated to have an upward trend) the more risk accepting utility 

curve makes a larger profit than a more risk averse curve. If the prior is 

innaccurate the more risk accepting utility makes a larger loss than a more 

risk averse curve. Evidence that supports this claim is illustrated in Figure 

8.18. 

^ 
OP 

s 
W 
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Mean Realizable Profit: Prior Versus Utility 

Ann nnn -
**uu,uuu 

, 
-100,000 • < w -̂̂ -

-ouu,uuu 
Flat Prior Upvard Trending Prior Dowivwd Trending 

Prior 

-123110 495466 -479310 
-«-U(M)=-10 -74863 324345 -361974 

U(M)=-100 -40355 218187 -262669 

-U(M>-1 
-L)(M)=-10 

LII;M:)=-IOO 

Figure 8.18: The interaction between the prior and the utility function 

When the prior is accurate, a low volatility estimate will make a higher 

mean profit than a high volatility estimate. However, when the prior is inac

curate, a low volatility estimate will incur a larger loss than a high volatility 

estimate. This means that it is important to estimate the volatility of the 

market accurately to control risk effectively. See Figure 8.19 for an illustra

tion. 
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Mean Realizable Profit: Prior Versus Volatility Estimate 

300,000 

-200.000 

-700,000 

•Low Volatility 
Estimate 

High Volatility 
Estimate 

^7 
•LowVolatili^ Estimate 

•High Volatility Estimate 

Flat Prior 

-140345 

-18540 

Upward 
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Figure 8.19: The interaction between the prior and the volatility estimate 

Residual analysis 

By using ANOVA it is assumed that the distribution of the error terms is ~ 

N(0 , tTe^). A Quantile-Quantile plot can be used to assess if data is from a 

particular distribution. A Normal Q-Q plot is used to assess if a set of data 

could be from a Normal distribution. 

The Normal Q-Q plot is used here to assess if the residuals from the 

ANOVA model are from a Normal distribution. This is to check the validity 

of the assumptions that have been made. 

Figure 8.20 shows the Normal Q-Q plot of the error terms from the model. 

If the data is normally distributed then there will be a straight line with 

gradient 1 and intercept 0. In Figure 8.20 this is clearly not the case since 

the line exhibits an obvious double curvature. 

Double curvature is a feature of data that comes from a leptokurtic dis

tribution. That is, it has fat tails and has a high peak in comparison to the 
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Normal distribution. 

To stabilize the variance it is possible to try a transformation of the data 

like taking logs. Nevertheless, although it is evident that the residuals are 

not Normally distributed, and hence do not meet with the assumptions, the 

statistical tests are still quite robust in this situation. 

Normal Q-Q Plot 

Theoretical Quantiles 

Figure 8.20: Normal QQ Plot: Residual analysis of the realizable profit model 

8.2.5 Tables of results 

Here are the full results of the mean and standard deviation of the 100 runs 

of realizable profit on day 60 at each combination of factors. There are three 

tables for simulated prices with: 

1. Pt = vt-x + Zt 

2. Pt=Vt-i+Q-l + Zt 

3. Pi=Pt-i -0.1-t-Zt 
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The mean is colour coded as the blue number and the standard deviation is 

colour coded as the red number. 

8.3 Recommendations 

It is important to improve the understanding of the algorithm by creating 

new simplistic designs and then analyzing the results. 

Consideration needs to be given to stabilize the variances in the model 

to comply with the ANOVA assumptions and this is not trivial to do since 

many of the investigated factors are designed to change the variance of the 

realizable profit results at different levels. Perhaps it is necessary to use 

another statistical tool to learn more about the algorithm. 

In particular, it is advised to evaluate the performance of the algorithm 

in relation to the closeness of the price forecasts to the actual prices. Putting 

more effort into the planning stages of the statistical investigation will im

prove the validity and usefulness of any findings. 

It is clear from the results how the different factors relate to each other, 

and this all seems to be intuitively supportable. Nevertheless, the appli

cation of ANOVA for siginficance testing in this situation, which involves 

computer simulations, is not rigorous. Hence, the results should be regarded 

as indicative only. 
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Table 8.11: Results for the simulated price with P( = -|- Zf 

Prior a2 a2 U(M)=-1 U(M)=-10 U(M)=-100 

Flat 

Low 
Low 

Low 13033 134517 -1208 42401 -1175 34928 

Flat 

Low 
Low 

High -10887 578904 30994 252163 18115 175837 

Flat 

Low 
High 

Low -3362 19773 -248 4752 60.5 2265 

Flat 

Low 
High 

High -8682 105406 3528 37672 1882 18830 Flat 

High 
Low 

Low 23.53 111569 -7123 51638 -1852 21107 
Flat 

High 
Low 

High -45514 518753 -31394 346371 -9797 135568 

Flat 

High 
High 

Low -596 14767 181 3412 384 2140 

Flat 

High 
High 

High 1298 51072 -2751 31882 4981 15031 

Upward Trend 

Low 
Low 

Low 57673 1066705 -59329 623891 10674 337236 

Upward Trend 

Low 
Low 

High -7(I5()() S72G26 -18916 724361 -90337 544417 

Upward Trend 

Low 
High 

Low 131 267796 5552 73557 -5031 41983 

Upward Trend 

Low 
High 

High 5468 367732 -3707 117050 7964 69324 Upward Trend 

High 
Low 

L( )\\ 9865 803832 43349 538603 24856 327767 
Upward Trend 

High 
Low 

High 47140 829953 105603 725484 454 .523771 

Upward Trend 

High 
High 

Low 1600 67981 -3659 60540 -2365 43755 

Upward Trend 

High 
High 

High -13503 62559 -7820 54364 -7080 52099 

Downward Trend 

Low 
Low 

Low -16809 865244 11753 632814 10984 363864 

Downward Trend 

Low 
Low 

High 86750 937094 76664 630659 -1707 506971 

Downward Trend 

Low 
High 

Low -22098 289453 -12371 74600 6763 41039 

Downward Trend 

Low 
High 

High -19600 386284 -10908 123056 1142 63355 Downward Trend 

High 
Low 

Low 4250 889926 -65474 565309 -38234 335050 
Downward Trend 

High 
Low 

High 53727 839406 -58623 780106 41557 490032 

Downward Trend 

High 
High 

Low -5305 74149 -2384 62553 -2664 38533 

Downward Trend 

High 
High 

High -719 67782 -3196 58927 1980 5331 
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Table 8.12: Results for the simulated price wi th Pt = pt-\ + 0.1 + Z< 

Prior a2 U(M)=-1 U(M)=-10 U(M)=-100 

Flat 

Low 
Low 

Low -133320 242285 -42227 95650 -15846 41656 

Flat 

Low 
Low 

High -333059 756975 -329320 634014 -142307 309914 

Flat 

Low 
High 

Low -12312 27236 -2(i2!) ()Ci2:i -1129 3751 

Flat 

Low 
High 

High -65761 145408 -29152 56114 -22577 35543 
Flat 

High 
Low 

Low -76798 180097 -38724 59080 -13809 32433 Flat 

High 
Low 

High -321188 705155 -r277')s :L '7: ; : ' . 'I -109745 212847 

Flat 

High 
High 

Low -12515 26709 -4302 8751 -1440 3242 

Flat 

High 
High 

High -29925 49148 -24753 37152 -15987 28568 

Upward Trend 

Low 
Low 

Low 1173245 855292 565792 531460 423360 273661 

Upward Trend 

Low 
Low 

High 700059 1023111 715643 617625 452059 366228 

Upward Trend 

Low 
High 

Low 238681 252095 80253 67645 39734 36310 

Upward Trend 

Low 
High 

Hi.gh 327350 262517 91048 96980 62390 43909 
Upward Trend 

High 
Low 

Low 818219 796093 445886 603705 302749 312644 Upward Trend 

High 
Low 

High 659250 853898 542195 642735 376098 388089 

Upward Trend 

High 
High 

Low 113210 155272 80458 72799 43619 40481 

Upward Trend 

High 
High 

High 94016 94388 73484 64731 45488 41789 

Downward Trend 

Low 
Low 

Low -860150 910732 -701979 605584 -337325 408927 

Downward Trend 

Low 
Low 

High ~7.>il.-»7 'i.!(.i^^7 -675249 982433 -611822 652102 

Downward Trend 

Low 
High 

Low -288168 256341 -62820 63070 -44846 37795 

Downward Trend 

Low 
High 

High -481047 489957 -139415 151675 -73635 82393 
Downward Trend 

High 
Low 

Low -709189 754388 -569396 629897 -395460 354639 Downward Trend 

High 
Low 

High -628717 732785 -642297 753316 -549855 666585 

Downward Trend 

High 
High 

Low -51741 51713 -54002 44600 -40019 34340 

Downward Trend 

High 
High 

High -57413 35494 -50637 42436 -48391 40915 
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Table 8.13: Results for the simulated price wi th Pj = pt_i — 0.1 + Zt 

Prior V' a' a2 U(M)=-1 U(M)=-10 U(M)=-100 

Flat 

Low 
Low 

Low -73639 228957 -43204 92478 -21999 45344 

Flat 

Low 
Low 

High -387271 688631 -149652 394123 -144287 280387 

Flat 

Low 
High 

Low -13354 25897 -4354 8895 -1072 3084 

Flat 

Low 
High 

High -53499 147043 -33053 64783 -23945 38573 
Flat 

High 
Low 

Low -64155 159827 -28078 51588 -18122 38465 
Flat 

High 
Low 

High -336110 774293 -174926 422111 -45160 175669 

Flat 

High 
High 

Low -11003 22007 -3572 8047 -1319 3298 

Flat 

High 
High 

High -13473 52109 -19379 40292 -19506 29580 

Upward Trend 

Low 
Low-

Low -1095193 860941 -613255 619795 -420461 394801 

Upward Trend 

Low 
Low-

High -887955 1029579 -777743 736594 -557837 603691 

Upward Trend 

Low 
High 

Low -280613 274554 -04124 65393 -43690 38043 

Upward Trend 

Low 
High 

High -467295 534135 -109417 132271 -75918 86063 
Upward Trend 

High 
Low 

Low -928099 853566 -547158 612286 -380286 352731 
Upward Trend 

High 
Low 

Higii -636413 867610 -832006 899860 -671016 623959 

Upward Trend 

High 
High 

Low -57496 36688 -50916 39900 -41795 33758 

Upward Trend 

High 
High 

High -55522 44257 -56969 43075 -48806 38032 

Downward Trend 

Low 
Low 

Low 671666 900550 554052 534016 373733 287981 

Downward Trend 

Low 
Low 

High 854541 968608 668812 619639 442918 339089 

Downward Trend 

Low 
High 

Low- 244379 254744 82989 78900 42733 32111 

Downward Trend 

Low 
High 

High 305427 260760 104019 82612 46544 57117 
Downward Trend 

Low 
Low 783763 915930 543021 534068 354624 327403 

Downward Trend 
Low 

High 626380 786429 597631 573695 444028 261715 

Downward Trend 

High 
Low 131084 162625 71742 68403 40272 41246 

Downward Trend 

High 
High 77192 99114 73139 61608 57358 32707 
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Chapter 9 

Testing software 

"Testing is the process of executing a program wi th the intent of 

finding errors" [21] 

9.1 Code specification and planning tests 

To evaluate whether or not a program works properly, first of all, the spec

ification of the code must be explicit [18]. The proposed end functionahty 

of the code is needed so that it is possible for the tester to determine that 

the software does its intended job. During the test cycle, the tester wi l l be 

encouraged to suggest improvements to the program and to challenge the 

original designs [18]. 

A l l test cases wi l l be planned before implementation, and the entire pro

cess wi l l be recorded. Basically, the test plan wil l show a Gantt chart - or 

a similar time management tool - that holds information about test cases to 

be performed. Schedules wi l l include time for communication between the 

project team members. Records are vital for monitoring progress, improving 

the flow of information between the software team, and ensuring that time is 

not wasted. Masses of paper work are not useful to anyone, so streamlining 

the recording and planning documentation to a level that works best within 
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the overall software development process wil l be helpful. 

Discoveries of errors will be passed to the manager with a clear problem 

summary, and instructions that detail how to reproduce the problem - along

side the suggested solution [18]. The manager decides if a bug wil l be fixed, 

the programmer wil l f ix i t , and the tester wil l test the fix. 

I t is important to allocate time for regression testing (repeating a set of 

standard tests) [18]. This is necessary since: 

1. I t is common for the programmer to have not fixed the bug properly 

owing to poor communication, incompetence, stress, or laziness. 

2. I t is possible that the fix introduced a bug to another area of the code. 

9.2 Limits of testing 

A test program wil l never confirm that there are no errors present in a pro

gram since [18]: 

1. The design of the ideal user interface is subjective. 

2. There is an extremely large number of paths through the code to test. 

3. There is an infinite amount of possible user inputs to test. 

To minimize this problem, an efficient tester designs a plan that wi l l look 

at stress points where the program is most likely to fail [18 . 

The project manager must balance between, taking time and expense to 

test the software ensuring a good quality level, and the t iming to the target 

deliverable date for driving the product into the market. The key issue to 

consider is economic viability - i f the product remains in the test/development 

phase for too long, the project may have spent its budget before the software 
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has been shipped. Nevertheless, i f the product is sent into the market fu l l 

of bugs, i t wi l l undermine the credibility of the software, thus decreasing its 

value and damaging any potential long term success. 

9.3 The human machine interface 

9.3.1 Handling user inputs 

User inputs wi l l be handled effectively if the range and type of the values are 

planned properly, and hence are definitive for the programmer. For example, 

a field which defines a probability must be greater than or equal to zero, and 

less than or equal to one. W i t h adequate preparation, i t is simpler to ensure 

that invalid inputs are caught and handled effectively by the software. To 

test the resultant code efficiently, values are chosen where the code is most 

likely to fail . The tester wil l also t ry a correct input, to check that the 

program accepts i t as a valid entry, and that the program handles the value 

as expected. 

1. Try a character: A 

2. Try the boundary values: 0 and 1 

3. Try a negative number: -0.56 

4. Try something between 0 and 1: 0.543 

It is impossible to fully test given the extent of what a user can insert 

into a field. Nevertheless, the tester is free to use his creativity to design 

additional checks. Ultimately, the project manager wi l l decide how much 

testing is sufficient. 
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9.3.2 Error messages 

I f the user enters an invalid input, an error message needs to be displayed to 

inform them what values are valid. This lets the user know the constraints 

on what they can enter on their next attempt. 

Error messages tend to distress users. The communication of an error 

needs to be simple, written in an active voice, without any jargon terminol

ogy, or error codes [18]. Leading software wil l show a short explanation of 

the error, and give the user the option to view a longer description of the 

problem. Error displays need to be kept up to date and consistent - this is 

important to prevent the user from becoming confused. Exclamation marks 

need to be avoided as many users interpret their use as a scolding [18]. 

9.3.3 Communication style 

The communication style of the screens is important. I t needs to be simple 

for the users to understand what they are meant to do within the application. 

Good software wi l l display a progress bar, or moving icon, during a task 

that takes more than two seconds to complete [18]. This is so that the user 

does not think the system is in an infinite loop, or the computer has crashed. 

Although superficial, spelling and grammar mistakes - on screen or in 

the documentation - wi l l annoy customers. The client wil l think that if the 

software company is not worried about correcting bad English, perhaps they 

are also neglecting to fix more fundamental errors in the underlying software 

[18]. 

Keeping the layout, presentation style, and action of buttons consistent 

is recommended. This is so that the user does not become confused. For 

example, keep colours, font style and size, and the location of the OK, Cancel, 

and Help buttons the same throughout the application. Give the user the 
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option to change these by providing an option to customize the software tool. 

People tend to prefer familiarity since this reduces learning time. This 

is a key argument for following Windows' user interface design guidelines as 

a large proportion of computers run on a Windows Operating System. An 

alternative view is that the competing operating systems - Linux and UNIX 

- have a rising market share, and are predicted to threaten Windows as the 

world dominant computer systems. 

9.3.4 Work flow of the application 

"A software error is present when the program does not do what 

its end user reasonably expects i t to do." [21 

A l l software users are lazy. They can not be bothered with reading thick 

support manuals, and get frustrated as soon as something does not happen 

as they expected. They also hate doing tasks that require a long series of 

steps. 

Most software companies approach this hurdle by working closely with the 

customers to capture the best way to design the front end of their product. 

Other companies use rapid prototyping methods - building screens quickly, 

and asking the user to criticize. Perhaps i t is best to mix both of the solutions. 

9.4 Testing internal processes 
9.4.1 Java error handling 
Null pointer exceptions 

Null pointers happen when the program is asked to access an object that 

does not exist. 
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The following code is an example of a Java ArraylndexOutOfBoundsEx-

ception where the program tries to retrieve an element of a vector which has 

not been defined. 

import j a v a . u t i l . * ; class MyClass{ 
publ i c s t a t i c v o i d m a i n ( S t r i n g [ ] args){ 

Vector p r i c e s = new VectorO; 
Object myprice = prices.elementAt ( 0 ) ; 

} 

} 

The error given on running the code is: 

Exception i n thread "main"java.lang.ArrayIndexOutOfBoundsException: 

0 >= 0 

Parsing a value of the wrong type 

The following example code wi l l return a parsing exception as the computer 

does not know how to change the string "Laura" into a number. This type 

of error wi l l also occur if the programmer attempts to convert "30." to an 

int value, or trying to parse a value that is not wi thin the type range. For 

example, asking a Java program to change "20000000" to an int value wil l 

result in an exception. 

class MyClass{ 
publ i c s t a t i c v o i d main(String • args){ 

S t r i n g myname = "Laura"; 
double lauratodouble = Double.parseDouble(myname); 
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} 

} 

The error given on running the code is: 

Exception i n thread "main" Java.lang.NumberFormatException: For 

input s t r i n g : "Laura" 

Dividing by zero 

Attempting to divide by zero wil l return an ArithmeticException in Java. 

This type of error is easy to trace in a simple program. However, i t may 

go unnoticed in a complex algorithm where a divide by zero scenario wil l 

only happen in a small number of cases. A tester wi l l be more likely to find 

this error by walking through the code, and using logic to identify areas of 

computation where a divide by zero may happen. 

class MyClass{ 
publ i c s t a t i c v o i d main(String[ ] args){ 

i n t dividebyzero =4/0; 

} 
} 

The error given on running the code is: 

Exception i n thread "main" Java. I c i n g .ArithmeticException: / by zero 

I n p u t / O u t p u t failures 

Input and output from a program carries many potential problems for the 

programmer. I / O involves writing or reading data, talking to devices such 

as printers, or communicating wi th another computer process. A few items 
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for consideration: 

The coder needs to check that the data is written to file exactly where the 

user specified, and the user needs to be notified if they ask to save a file to 

a path name that already exists. This wil l be done by displaying a message 

similar to "File name X already exists. Do you wish to replace the file?" 

If a file cannot be written to as requested, the user should be made aware 

that there was a failure, and if possible what action needs to take place 

so that the required file can be saved to disk. For example, an Excel file 

cannot be written to from a Java application, if the user has i t open on 

their computer. They should be notified that the particular Excel workbook 

needs to be closed i f they wish to overwrite the file. This is similar to the 

I / O failure message shown on Windows - "Another application is using this 

file. 

File extensions wil l need to be handled properly. There are separate mech

anisms required to read and write different file types, and many applications 

rely on the extension letters for recognition. 

Software interfacing or integration is where two or more programs - which 

are not necessarily written in the same language - need to communicate wi th 

each other to perform a task. This type of work wil l present a lot of hazard for 

error to the programmer. Wrapping a Java application around a R process 

is an example of this, and is discussed in the next section. 

9.4.2 Interfacing between R and Java 

The interaction of two sets of code written in different languages is a difficult 

process to manage. The programs need to communicate wi th each other and 

this has the potential to cause many problems. 

Firstly, there is a high risk of the communication part between the pro-
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grams failing. The stream of data flowing between the two programs is vul

nerable as i t may break or become corrupt. Normally, the data is controlled 

by sending i t through a buffer stream. 

If there is a huge amount of data there is a larger risk of a problem 

occurring. For instance, the buffering process between R and Java can stop 

and cause the computer to hang. The common reasons for this are: 

1. The R process has experienced a failure or produced an error and has 

not notified the Java program. 

2. The Buffer is waiting for more data - nothing is being sent to i t and 

hence the communication has stalled. 

3. The R terminal quits before sending all the data required by Java and 

this means the Java program is missing essential results. 

I t is not tr ivial to catch an error in the secondary R process and display i t 

back to the user in Java. For example, R prints out technical and unfriendly 

error messages and hence i t is essential (initially) to be in the R environment 

to track down the source of the failure. I t is feasible that the same error 

message could stem from several areas of the code complicating the problem 

even further. 

I f an R error occurs the programmer needs to know the cause so that this 

can be communicated back to the Java user. Errors are normally attributed 

to incomplete or incompatible input data, and hence a message needs to be 

displayed so that the user can rectify the problem. 

I f there happens to be a syntax error, the Java may only receive notifica

tion of an 10 Exception. I t is even worse i f the R is waiting for a command 

- for example, an end of curly bracket - that was never sent. The Java is 
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waiting for the R to end which is not going to happen and the entire process 

halts. 

This can only be tracked and fixed whilst in the development environment 

and hence it is essential the the R and Java interaction is tested thoroughly 

before the product is shipped. 

The R process is run in a separate thread to the Java. This is so that the 

user can interact wi th the Java application while the R is running. Here are 

a few important items for consideration: 

1. The user cannot be allowed to change anything in Java that wil l conflict 

wi th the R process or make parameters on the Java screen inconsistent 

wi th the results displayed. 

2. I t is feasible that the user wi l l wish to run two or more R processes 

simultaneously. The threading and communication wil l need to be safe. 

3. Priority of computing processing resources. 

Keeping R and Java working together well requires a lot of effort. 

9.5 Testing the installation procedure 

Testing the installation procedure is not about finding errors in the applica

tion - i t is to find problems in the installation procedure. The installation wil l 

be the customers' first experience with the product, and hence i t is important 

to make i t professional [18 . 

Software systems require the locations of files, hbraries, and other appli

cations, to work properly. The systems also needs a mechanism for launching. 

There is often the added implication of licensing the software which in

evitably causes an extra risk to a smooth installation. 
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Information technology systems have administrative and security settings, 

and these may confiict wi th any part of the system to be installed. The 

hardware specification - for example, memory space and processing power -

must also be compatible. 

I t is normal, or common sense, to run through or recommend a test 

process after installation to check that all components work as expected. 

This test process wil l include visiting screens to ensure icons are accessed 

properly and the program code has not become corrupt. I t wi l l check the 

saving and loading of files several times - ensuring that the file I / O works at 

different locations, and if necessary different drives. A l l I / O processes need 

to be tested - this means checking printing devices, accessing databases, 

integration wi th other required processes, and so on. 

A software company must ensure that the installation documentation is 

correct, easy to understand, and is in good English. 
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Chapter 10 

Conclusion 

With in this project, a prototype software application was developed to sup

port commodity traders in making decisions under uncertain market condi

tions. To do this, a Bayesian approach is used for forecasting future com

modity prices and this is combined wi th ut i l i ty theory which is applied to 

control risk. 

A Bayesian methodology is adopted since there is a focus on including the 

trader's expertise and knowledge and relevant market information into the 

forecasting model via the trader's prior expectations of the development of 

future prices. The forecast is then revised by applying Bayes Linear Updating 

techniques as prices become observed. The trader can intervene, at any time, 

to include new information - for example, nuclear power station catches fire 

- which a computer program can not incorporate into the price forecasting 

model itself. 

Using Bayes linear methods means that expectations needs to be elicited 

from the trader. To do this, a software component was built. Here, the 

requirement is to obtain precise forecasts from the user whilst minimizing 

cognitive bias in the trader's price expectations. I t is also critical to min

imize the time i t takes the trader to enter his price outlook. Creating an 
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effective way to do this is a difficult process wi th a sparse amount of aca

demic literature on the subject and few practical examples of prior elicitation 

available. The screens that have been developed, so far, wil l inevitable be 

improved and i t is expected that criticism and feedback from traders wi l l be 

used as a starting point for better user interface designs. 

Several diagnostics - mainly based on Bayes Linear methods - were de

veloped. The purpose of these diagnostics is to warn the trader when the 

observed prices do not match with the price forecasting model. That is, when 

the price forecasting model is statistically unlikely to be precise given actual 

prices. Here, there are difhculties in assessing where to put the threshold 

values - the levels at which the diagnostics need to be recorded before the 

trader is warned that there is a possible problem. There is also a problem 

wi th the Layman's limited understanding of what the diagnostic readings 

indicate. 

There is scope to develop more statistical diagnostics and to improve on 

the benefits of the existing diagnostics by producing documentation that a 

non-statistician can understand. 

Ut i l i ty theory has been adopted as the approach to manage risk. In 

particular, an exponential ut i l i ty function is used to model a trader's risk 

attitude. Objections to the exponential ut i l i ty function include its property 

of constant absolute risk aversion and its lack of detail and simplistic nature. 

Nevertheless, the exponential u t i l i ty is easy to manipulate mathematically 

and i t is a better approximation of a trader's risk behaviour than nothing at 

all. 

Building an individual's ut i l i ty function requires information about how 

the individual responds to risk-reward type questions and a prototype elici

tation tool was developed to do this. Unfortunately, the majori ty of people 
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who used the tool thought that the risk-reward questions were non-intuitive, 

and hence found that the ut i l i ty elicitation tool was difficult to use. 

Ut i l i ty elicitation is challenging since many people dislike probability type 

questions. I t is not easy to say precisely what is needed to improve the 

approach to this ut i l i ty elicitation problem to date. Observation of a trader's 

day to day risk management processes and feedback from the users of the 

tool have been used to some extent to recommend and make improvements 

to the ut i l i ty component of the tool. 

Writ ing clear and detailed documentation and providing software support 

wi l l be necessary and useful for the end users of TradeABLE. The mathe

matics behind the tool are advanced, and while i t unnecessary for the user 

to be an expert in the statistics used, i t is essential that an overview of the 

statistical methods used is articulated to the trader. 

Comprehension of the techniques used is also paramount for internal En

ergy Scitech L t d staff. Perhaps, a training course for the software needs to 

be developed and this could be used as a internal induction to the tool. This 

training course could also be a service provided to external customers. A 

consultancy service - to show the trader how to optimize the use of the tool 

- could also be set-up when the tool is out in the marketplace. 

For the future, there are endless options for adding functionality to the 

tool and making developments. Of course, fixing bugs, improving the look 

and feel of screens, and keeping up to date wi th technological advances is a 

normal part of the software development process. Innovating and progressing 

the underlying capabilities of the tool wil l also be necessary. Perhaps this 

wil l include adding diagnostics, commodity portfolio management, optimiz

ing non-exponential ut i l i ty functions, and considering new price forecasting 

models. Responding to criticism and feedback from traders wi l l undoubtedly 
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take the forefront in all software development decisions. 

I t is time to manage uncertainty effectively. TradeABLE presents a solid 

approach to support the commodity trader who makes important buy, hold, 

or sell decisions in today's volatile market conditions. 
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