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Abstract.

This thesis identifies and fills certain gaps in the empirical literature on the
relationship between exchange rates and stock prices, and equity portfolio
diversification, with the aim of providing useful information for academics, private
investors, currency risk hedgers, and policy-makers. Firstly, it analyses granger-causal
links between exchange rates and stock prices even at a level of stock market
disaggregation not previously considered, taking into consideration a number of
factors that may influence the lead/lag results. Secondly, the thesis considers whether
exchange rate movements actually contribute to systematic or undiversifyable risks in
national equity markets, particularly assessing the implications (thus far) of the single
European currency (the euro) on the risk premiums of major equity markets, given the
general perception that the EMU should reduce exchange rate and equity market risks.
Several studies have advocated cross-border equity investments as a tool for reducing
equity portfolio risks, despite inherent problems including exchange rate risks. Finally
therefore, this thesis contributes to the literature on the diversification of equity
portfolio risks by assessing the potential of home-based diversification in three
developed European equity markets as an alternative to international portfolio

diversification, and the potential benefits of eurozone diversification.

The evidence suggests the existence of time-varying granger-causal links between
exchange rates and stock prices in most countries, although the lead/lag structure for
each country may differ when the stock market index is disaggregated, contradicting
theoretical models. Although the EMU does not appear to have reduced the exchange
rate risk premium in key member states, the same cannot be said about the equity
market premium, which has reduced in three of the four member countries
investigated. Finally, it appears that the potential of diversifying within the European
equity market is such that any extra benefit from international equity acquisitions for

diversification purposes is statistically and economically insignificant.
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Introduction

The need to reduce uncertainties, arising from exchange rate fluctuations, which
plague cross-border flows of goods and services, has been at the forefront of
international economic cooperation for nearly two centuries. In this arena,
international efforts have largely focused on fixing the rate of exchange among
national currencies of participating countries at pre-determined levels. From the
middle of the nineteenth century, the United States of America and most developed
countries of the time fixed exchange rates under the Gold Standard — a system where
central banks peg price of gold by being willing to trade domestic currency for gold or
vice versa with anyone at that official price. Following the outbreak of the First World
War, many of these countries abandoned the Gold Standard because it prevented them
from increasing the supply of money crucial to their abilities to finance war efforts.
After the war, many countries briefly rejoined the Gold Standard until it was finally
abandoned because it tended to amplify the effects of the Great Depression of the
early 1930s i.e. economic shocks were easily transmitted across countries making it

difficult to maintain internal balances, amidst other reasons.

The rapid expansion in international trade that characterised the aftermath of the
Second World War resuscitated the need for new cooperation in curtailing exchange
rates volatility. These new efforts gave birth to the Bretton Woods System or Reserve
Currency Standard — a regime in which different currencies were pegged to the US
dollar, and the dollar alone was pegged to gold. Although it allowed more flexibility
than the Gold Standard, the Bretton Woods System came under speculative pressure
from the late 1960s as a result of unsustainable US economic policy, and finally
collapsed in 1973. The adoption of free floating exchange rate regimes by many
industrialised countries in 1973, coupled with an expanding international trade due to
an increasing tendency of domestic firms to conduct their business on a global scale,
ushered in a new era of increased exchange rate risk and volatility. Volatile exchange
rates hurt companies by making it difficult to set prices, control costs, and predict
revenues. Such a weaker or more uncertain profit outlook may depress the stock
prices of companies whilst spurring investors to demand higher risk premiums, which

boosts the cost of financing business investment.
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Over the last three decades, there has also been a large increase in cross-border capital
flows as a result of: privatisation (or deregulation) in economies that had been tightly
controlled by governments and relaxation of restrictions on foreign ownership of
domestic firms; declining political risks worldwide; and advances in information
technology that enable investors to make well-informed investment decisions on the
international scene. This massive international flow of capital undoubtedly plays an
important role in the determination of the values of various national currencies, just as
exchange rates volatility can quickly wipe out the value of investors’ international
portfolios. Consequently, the interests of academics, investors, and policy-makers in
understanding the interactions between stock and foreign exchange markets have

rekindled in recent times.

Perhaps nothing highlights the importance of this understanding better than the Asian
financial crisis of 1997/98, in which stock prices and exchange rates plunged in
unison, sending shock waves throughout the world’s financial markets. Knowledge of
the dynamics between these two financial variables may enable some practitioners to
profit from arbitrage especially during such severe financial crises. Moreover, such
knowledge may aid portfolio managers in planning effective hedging strategies, and
could be useful to financial policy makers who seek to prevent such economic

mishaps from occurring.

This thesis uniquely contributes to a growing body of empirical evidence on some
issues on the relationship between exchange rates and stock prices, and equity

diversification in light of exchange rate risks and increased global equity movements.

Firstly, since the collapse of the Bretton Woods System, the bulk of the literature
focused on identifying the sensitivity of the value of firms, and to a much lesser extent
the entire stock market, to exchange rate fluctuations, despite economic theory (e.g.
portfolio models of exchange rates determination) that recognises the potential
implications of equity price movements for exchange rates. Attempts have been made
to investigate a two-way link between the two markets in the past, using granger-
causality models. However, given their mixed evidence and use of stock market index

data, an intrinsic assumption in previous work (e.g. Granger et al, 2000) is that all
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stock prices within a national market have a common response to currency
movements and vice-versa. Although this assumption may be attributed to the
theoretical models of exchange rates dynamics that define the relationship, it is not
necessarily plausible. For instance, empirical evidence suggests that exchange rate
exposure patterns may be industry-specific (e.g. Bodnar & Gentry, 1993) and that
industry-related factors may explain movements in national equity markets (Roll
1992). Thus in addition to market level analysis, this thesis contributes to the
literature by investigating stock prices / exchange rate dynamics at a level of stock
market disaggregation not previously considered. The thesis addresses the following
question: is the direction of causality between exchange rates and stock prices (if any)
influenced by industry factors (i.e. industry-specific), or controlled by common
macroeconomic factors (i.e. market-specific) as suggested by theoretical models? The
findings should convey better information to the potential users. For instance, if the
direction of causality is industry-specific, policy could be industry-tailored. In
addition, this study takes into account the potential impact of international equity
movements (given the globalisation trend in equity markets), and currency
specification issues on the exchange rate-equity causal links in individual national

markets, unlike in prior studies.

Secondly, this thesis considers whether exchange rate movements actually contribute
to systematic or undiversifyable risks in national equity markets. Again a number of
studies have been carried out on this issue, using asset pricing models (e.g. Antoniou
et al, 1998a and 1998b). This study uniquely contributes to the literature by extending
the application of an asset pricing model that allows a number of macroeconomic
variables (some not previously considered) to be potential contributors to equity
systematic risks to different national markets. OQur originality centres on analysing the
equity market effects of the latest international effort in curtailing the hazard of
exchange rate uncertainties: the European Economic and Monetary Union (EMU) and
the adoption of the single euro currency, on a wide scope. By analysing the behaviour
of both exchange rates and total equity market risk premia over the period January
1989 to August 1993, Antoniou et al (1998a) assessed the benefits of the UK’s
membership of the exchange rate target zones of the European Monetary System
(EMS), following the European Commission’s view that such exchange rates

arrangement should lower exchange rate risks and hence the total equity market
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premium. Since the collapse of the EMS in 1993, the currency landscape of Europe
has evolved dramatically, metamorphosising into the recent EMU. Although the
economic objective of the EMU is similar to that of the EMS — to control exchange
rates variability hence reducing currency risks, the EMU is a unique exchange rate
regime accomplished in two important phases: the irreversible fixing of exchange
rates of participating member states at pre-specified levels in January 1999, followed
by the adoption of a single currency — the euro, in January 2002. To what extent
therefore has the EMU achieved the objective of reducing currency and total equity
market risk premia in participating countries? Given lack of empirical evidence on
this issue so far, this thesis fills an important gap in the literature by providing some
answers to the question. Moreover, analysing the behaviours of the exchange rates
and total equity market premia from the initiation of the EMU presents a classic
opportunity to assess their responses to the two different exchange rate regimes (or
phases) of the EMU described earlier. Has the creation of the ‘super eurozone
economy’ fulfilled another important mission: fostering economic integration among
participating members? This thesis also addresses this question. A new method of
testing correlation among variables over time is employed to assess the level of
integration among European equity markets following the EMU in comparison with

other non-EMU markets.

Finally, this thesis contributes to the literature on the diversification of equity
portfolio risks. Several studies (e.g. Solnik, 1974) have advocated cross-border equity
investments as a tool for reducing equity portfolio risks, despite inherent problems
including exchange rate risks. In recent times, the characteristics of developed equity
markets have changed. Not only are these equity markets becoming more susceptible
to international factors partly due to a large number of domestic firms doing business
on a global scale, but foreign equity assets are also being cross-listed. Consequently,
can investors enjoy more benefits by diversifying within their domestic equity market
than previously thought? Only one previous study — Errunza et al (1999), has
investigated the potential of ‘home diversification’, albeit from the perspective of the
US investor, in a restrictive manner. This thesis undertakes a much wider assessment
of the potential diversification benefits of domestic equity assets vis-a-vis
international investments from the perspective of three European investors, taking into

account important equity market conditions not considered in the previous study. In
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addition, an empirical assessment of the potential of euro area-wide diversification — a

notion which, until now, existed mainly in theory, is made.

Chapter One discusses previous empirical work in the areas this thesis makes
significant contributions. Section I discusses the empirical methodology and findings
of studies on the exchange rate exposure of firms focusing on the various issues that
significantly affect the outcome of such tests, and those of studies that investigate a
two-way causal relationship between exchange rate changes and stock market
movements; Section II discusses the literature on the pricing of exchange rate risk in
equity markets from the perspective of the Capital Asset Pricing Model (CAPM) and
the Arbitrage Pricing Theory (APT); and, Section III focuses on empirical work on
the implications of exchange rates fluctuations on an internationally diversified
portfolio, the effectiveness of hedging instruments, and findings on the potential of

home diversification.

In Chapter Two, Granger (1969) causality tests are used to exploit the bi-directional
relationship between exchange rates and stock market indices of six developed
countries — Australia, Germany, Hong Kong, Japan, Singapore, and the United States
during various sub-periods from January 1976 to December 2001. Evidence of
significant causal links would enhance predictability in the variables. In addition, the
stock market indices are disaggregated into broad industry portfolios. This
disaggregation provides an opportunity to also investigate whether the direction of
causality between stock prices and exchange rates in each country is industry-specific,
or market-specific. The robustness of results is assessed when changes to exchange
rates base currency and effects of global stock market movements are considered. The
results show significant time-varying causal links between exchange rates and stock
market indices in the six countries. There is also some evidence that the direction of
causality may differ significantly from that suggested by the market index when
industry data is examined. Importantly, the direction of the causality may also depend

on the exchange rate reference currency and global equity market movements.

Chapter Three investigates the claim by the European Union that a single currency, as
under the EMU, would eliminate exchange rate uncertainty, reduce equity market

risks, and hence the cost of financing business investments in participating countries.
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The Arbitrage Pricing Theory (APT) is used to model the return-generating structure
in the equity markets of four eurozone countries — France, Germany, Italy, and the
Netherlands; and those of the USA and the UK over the period January 1980 to June
2002. The APT allows us to test if unexpected movements in exchange rates and other
macroeconomic variables that may directly affect the value of firms, as suggested by
the present value model of share prices, contribute to systematic risks in these equity
markets. Therefore, the empirical validity of the APT as an asset pricing model is
once again called into question. ARIMA models and Kalman Filters are used to derive
the unexpected movements in the macroeconomic factors, thereby assessing the
impact of innovation decomposition techniques on the APT results. By recursively
estimating the APT model over most of the sample period, it is possible to produce
point to point estimates of exchange rate risk and the equity market premiums such
that by plotting these points on a graph, one is better able to observe and explain any
variations and assess the impact of the EMU on both premiums. In addition, the newly
developed Dynamic Conditional Correlation (DCC) of Engle (2002) is used to assess
the level of equity market integration i.e. the dynamic correlation between changes in

equity market premium.

The results, which are robust to the technique of innovations generations, indicate that
exchange rates risks are significantly priced in most equity markets. The APT model
performs reasonably well in explaining the equity market returns. It appears that the
exchange rate risk premium in the larger European countries (France and Germany)
increased sharply with more volatility after the commencement of the euro, such that
any observed reduction in the total equity market premium, as in the case of France,
emanates from the stabilization effects of the EMU on other macroeconomic factors
and not exchange rates as expected. This stabilisation effect is prominent in the
currency risk premiums of the smaller countries — Italy in particular. Whilst the UK
post-January 1999 risk premia have reduced considerably, the US market appears to
be largely unaffected by the EMU. Results from the DCC analyses suggest that
although there is a general rise in the level of equity market integration, it is not

possible to attribute this rise strictly to EMU factors.

Chapter Four appraises the potential benefits of domestic equity diversification in the

European countries — the UK, Germany, and France, as an alternative to international
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portfolio diversification given implicit exchange rates risks and other factors that may
complicate the latter, over the period January 1994 to March 2004. Size-based equity
indices, industry portfolios, stocks of multinational companies, country funds (where
available), and stocks of foreign companies listed on the respective European equity
markets, are used to construct domestic equity portfolios that mimic each of thirty-
seven foreign equity indices. Unconditional correlation analysis is applied to test the
abilities of each of the European investors to mimic these foreign indices with the
domestically available equity assets. Various mean-variance spanning tests —
Huberman & Kandel (1987) OLS-based test, Ferson et al (1993) GMM-based test,
Kan & Zhou (2001) step-down procedure, and the De Roon et al (2001) test, are all
applied to assess the possibility of exhausting the benefits of international
diversification by domestically available equity assets. The Dynamic Conditional
Correlation analysis is again employed to investigate any potential time-variation in
the ability to mimic foreign indices. This study investigates any potential ‘extra’
benefits of eurozone sectoral diversification vis-a-vis member country sectoral
diversification, and more importantly, assesses whether these extra benefits are

declining over time as country-specific risk factors supposedly decline.

The results indicate that it is possible to mimic foreign indices with domestic equity
assets more than previously thought, such the diversification gains over and above
that attainable with domestic equities may be statistically and economically
insignificant in the case of the UK investor, whilst eurozone diversification is more
attractive for French and German investors. Despite the fact that the abilities of the
European investors to mimic the equity indices of most of the foreign countries have
generally increased, the extra benefit of eurozone diversification does not appear to be

reducing.

Finally in this thesis, the findings are summarised and some suggestions for future

research are offered.
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Chapter 1

A Review of Literature.

This chapter discusses the theory and some empirical findings on the issues addressed
in this thesis. Section I appraises literature on the exchange rate exposure of stock
prices, on both firm-level and stock market level, in the context of linear regression
models and bivariate causality tests. Section II discusses the findings from studies
applying various asset pricing models to assess the significance of the exchange rate
risk premium in both domestic and international equity markets. Section III presents
some findings on the implications of exchange rate movements on an internationally
diversified portfolio and the effectiveness of strategies to mitigate adverse exchange
rate effects, and, the potential benefits of intra-country diversification as a means of
eliminating exchange rate risks and other factors detrimental to a portfolio diversified

across countries. Section IV summarises and concludes the chapter.

Section 1.1: The relationship between Exchange Rate and Stock Prices.

The work of Adler & Dumas (1984) set the foundation for research on the effects of
exchange rates on stock prices (henceforth called the ‘fraditional approach’)
especially at a micro-economic level. Adler & Dumas (1984) defined the effects of
exchange rate changes on the value of a firm as the exchange rate exposure of stock
returns.' Loudon (1993) identifies three different types of exchange rates exposure to
which firms are susceptible under such an independently floating exchange rates
regime. These are translation exposure (the sensitivity of home currency book values
and accounting earnings to changes in exchange rates, arising from foreign currency
investing and financing activities); transaction exposure (the sensitivity of the home
currency future settlement value of the firm’s existing contracts denominated in
foreign currency to exchange rates changes); and lastly, operating exposure (the
sensitivity of the home currency economic value of the firm to changes in exchange

rates), reflecting the responsiveness of the price and cost competitiveness of firms to

" Per Adler & Dumas (1984), the exchange rate exposure of firm i, v1, is defined as the correlation
between the firm’s stock returns and the changes in the exchange rate, conditioning on the average
stock market return rate.
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fluctuations in currency values.”> The combined effect of transaction exposure and
operating exposure is usually referred to as economic exposure (see Sercu & Uppal,
1995). Although not tested empirically, Adler & Dumas (1984) suggest that the
exposure can be measured through the regression coefficient of the change in the
value of the firm on the change in the exchange rates, i.e. estimating a model, usually

in the form:

Ri = Boi + PiiEsx + P2iRa + & t=1..T (1.1)

where R, is the stock return of a company, E,, is the rate of change
in the exchange rate, Ry, is the market return. The coefficient B; and B,; capture

the exchange rates exposure and market movements respectively.

The model in equation (1.1) above is essentially an augmentation of the ‘market
model’ of returns with exchange rates information. Given its extensive use in the
literature, this model can be referred to as the ‘empirical anchor’ of the traditional

approach.

In general, the empirical testing of the model has not been successful in identifying
significant exchange rates exposure of stock prices, contrary to theory. This thesis
discusses these studies and their findings by taking a critical look at few important
issues that may affect the results of poor exposure coefficients and also make

empirical testing ‘Herculean tasks’, to say the least.

Complexities in the use of firm-level and industry data.

Most studies focus on identifying the exchange rates exposure of firms that have
significant involvement in foreign markets, especially multinational corporations
(hereafter MNCs), even though domestic market-oriented firms are also exposed to
exchange rates risk, given the definition of operational exposure as discussed earlier.
Using monthly equity data for 287 US-headquartered MNCs from January 1971 to
December 1987, Jorion (1990) finds that although evidence suggests that exchange

rates exposure is positively and reliably correlated with the degree of foreign

2 Operating exposure suggests that domestic oriented firms (i.e. firms with no foreign involvement) are
also susceptible to exchange rate risks.
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involvement’, most exposure coefficients are small relative to their standard errors
(except in a few cases) and time-varying. Loudon (1993) tests the exchange rates
exposure of monthly stock returns of 141 Australian firms over the period January
1984 to December 1989 and finds that only 9 companies had significant exposure.*
Bartov & Bodnar (1994) find no significant correlation between stock returns of US
firms with large foreign currency dealings and contemporaneous changes in the dollar
over the period 1978 — 1989. Choi & Prasad (1995) show that only sixty one firms of
409 US MNCs analysed in their study had significant exposure coefficients during the
period 1978 — 1989, even though the null hypotheses that exposure coefficients are
zero for all firms is rejected at the one percent level of significance.” Using returns
data of 213 US MNCs over the period 1979 to 1988, Chow et al (1997) reports that
five MNCs have significant exposure coefficients, but the exposure coefficients of
other firms become more significant as the returns horizon lengthens from one to
sixty, suggesting long-term exchange rate effects on stock returns.® He & Ng (1998)
find that only twenty five percent of 171 Japanese MNCs experienced economically
significant currency exposures from January 1976 to December 1993. Doukas et al
(2003) also finds that only seventeen of 62 Japanese MNCs had significant exposures
(mainly positive) over the period January 1975 to December 1995, even though over
21% of all 1079 Japanese firms had significant exposures. From January 1990 to
February 1997, Nydahl (1999) finds that twelve of 47 Swedish MNCs had significant
exchange rate exposures. Dominguez & Tesar (2001) reports significant exposure
coefficients ranging from 19% to 38% of firms in eight countries.” The insignificance
of the exposure coefficient may not be surprising in light of evidence from Gao
(2000) that exchange rates affect firms’ profitability through two different channels
(foreign sale and foreign production) which may be offsetting to one another such that

the exposure variable captures only the overall (weak) effect. He finds evidence that

3 See also He & Ng, (1998) and Doukas et al (2003).

* Twenty three of these 141 firms are multinationals, and only one of these had significant exposure
coefficient.

* Jorion (1990) also rejects the null hypothesis that all exposure coefficients are equal and zero at 1%
level of significance.

® Chow et al (1997) find that 190 out of the 213 MNCs had significant exposures (five percent

significance level) at the sixty-month horizon. Their methodology differs slightly from that proposed in
Adler & Dumas (1994). They use a four factor model in which trade-weighted exchange rates, dividend
;lield, default premium, and term premium are regressors.

The eight countries covered in their study are Chile, France, Germany, Italy, Japan, the Netherlands,
Thailand, and the UK, using weekly returns data for an average of 300-firms and at least 20 industries
in each country, from 1980 to 1999.
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exchange rate depreciations are positively correlated to foreign sales and negatively
(or uncertain) correlated to foreign production, even though the total effect of
exchange rate news on the stock returns of US manufacturing MNCs is found to be

quite small and insignificant.

Empirical studies suggest that industry characteristics explain some of the variation in
stock returns.® The macroeconomic models of Dombusch (1973, 1987) propose
theories on the implications of exchange rates fluctuations on wages, goods, and asset
prices in non-traded goods industries differently from traded goods industries.
Dornbusch (1974) suggest a positive relation between the value of firms in non-traded
goods industry and domestic currency appreciations. On the other hand, firms in the
traded goods industry are susceptible to changes in relative input and output prices
and are thus more exposed to exchange rates changes, although the relationship
depends on whether they are exporters (positive relation) or importers (negative
relation). Therefore, firms within the same industry of a country may respond
similarly to exchange rates fluctuations. Results in Dominguez & Tesar (2001)
suggests that there is a large increase in the number of significant exposure
coefficients found in some countries when data is based on industry portfolios as
opposed to firm-level data.” Using Australian industrial indices, Loudon (1993) found
evidence that resource stock (gold, other metals, solid fuels, gas & oil, etc) and
industrial stocks (building materials, chemicals, banking and finance, etc) respond
differently to fluctuations in exchange rates. When currency appreciates, industrial
stocks tend to perform better (i.e. rise in prices) whereas resource stocks perform
better when currency depreciates. Bodnar & Gentry (1993) suggest that exposures
should be large for an industry heavily involved in a single activity, such as exporting
or importing, but they may be small for industries that undertake combinations of
activities. It is this last point that also complicates the use of industry data. Firms
within an industry need not have homogenous exposures, as found in Khoo (1994).'°
Individual firms within the industry are exposed in opposite ways, such that the

aggregation of their returns will therefore average out the individual exposure effects.

8 See for instance Roll (1992) and Griffin & Karolyi (1998)

® For example 31% (22%) of Japanese (German) firms have significant exchange rate exposure
coefficients compared to 61% (65%) of Japanese (German) industries with significant exposures over
the period 1980 — 1999.

1 Khoo (1994).finds that firms in the mining industry of Australia have different exposures (significant
or not) to exchange rates changes.
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Only eleven of thirty-nine USA industry portfolios (four of nineteen in Canada, and
seven of twenty in Japan) are found to have significant exposure coefficients in
Bodnar & Gentry (1993) from 1979 — 1988, even though the joint test that all industry

exposures are zero for each country is rejected at five percent level of significance.

Methodology Issues.

By definition, the coefficient of the exchange rates variable in equation (1.1) Bi;
measures a firm’s exposure to exchange rates movements, after taking into account
the overall stock market’s exposure to currency fluctuations, Pai. As pointed out by
Bodnar & Wong (2001), models that include the market portfolio control for market-
wide factors that are correlated with exchange rate changes, thus estimate ‘residual’
exposure. Residual exposure and total exposure will differ, to the extent that the
market portfolio has a significant exposure. Therefore, if the null hypothesis that the
coefficient By; is equal to zero cannot be rejected, it suggests that the firm has the
same exchange rates exposure as the market portfolio, and not necessarily that the
firm has no exposure. The bulk of studies that test the exchange rate exposure include
a regressor market portfolio as in equation (1.1). Therefore, results in Jorion (1990),
Bodnar & Gentry (1993), Bartov & Bodnar (1994), Khoo (1994), Choi & Prasad
(1995), He & Ng (1998), Nydahl (1999), Dilorio & Faff (2000), Gao (2000), Bodnar
& Wong (2000), Dominguez & Tesar (2001) that suggest weak links between
exchange rate changes and stock returns of firms and industry portfolios based on the
statistical significance of this residual exposure, must be interpreted with care,
especially when some of the aforementioned papers report significant coefficients of
market returns.'' Note however that Jorion (1990) also estimates an alternative
version of equation (1.1) in which market returns are removed from the model thereby
permitting the estimation of ‘otal’ exposure, finding that there are no significant

differences in results.'?

Exchange rates data.

In investigating the relationship, a question that naturally pops to the mind of the

researcher is: what exchange rates? Does one use a trade-weighted index, or does one

' For instance Khoo (1994) finds that the coefficients of market returns are statistically significant for
seventy seven of the 98 Australian firms.
"?In fact, Jorion (1990) notes that the correlation of results under the two versions is as high as 0.96.
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use exchange rates vis-a-vis a specific base currency, or does one even include a set of
bilateral exchange rates as regressors? Using an aggregation of many exchange rates
(trade weights) results in loss of information of domestic currency movements (see
Vassalou, 2000) and is tantamount to assuming that all firms have equivalent
exposures across currencies (see Loudon, 1993), thereby lacking power if the nature
of firm exposure does not correspond to the exchange rates (and their relative
weights) included in the basket. Dominguez & Tesar (2001) provides empirical
evidence on the weakness of trade-weighted exchange rates to capture exchange rates
exposure of firms and industries in the eight countries. They find substantial increases
in the number of firms and industries with significant (at 5% level) exposure
coefficients when exchange rates are vis-a-vis the US dollar or any other base
currency (based on direction of trade data) as opposed to trade-weighted exchange
rates.® Therefore, it may not be surprising that papers like Jorion (1990), Bodnar &
Gentry (1993), Bartov & Bodnar (1994), Choi & Prasad (1995),' He & Ng (1998),
Gao (2000), and Bodnar & Wong (2001) that use exchange rates trade-weighted (TW)
indices'® report weak links between exchange rates and stock returns'®. Note however
that the results of Doukas et al (2003) are not significantly affected by the use of

either a bilateral exchange rate or a multilateral (trade weighted) exchange rate.

In general, one should expect a variation in the exposure of individual firms and
industries to various exchange rates as found in Khoo (1994),!” such that use of a
single bilateral exchange rates (e.g. vis-a-vis the US dollar) may not be adequate to
capture exchange rates effects of stock prices. In the investigation of the sensitivity of
the returns of twenty four Australian industry portfolios to changes in Australian

dollar/US dollar exchange rate over the period January 1988 to December 1996,

" For instance only 5% of Chilean firms are significantly exposed to trade-weighted exchange rates
fluctuations, as opposed to the 19% of firms exposed to dollar rates (or some other bilateral rates). In
addition, 26% (65%) of German industries are significantly exposed to trade-weighted (bilateral rates)
exchange rates changes.

' Choi & Prasad (1995) use both nominal and real trade weighted exchange rates, finding no
significant differences in their results.

' In fact, most studies that empirically test the effects of exchange rates changes on US stock prices
use TW exchange rates data.

' Note that the study is only identifying a potential impact of TW indices on the significance of
exposure coefficients, and not suggesting that use of TW indices exclusively led to insignificant
exposures.

' In addition to exchange rates vis-a-vis the US dollar, Khoo (1994) includes the currencies of other
large countries (yen, mark, sterling, rand, etc) as regressors for each company, provided the currencies
are not highly correlated. The coefficients (their signs and statistical significances) of.the various.base
currencies vary at the firm and industry level.
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Dilorio & Faff (2000) find little evidence of a contemporaneous relationship using
both daily and monthly data.'® Dominguez & Tesar (2001) provides evidence that any
test that restricts the measurement of exposure to a single exchange rate (whether it is
trade-weighted or a bilateral rate) is likely to bias downwards i.e. increasing the
likelihood of insignificant exposure coefficients. However, the danger in the inclusion
of multiple bilateral exchange rates as regressors in the model will be

multicollinearity."®

Exchange rates innovations

Jorion (1990) notes that the empirical model in equation (1.1) is only appropriate if
changes in stock prices and exchange rates are unanticipated. On the basis that the
stock market is efficient i.e. only unanticipated shocks to a firm’s expected future cash
flows will affect abnormal returns since anticipated changes are immediately taken
into consideration by forward-looking investors in their pricing of the firm’s
securities, exchange rates exposure should be measured as the results from changes in
operating cash flows caused by an unexpected change in exchange rates (Eiteman et
al, 1992). Priestley (1996) demonstrates the importance of the methodology for
deriving innovations or news on the statistical significance of currency risk prices in
equity markets.”’ Some studies in international finance like Messe & Rogoff (1983)
suggest that fluctuations in nominal exchange rate are virtually unpredictable?' and as
such most studies testing exchange rates exposure discussed so far (excluding Choi &
Prasad, 1995, and Gao, 2000), use the rate of change in exchange rates to proxy for
the innovations or ‘news’. However, Priestley (1996) shows that ‘rate of change’
methodology does not meet the basic white noise requirements of serially
uncorrelated components (innovations) in exchange rates data, and is also unstable.??
Moreover, Bekaert & Hodrick (1992) shows evidence of increasing predictability in
the foreign exchange markets. As a result, the exchange rates data in the previous

studies may be less appropriate thus affecting the significance of the exposure

'* Using daily data, only two industries showed statistically significant sensitivity to fluctuations of the
AUD/USD exchange rate. Results using monthly data were less significant.

% See Khoo (1994) and Vassalou (2000) for further explanations.
%% Note that there is a difference between the sensitivity of equity returns to exchange rates and the
?ricing of currency risks in equity returns (see subsequent chapters).

' Messe (1990) states that the proportion of monthly exchange rates changes that models can explain is
essentially zero. : -
2 Priestley (1996) suggests the use of signal extraction or Kalman Filters to derive innovations.
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coefficients. On the other hand, Choi & Prasad (1995), using both the rate of change
and exchange rates news,?’ finds no difference in the exposure coefficient results. Gao
(2000} also finds that the firms’ exposure coefficients are still generally insignificant,

even when exchange rate news is used.*

The Market Portfolio

Empirical studies suggest that the type of market portfolio (equally-weighted or value-
weighted) included in equation (1.1) has implications for the significance of the
exchange rate exposure coefficient. Bodnar & Wong (2000) concludes from a sample
of large US firms that value-weighted and equally-weighted have economically
different conditions with the exchange rates. They explain that value-weighted
portfolios are dominated by large firms (multinationals and exporting firms) likely to
experience more negative cashflow reactions to dollar appreciations than other US
firms, such that their use as market returns removes the macroeconomic effects and
bias tests toward finding no exposure. As a result, the failure to control for size in the
regressions causes omitted variable problem especially in cross sectional studies,
which will misstate the significance of other variables in the model. Jorion (1990),
Bodnar & Gentry (1993), Bartov & Bodnar (1994), Khoo (1994), He & Ng (1998),
Dilorio & Faff (2000), Gao (2000) all use value-weighted indices. Bodnar & Wong
(2000) and Dominguez & Tesar (2001) use equally weighted to capture market

returns.

Effects of Hedging.

The use of derivative instruments by firms to hedge exchange rates risks is well
established in corporate financial management. Therefore, the greater the extent to
which companies hedge, the lower their exchange rates exposure. He & Ng (1998)
finds evidence that about forty one percent of 493 Japanese corporations use

derivatives like currency swaps and options, futures, combinations of these, and other

® They define exchange rates news as the difference between the actual and expected exchange rates.
Expected exchange rates are proxied by the forward rate (even though an increasing number of
empirical literature show that the forward rates is a biased predictor of future spot rates, see e.g. Bilson,
1981) and lagged spot rates.

* Gao (2000) defines exchange rate news as the residuals from (a) a random walk process, and (b) the
regression of exchange rates on macroeconomic variables like interest rates, money supply, industrial
output, trade balance and the inflation rate. These differences did not have any significant impact on
results.
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derivatives to hedge their foreign exchange exposures. Geczy et al (1997) also shows
that approximately forty one percent of 352 firms in the US Fortune 500 use
derivatives to hedge currency risks. They also find that the likelihood of using
currency derivatives is positively related to foreign pre-tax income and sales and
foreign-denominated debt, consistent with theory that the benefits of hedging are

greatest and costs lowest for firms with extensive foreign exchange exposure.?’

From a sample of 1110 Japanese firms listed on the Tokyo Stock Exchange, Chow &
Chen (1998) suggest that large firms have economies of scale in hedging exchange
rates risks and are therefore better able to hedge economic exposure®®. Chow et al
(1997) suggests that the widespread practice of hedging short-term currency exposure
can sever the link between the short-term effects of exchange rate changes and short-
horizon stock returns, resulting in the insignificance of the exposure coefficients.?’
Consequently, it may not be surprising that most exposure coefficients in some
studies®® based on large internationally-involved firms and/or short-horizon data are
statistically insignificant especially in light of the findings by Bodnar et al (1996) and
Allayanis & Ofek (2001) that MNCs tend to use foreign currency hedging instruments
more than their domestic-oriented counterparts. Moreover, it is difficult to test the
impact of hedging on exposures because of lack of data on firm’s or industry hedging
activities. Nydahl (1999), Gao (2000) and Dominguez & Tesar (2001) suggest that
insignificant exposure coefficients should therefore be taken as ‘after-hedge’

measurcs.

Other issues.

Economic theory suggests that the susceptibility of the value of firms to exchange
rates fluctuations is even greater in (small) open economies.”’ Ma & Kao (1990) note
that the effect of exchange rate changes on stock market indices might be insignificant

if the economy is less dependent on foreign trade. Friberg & Nydahl (1999) suggest

% See Nance et al (1993) and Chow et al (1997) for more support on theory that large firms hedge more
than small firms in practice.

% They define economic exposure as the effect of exchange rates changes on a firm’s long-term cash
flow.

%7 The fact that Chow et al (1997) find evidence of insignificant (significant) exposure coefficients at
short (long) return horizon gives weight to this argument.

28 See for instance Jorion (1990), Bartov & Bodnar (1994), Khoo ( 1994), Choi & Prasad (1995), and
Gao (2001) ’ o

¥ See Bodnar & Gentry (1993) and Friberg & Nydyal (1999).
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that a possible reason for poor exposure coefficients is that the US economy, on which
Jorion (1990), Bartov & Bodnar (1994), Choi & Prasad (1995), Bodnar & Wong
(2000), Gao (2000) amongst others, are based is relatively closed as compared to the
economies of other industrialised countries like Japan, Germany, and the UK.>® The
fact that Choi & Prasad (1995) find that only two of twenty US industry portfolios
have significant exposure, as compared to Dominguez & Tesar (2001) that 65 percent,
61 percent, and 46 percent of German, Japanese, and UK industries, respectively,
have significant exposure coefficients may suggest some implications of economic
openness. It may be worthwhile to extend research to a variety of markets. Bodnar &
Gentry (1993) also suggest that the more industrially diverse a country is, the more
likely it is to get insignificant exposures across different firms. The large extent of the
industrial diversity of the US economy as compared to other countries is documented

in Griffin & Karolyi (1998), and may also have implications on US results.

Gao (2000) remarks that non-consideration of the potential effects of time-variation of
exchange rates exposure may yield insignificant coefficients. The behaviour of
exchange rates under various regimes is a major driving force behind this time-
variation. For example, the domestic currency depreciation makes exporters more
price competitive, while currency appreciation favours importers. The empirical
evidence on time variation is mixed. Jorion (1990), Chow et al (1997), He & Ng
(1998), and Bodnar & Wong (2000) find evidence that the significance of exposure
coefficients changes from period to period, with different signs. Choi & Prasad (1995)
finds evidence that exchange rates effects on stock prices varies under a ‘strong’
dollar (1978 — 1985) and ‘weak’ dollar (1985 — 1989) regimes, even though direction
of exposure (positive or negative) does not change significantly. Doukas et al (2003)
finds that the exchange rate exposure of Japanese firms varies across time i.e. in the
pre-Plaza Accord®! era (January 1975 to September 1985), Japanese firms generally
had a negative exposure, whereas they had a positive exposure in the latter period
(October 1985 to December 1995).*? Also Dominguez & Tesar (2001) finds evidence

of time-variation in exposure over the period 1980 — 1999 even though the overall

** In fact, Nydahl (1999) notes that the US economy is the least open economy of the OECD countries.
*! The Plaza Accord of September 1985 is the agreement between the Group of Ten industrialised
countries to cooperate to bring down the real value of the US dollar against major currencies.

32 A centre-point of the-Doukas et al (2003) study is that firms exposure varies over; thus employing a
GMM method to estimate their exposure model.
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extent of exposure is not sample dependent i.e. subperiod variations do not drive
overall results. On the other hand, Bartov & Bodnar (1994) reports that the
coefficients of the structural breaks dummies, over two equal subperiods associated
with dollar appreciation and depreciation respectively, is insignificant. Bodnar &
Gentry (1993), Khoo (1994), and Dilorio & Faff (2000) do not consider time

variations in their exposure coefficient.>>

The possibility that stock prices respond to exchange rates with a time lag as opposed
to instantaneously (contemporaneous) is investigated in some studies. Bartov &
Bodnar (1994) notes that such lagged relationships arise as a result of mispricing or
systematic errors made in investors’ estimation of the relationship. They find no
evidence of contemporaneous relationship, but that stock prices respond to lagged
exchange rates (at 1% significance level) showing evidence of mispricing. Dilorio &
Faff (2000) find that two (eight) of twenty four industry portfolios have significant
contemporaneous (lagged) relationships with exchange rate changes. On the other
hand, He & Ng (1998) find strong contemporaneous relationships (25% of firms) as
opposed to weak (10% of firms) lagged relationship, even when up to 26 exchange
rate lags are included. Nydahl (1999) and Doukas et al (2003) do not find evidence of
mispricing. Thus, testing the potential effects of mispricing may be effective in

analysing the relationship between exchange rates and stock prices.

Globalisation, cross-border mergers and acquisitions, and international equity cross-
listings and other global factors contribute to the integration of international equity
markets,* such that stock price movements may be influenced by external factors.
Dominguez & Tesar (2001) suggest that in a perfectly integrated world, market
returns are best proxied by ‘global returns’ — a point not considered in most studies
discussed so far. Multinational corporations, the favourite samples for studies on
exchange rates exposure of stock prices, are more susceptible to international factors
than domestic market-oriented firms (see Errunza & Senbet, 2001). Therefore, it may

be worthwhile to control external market movements, even though Nydahl (1999)

* Since Khoo (1994) covers the sample period 1980 — 1987, the effects of non-consideration of time-
varying exposure coefficients may be costly, since the Australian dollar was only floated in December
1983. Bartov et al (1995) find evidence of increased variability in stock returns corresponding to the
floating of the US dollar following the collapse of the Bretton Woods system-in 1973.

** See Shawky et al (1997) and references therein for evidence on stock market integrations.
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finds that using the world market index does not affect the exposure coefficients

significantly, neither does it alter the number of firms with significant exposure.

The discussions so far show the complexities in the empirical testing of the exchange
rates exposure of equity returns, albeit at the micro-level. On a macro-level, Ma &
Kao (1990) suggest that the cash flow of a typical economy is affected by exchange
rate changes either through price competition in the world-wide product market or
through the cost impact of imported goods, such that the net impact of exchange rates
change is determined by the relative importance of importing firms versus exporting
firm within a given economy. Using monthly data for the UK, France, Canada, West
Germany, Japan, and Italy, Ma & Kao (1990) find that domestic currency appreciation
negatively affects the domestic stock price movement for an export-dominant

economy and positively affects and import-dominant economy.

Another asset model — the portfolio balance models of Kouri (1976) and Branson et al
(1977) suggest ‘stock-oriented’ exchange rates movement i.e. stock prices lead
exchange rates with a negative correlation. The dynamics of the model are as follows.
Suppose a negative shock causes stock prices to decrease unexpectedly, leading to a
reduction in the wealth of domestic investors, demand for money falls, and along with
it, interest rates decline. Domestic investors therefore try to switch their lower return
domestic assets for higher yield foreign asset, encouraging capital outflow. However,
in the short run, the current account is sluggish and the investors cannot increase their
net foreign asset positions. As a result, the exchange rate will have to jump up
sufficiently (depreciation) so that the purchase of foreign assets is made unattractively
expensive. Though empirical tests of the portfolio balance model abound,® few
studies have investigated this sfock-oriented exchange rates directly. Lewis (1988)
finds some support for the portfolio balance model although her results indicate that
the influence of asset stocks, which represent the cornerstone of the theory, is not
strong. Using the portfolio balance model to derive an estimable exchange rates
equation which depends on the value of equities, Smith (1992) verifies the importance

of stock market variables in the determination of the sterling-dollar exchange rate

3 Earlier tests of the portfolio balance model in general found evidence in its favour in the short run
(DeGrauwe 1996), although the model, along with other asset models, is generally deemed
unsuccessful empirically (see Frankel & Rose, 1994),
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using quarterly data from 1974 to 1988, finding that UK equity returns are a
significant determinant of the pound-dollar exchange rate especially from 1979 to

1988 perhaps as a result of the reduction in capital flow barriers.

Research on a potential bidirectional relationship between stock prices and exchange
rates, as suggested by theory, has been very limited. As can be expected, the
possibility of stock price changes affecting exchange rates may only be viable at the
macro-level, unless of course a single firm dominates the entire national equity

market.

Cointegration tests and Granger-Causality models of Granger (1969) are often applied
in studies investigating any lead-lag relationship between exchange rates and stock
market indices. Abdalla & Murinde (1997) applies unit root tests, the Engle &
Granger (1987) cointegration procedure, and Granger-Causality models, to monthly
exchange rates and stock market indices data in India, Korea, Pakistan, and the
Philippines over the period January 1985 to July 1994. They reject the null hypothesis
of no cointegration between the stock price index and the effective exchange rate of
India and the Philippines, suggesting the existence of a long-term relationship
between the variables in these two countries, although no such relationship is found in
the data of Korea and Pakistan where the null hypothesis of no cointegration is not
rejected. Results of the causality tests suggests that there is a feedback relationship
between exchange rates and stock prices in Korea, although exchange rates are found
to exert some influence over the stock market when lags are included in the causal
model as opposed to present values. In India, Pakistan, and Philippines, exchange
rates led stock prices, thus suggesting that exchange rate risks are reflected in the

stock markets considered.

Granger et al (2000) starts by testing for unit roots in daily (5 days a week) data for
exchange rates and stock indices in Japan, Philippines, Malaysia, Taiwan, Thailand,
Singapore, Hong Kong, Indonesia, and South Korea from January 3 1986 to June 16,
1998, using the Zivot & Andrew (1992) test. Whilst the null hypothesis of unit roots
cannot be rejected in the stock market data, it is rejected in the exchange rates data
(vis-a-vis US dollar) for Hong Kong, Indonesia, Korea, Malaysia, Philippines, and

Thailand, since they were pegged to the dollar prior to the Asian financial crises of
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1997/98. Using the Gregory & Hansen (1996) cointegration test, the null hypothesis
of cointegration between stock prices and the exchange rate is rejected in all markets,

contradicting the result of Abdalla and Murinde (1997) for the Philippines.

Applying the causality test (over three sub periods), Granger et al (2000) show that
during period 1 (January 3, 1986 to November 30, 1987), there existed little
interaction between currency and stock markets except for Singapore, where exchange
rates led stock prices. In period 2 (December 1987 to May 1987), there is no definitive
pattern of interaction between the two variables except that exchange rates led stock
prices in Singapore again, but stock prices led exchange rates in Taiwan and Hong-
Kong. In period 3 (June 1997 to June 1998) seven of the nine countries suggest
significant relations between the two variables. Exchange rates led in South Korea,
while stock prices led in Hong Kong, and the Philippines (again contradicting Abdalla
& Murinde, 1997). Malaysia, Singapore, Thailand, and Taiwan had feedback
interactions in which exchange rates granger-cause stock prices, and vice versa. No
relation between the stock and exchange rate markets in Japan and Indonesia is found.
Thus Granger et al (2000) suggests that there is a bidirectional relationship between
exchange rates and equity prices, and this relationship may be more significant during

periods of crises than in periods of relative financial stability.

Hatemi & Irandoust (2002) also contribute to the literature by testing Granger
Causality between the stock market index and nominal effective exchange rates in
Sweden, using monthly data over the period 1993 — 1998. Using Perron (1989) and
Kwaitkoski et al (1992) unit root tests, they find that each series is integrated of order
I (1). Results of their Granger Causality tests (including changes in the CPI to control
the effects of domestic prices) show that stock prices granger-cause effective
exchange rates, such that increases in stock prices leads to an appreciation of the
Swedish Krona (i.e. a negative correlation), in line with the predictions of the
portfolio balance model. Kim (2003) applies Johanssen (1988) cointegration
techniques to assess both short-run and long-run equilibrium relations between the US
S&P 500 index and some macroeconomic variables such as industrial production,
corporate bond yield, inflation and real dollar exchange rates, using monthly data
from January 1974 to December 1998, finding evidence of long-run equilibrium

relationships between the stock index and the real dollar exchange rates, and indeed
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all other US macroeconomic variables considered. Murinde & Shakwale (2004)
models causal linkages between the stock market and exchange rates market of some
European emerging financial markets: Hungary, Czech Republic, and Poland, before
and after the adoption of the EMU i.e. during the period January 1995 to December
1998 (pre-Euro), and January 1999 to December 2003 (Euro period). Using daily
stock price indices and the effective exchange rates, they failed to reject the null
hypothesis of no cointegration for all countries. During the pre-Euro period, Murinde
& Shakwale (2004) find a feedback causal link in the Czech Republic and Poland and
no interactions in Hungary, while exchange rates granger-cause the stock market in all

three countries during the Euro period.

It is clear from discussions thus far that there is no empirical consensus on the
relationship between exchange rates and stock prices, perhaps reiterating the point
made in Morley (2002) that there are differences in how exchange rates react to
movements in the stock market across different financial systems or the need for

further analysis on the issue.

Section 1.2: Is Exchange Rate Risk Priced In Equity Markets?

Advances in modern portfolio theory over the last four decades introduced the pricing
of risky assets through the development of asset pricing models. Such models assume
that the rate of return on any security (equity inclusive) is a linear function of one or
more factors. However, asset-pricing models do not always say what these factors
should be. Again, portfolio theory suggests that only un-diversifiable risk of an asset
should carry a premium in the pricing of the asset (see for instance Bartov et al 1995).
Thus, per the asset pricing models, a factor would have an influence on the price of an
asset if it carries a risk premium. A different perspective to assessing exchange rate —
stock prices relations is testing if exchange rate risk carries a premium in the pricing

of stocks, using the asset pricing models.
Modified versions of the capital asset pricing model (hereafter CAPM) of Sharpe

(1964) and Lintner (1965) are widely used to assess the significance of exchange rate

risks in stock markets. In its original form, the CAPM is a model of market
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equilibrium that suggests that security returns are linearly related to fluctuations in a
market wide index, with a known degree of sensitivity, and that security-specific
returns are generated with a known mean and variance. Majority of studies testing the
original CAPM per Sharpe (1964) and Lintner (1965) have found evidence against its
empirical validity (See for instance Black et al 1972, Roll 1977, Fama & Macbeth
1973, Shanken 1987, Kandel & Stambaugh 1987, and Korajczyck & Viallet 1989 for
further details). Other versions like the Intertemporal CAPM of Merton (1973) and the

Consumption CAPM of Breeden (1979) did not have much empirical success either.

In testing the price of exchange rate risks, majority of studies use the CAPM in an
international context i.e. testing the world price of exchange rates risk using the
aggregate national stock market level rather than firms in individual countries. The
International CAPM models (hereafter ICAPM) of Solnik (1974), Stulz (1981), and
Adler & Dumas (1983) suggest that the investors are sensitive to currency risk and
expect to be compensated for such currency risks, using stock index data from
Germany, Japan, the UK and the USA. Dumas & Solnik (1993) discriminate
empirically between an ICAPM which contains additional terms to reward exchange
rate risk, and a classic CAPM which does not contain this additional term, to test the
null hypothesis that exchange rate risks receives zero price against the international
alternative that tests whether the exchange rate risk is priced in world equity markets.
Because they recognise the lack of specification of instrumental variables as the
failure of the CAPM, the ICAPM is conditioned by restricting the market prices of
risk to be linear functions of six instrumental variables: the exchange rate, the excess
rate of return, the world index lagged one month, a January dummy, the US bond
yield, the dividend yield on the US index, and the one-month rate of interest on a
Eurodollar deposit. The Classic CAPM is also conditioned, on similar information set.
Monthly data on excess returns on equity and currency holdings (measured in the US
Dollar) for the period January 1970 to December 1991 from four countries: Germany,
the UK, Japan and the US are used in estimating the conditional ICAPM with the
generalised method of moments (GMM). Although the conditional classic CAPM
applied to the data is rejected, Dumas & Solnik (1993) find that the ICAPM is not
rejected by the data. Therefore, the hypothesis of a zero price on exchange rate risk on
the Conditional ICAPM is rejected — exchange rate is significantly priced in equity

markets. The null hypothesis that prices of foreign exchange risks are time invariant

32



in the ICAPM is also rejected. Since the empirical failure of the CAPM is attributed to
the difficulty in identifying a true market portfolio,’® Dumas & Solnik (1993) test
whether the significance of the foreign exchange risk premium in the ICAPM is
perhaps linked to the large outstanding amount of government bonds in investors’
portfolios which should have been included in the market portfolio, for robustness.
They show that the identified foreign exchange risk premise cannot be interpreted as
proxies for missing bonds in the market portfolios. On the contrary, testing the
ICAPM and the classic CAPM in their unconditional form, on the same data, presents
contradictory results. The estimation of the unconditioned model reveals that the
hypothesis that the exchange rate risk is not priced in the unconditional, static ICAPM
is not rejected. Thus, conditioning of information plays a crucial role in the results of
Dumas & Solnik (1993). However, the economic magnitude of their exchange rate
risk premiums relative to market premiums cannot be evaluated because they do not
specify the dynamics on the conditional second moments. Dumas & Solnik (1993)
also note the possibility of spurious results is noted due to the violation of some
assumption of the GMM method e.g. the finite size of sample while y® tests are
asymptotic, non-stationarity of rates of return and instrumental variables, and serial

dependence on the sample moments.

De Santis & Gerrard (1998) resolves some of these issues and extends the work of
Dumas & Solnik (1993), by testing directly a conditional version of the ICAPM,
using multivariatt GARCH processes to test whether exchange rate risk premium
significantly affects international equity returns. In addition to the assumption of time-
variation in prices of currency risks, DeSantis & Gerrard (1998) also assume that the
conditional second moments follow a diagonal GARCH process, thus enabling an
assessment of the relative magnitude and dynamics of both currency and market risk
premia. Their data includes monthly returns on stock indexes for UK, Japan,
Germany, and the US, plus a value-weighted world index, and Eurocurrency rates
offered in interbank markets for one-month deposits in US dollars, Deutsche Mark,

Yen, and Pound Sterling, during the period June 1973 to December 1994.3” De Santis

* Roll (1977) suggests that the true market portfolio is not a single equity market index, but an index of
all wealth — bonds, property, foreign assets, human capital, and anything else.
%7 The instrumental variables are similar to those employed in Dumas & Solnik (1993).
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& Gerrard (1998) find that market and currency risks are only relevant when their
prices are allowed to change over time, such that failure to allow time-variation in the
prices of risk would lead to the conclusion that investors are not rewarded for their
exposure to any source of risk in international financial markets. They also find that
the currency premium is an economically significant (but small) fraction of the total
premium, except in the US market. Allowing time-variation, German, Japanese, and

UK currency risks are significant individually, even with robust Wald tests.

In addition to testing the pricing of exchange rate and foreign inflation risk in
international equities, Vassalou (2000) tests whether exchange rate and foreign
inflation risk factors can explain part of the variation in domestic equity returns, using
unconditional tests of ICAPM, highlighting that the assumption of constant first and
second moments of security returns makes conditional and unconditional moments
identical. The model is estimated by SUR, allowing for contemporaneous correlations
in error terms. Vassalou (2000) combines information from a cross section of
exchange rates into two indexes. The first, a common component index, combines
information common to all exchange rates. Whereas, the second, a residual exchange
rate index, captures fluctuations that are specific to individual exchange rates, thereby
including more information about changes in exchange rates rather than the single
index approach adopted in previous studies. Inflation series are filtered by an ARIMA
(0,1,1) model and the innovations, representing unexpected inflation, is used in the
test. Monthly equity returns is collected for ten developed markets (Australia, Canada,
France, Italy, Switzerland, the Netherlands, Japan, Germany, UK, and the USA), with
the number of firms in each country varying from 32 to 600. Exchange rates are vis-a-
vis the US dollar, and the sample runs from January 1973 to December 1990.
Vassalou (2000) finds that at least one of the exchange rate indexes is priced in six out
of the 10 countries. The common component is priced in Germany, Japan,
Switzerland, and the Netherlands. The residual is significantly priced in Canada,
Germany, Japan, the Netherlands, and the US. Unanticipated US inflation is priced

significantly in all countries.

One important insight from Merton’s intertemporal CAPM is that multiple factors are
needed to explain asset prices. The Arbitrage Pricing Theory (hereafter APT) of Ross
(1976), developed as an alternative to the CAPM, is also used in testing the
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significance of exchange rate risk premiums. Unlike the CAPM, the APT is an
arbitrage relation rather than an equilibrium condition. The multiple factor APT
allows asset returns to be determined by fundamental risks in the economy. Since any
market equilibrium must be consistent with no arbitrage profits, every equilibrium
will be characterised by a linear relationship between each asset’s expected returns
and its return’s response loadings on the common (systematic or pervasive) factors.
Roll & Ross (1980), Chen (1983), and Mei (1993) find some empirical evidence in
favour of the APT, using factor analysis.>® Others like Chen et al (1986), Burmeister
& McElroy (1988), Clare & Thomas (1994), Priestley (1996), and Antoniou et al
(1998a and 1998b) that use observed macroeconomic variables also find some
evidence in favour of the APT. However, the APT as an empirical model of asset
returns is not without controversy. Firstly, the APT does not pre-specify the set of
macroeconomic or financial variables that should enter into the model, such that any
set of variables can be included. Secondly, Shanken (1982) shows that the strict factor
structure of the APT,* as tested in Roll & Ross (1980) and Chen (1983), for instance,
is a strong restriction. Chamberlain & Rothschild (1983) proves that the APT holds
more generally if returns conform to an approximate factor structure. However,
Reisman (1992) shows that for approximate factor structures of returns, as tested in
Burmeister & McElroy (1987 and 1988), Connor & Korajczyk (1993), Priestley
(1996) and Antoniou et al (1998a and 1998b), almost any set of variables correlated
with the frue factors can serve as the benchmarks, just as with the single-index
CAPM. Therefore, there would be no basis for the traditional view that the APT is a
viable alternative to the CAPM. Clare & Thomas (1994) and Antoniou et al (1998b)
find evidence that the requirement that the return generating process must be unique
(in that the same factors are priced and carry the same prices of risks across subsets of

assets) is violated.

Jorion (1991) examines the pricing of currency risks in the US stock market, based on

a two-factor model in which exchange rates and market index are the factors* and a

% Factor analysis is a technique that allows an inference of the factors from the data on security returns
thereby allowing the factors to be determined from data. However, the drawback is that the factors
usually have no economic interpretation.

% As presented in Ross (1976), the strict factor structure of the APT is that asset returns have an exact
linear relationship with the systematic factors such that idiosyncratic returns of the individual equities
are not correlated and idiosyncratic risk does not affect the expected returns.

* The two-factor model tests CAPM against the alternative that exchange rates risk is undiversifiable.
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multi-factor model*!

of the APT, using monthly excess returns data on 20 value-
weighted industry portfolios and data on industrial production growth rate, change in
expected inflation, unexpected inflation, unanticipated risk premium, the
unanticipated term structure, excess returns on a value-weighted stock market, and
changes in trade-weighted dollar over the period January 1971 to December 1987.

Jorion (1991) adopts a maximum likelihood procedure that allows the joint estimation
of the factor sensitivities and the risk prices, thereby allowing for contemporaneous
correlations across the industry portfolios. The results for the two-factor model
suggest that the constant risk premium coefficient representing the pricing of
exchange rates exposure is small, unstable, and never significant even though the chi-
square statistics for the cross-sectional restrictions suggests that the model fits the data
rather well. The results for the multi-factor model also shows that US investors do not

price foreign exchange risks, in line with the two-factor model, even though the joint

hypothesis that the prices of the seven factors are zero is rejected.

Clare & Thomas (1994) use eighteen macroeconomic variables (including US dollar /
UK sterling exchange rates) to test the APT in the UK stock market from January
1978 to December 1990. Noting that the ‘rate of change’ method of deriving factor
innovations causes systematic omissions or mispricing, and are usually serially
correlated, they apply autoregressive models of up to lag 12 to generate unanticipated
macroeconomic factor components. Stock excess returns of 840 UK firms are grouped
into 56 equally-weighted portfolios (each containing 15 randomly selected stocks) to
reduce the impact of the error-in-variables (EIV) problem.42 A second set of
portfolios, 56 size-based equally-weighted portfolios, to investigate the implications
of portfolio formations method on results. From the first set of portfolios, Clare &
Thomas (1994) find that seven factors — default risk, inflation, debenture & loan
redemption yield, current account balance, oil price, private sector bank lending, and a
‘comfort’ index (measured by the rates of the consol to equity market dividend yields)
that captures the relative ‘expensiveness’ of the gilt and equity markets; have

significant (at 10% level) risk premia in the APT model over the sample period. Apart

*I The multifactor model includes the six factors in the APT model of Chen at al (1986) and exchange
rate innovations. Note that Chen et al (1986) did not test whether exchange rates risk is priced.

2 As per Blume & Friend (1973), the error-in-variable problem arises from the need to estimate the
equity return sensitivities to macroeconomic variables and the associated prices of risk in two separate
steps as suggested by Fama & Macbeth (1973). Clare & Thomas suggest that the betas of the portfolios
will be more precise estimation of the true beta than those of individual stocks.
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from the fact that the price of exchange rate risks is insignificant, the price of excess
returns on the FT-All Share index is also insignificant suggesting that the model is not
incorrectly specified. However, Clare & Thomas (1994) find that only three factors —
inflation, the comfort index, and market returns are priced in the size based portfolios,
thus suggesting that priced factors may not be invariant to the method used to order

the portfolios.

Priestley (1996) finds evidence that the methodology of extracting innovations in
observed macroeconomic variables has a large influence on the significance of factor
premiums in an approximate factor structure APT model, using non-linear three
staged least square (NL3SLS) regression that permits the joint estimation of both risk
premiums and the factor sensitivities, and allows an endogenous market return.* He
justifies the choice of factors that might influence systematic risk by reference to the
present value model of share prices.** Priestley (1996) shows that the ‘rate of change’
methodology as applied in Chen et al (1986) and Jorion (1991) do not always meet the
criteria for white-noise innovations, and autoregressive models applied in Clare &
Thomas (1994) do not produce stable innovations. Exchange rate risk is not priced in
the monthly excess stock returns of sixty-nine UK firms over the period January 1980
to August 1993, using innovations derived from these two methods. On the other,
using Kalman-filtered innovations, which are shown to be both serially uncorrelated
and stable, exchange rate risk, is significantly priced alongside default risks, money
supply, unexpected inflation, and market portfolio. Furthermore, mispricing using
Kalman-filtered innovations is nearly half that of ‘rate of change’ innovations and

29% lower than that of the autoregressive innovations.

Antoniou et al (1998a) investigates the claim held by the European Commission and
the Bank of England that a volatile exchange rate contributes to the systematic risk of
the economy (i.e. foreign exchange risk is priced) so that by fixing the exchange rates
as under the European Monetary System Exchange Rate Mechanism (hereafter

EMS/ERM) the associated systematic risk is removed and thus exchange rates and

* See Burmeister & McElroy (1988) and Chapter 3 of this thesis for further details on the NL3SLS
methodology.

* The factors used in the APT estimation are unanticipated shocks to the following variables: default
risk, real industrial production, exchange rate, real retail sales, money supply, term structure of interest
rates, and commodity prices. Other variables are unexpected:inflation, change in expected inflation,
and returns on the market portfolio.
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equity markets risk premia reduce. Using Kalman-filtered innovations, the NL3SLS
method of estimation, an APT model similar to Priestley et al (1996) in terms of
return generating structure, and monthly excess returns on 70 UK firms (including the
market portfolio) over the period January 1980 to December 1993, Antoniou et al
(1998a) finds that exchange rate risk is priced alongside unexpected inflation, changes
in expected inflation, unanticipated changes in money supply, default risk, and returns
on the market portfolio. Moreover, tests of the APT cross-sectional restrictions that
the prices of factor risk risks are not rejected thus giving validity to their APT model.
Antoniou et al (1998a) recursively re-estimates the APT model with these six factors
over the period January 1989 to August 1993. Their result suggests that the behaviour
of the UK equity market risk premium was to a large extent influenced by the changes
in the UK exchange rate risk premium. The unabated downward trend in both equity
market and foreign exchange risk premium prior to the end of 1991 was due to the
credibility of the UK’s commitment to the EMS/ERM as perceived by financial
markets. However, the conflict between UK domestic monetary policy and ERM
requirement at the beginning of 1992 signalled a lack of policy credibility to market
participants, and increased both exchange rate and equity market premiums

significantly until the UK’s exit from the EMS in September 1992.

Doukas et al (1999) assesses the pricing of currency risk in the Japanese equity
market based on a multi-factor intertemporal asset pricing testing procedure that
allows risk premia to change through time in response to changes in macroeconomic
conditions and investors’ perception of risk, using the Iterated Nonlinear Seemingly
Unrelated Regression Equation (INSURE) procedure of McElroy and Burmeister
(1988). Unlike previous studies, excess returns are regressed on four risk factors: a
residual market factor, a currency risk factor, a factor representing the difference
between the return on a portfolio of Japanese value (high-book-to-market) stocks and
the return on a portfolio of Japanese growth (low-book-to-market) stocks, and another
factor representing the difference between the return on a Japanese portfolio of small
capitalisation stocks and the return on a Japanese portfolio of large capitalisation
stocks. Their data includes monthly excess stock returns of 1079 Japanese firms (from
25 different two-digit standard industrial classification (SIC) industries) traded on the
Tokyo Stock Exchange over the period from January 1975 to December 1995. Sixty-

two of these firms are classified as MNCs, a second sample of 260 firms with foreign
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sales to total sales ratio exceeding 20%, a third sample of 281 firms with a ratio
exceeding 0% but less than 20%, and a last sample of 476 firms with no reported
foreign sales to total sales (pure domestic firms). This classification is thought
necessary to determine whether the level of exchange rate exposure is significant to
results in present and previous studies. End-of-month exchange rate for the Japanese
Yen against the US dollar (both bilateral, and multilateral), published by the Bank of
England are used. Data on macroeconomic variables — industrial production growth,
unexpected inflation, term structure series, money supply, the US-Japan interest rate
spread, the trade balance, and the market rate of return (the value weighted index of

all firms included in the Nikkei 225 index) are used as instrumental variables.

Doukas et al (1999 and 2003) finds evidence of significant time-varying risk
premiums for exchange rate risk, market risk, and other risk factors, in line with
Dumas & Solnik (1993) and DeSantis & Gerrard (1998). The coefficient of the
currency-risk factor is positive and significant at the 5% level thus implying that
investors require a higher rate of return for bearing currency-risk. Evidence suggests
that MNCs and high-exporting firms’ currency exposure commands a higher risk
premium in the Japanese stock market than low-exporting and domestic firms, whose
currency risk premium coefficient is found to be small and insignificant at
conventional levels. This is in line with evidence from He & Ng (1998) that the higher
the degree of foreign involvement of Japanese firms, the more significant the

exchange rates exposure coefficient.

Like the ICAPM, an ‘international’ APT (hereafter IAPT) has also been applied to
test if priced factors are identical across markets, which should be the case if the IAPT
is valid and capital markets are integrated. Ferson & Harvey (1994) examine the
extent to which returns on a world equity portfolio, exchange rates, interest rates
spread, global inflation, real interest rates, and industrial production growth can
explain monthly returns on MSCI indices of eighteen national equity markets® over
the period January 1970 to December 1989, by implementing restricted seemingly
unrelated regression models via GMM. They find that exchange rate (vis-a-vis US

dollar) risk premium is significantly priced in world equity markets, and that global

* The markets are the sixteen OECD countries and Singapore/Malaysia, and Hong Kong.
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risk factors can explain between 15% and 86% of the variance of monthly returns
(depending on country) over the sample period. Moreover, Wald tests of the
hypothesis that a given factor has betas which are equal to a common value in all of
the countries cannot be rejected for four factors* i.e. consistent with a four factor

model.

Section 1.3: Currency Risks and International Portfolio Diversification.

Within an economy, a strong tendency exists for economic phenomena to move more
or less in unison giving rise to periods of relatively high or low general economic
activity. As a result domestic securities tend to be strongly positively correlated.
However, the existence of foreign capital markets provides the opportunity to
diversify or reduce the domestic systematic risks just as domestic diversification

reduces risk to the average covariance without sacrificing expected return.

The potential gains from international diversification of investment portfolios have
been widely investigated in empirical finance. Grubel (1968) concludes that the
potential gains from diversifying internationally are substantial. Using weekly stock
returns data from seven European countries and the USA over the period 1966 — 1971,
Solnik (1974) finds that the market risk (calculated using the Markowitz efficient
frontier) is higher for a US portfolio than for an internationally diversified portfolio.
Levy & Sarnat (1970) shows that the diversification benefits from investing in
developed equity markets are limited given the high level of correlation among them
and recommend investing in developing stock markets. Odier & Solnik (1993) find
that the average correlation among equity returns of the world’s 15 largest stock
markets over the period 1980 — 1990 is approximately 0.5, so that substantial
diversification gains can still be derived from investments across these markets. Odier
et al (1995) suggest that emerging markets might provide some good diversification
benefits (given their low correlation with world markets) to a portfolio that is invested

solely in developed markets.

* These factors are unexpected component of the global inflation measure (G-7 inflation rate), change
in interest rate spread between the 90-day Eurodollar deposit rate and the 90-day US treasury bill yield,
changes in the weighted average of industrial production growth rate of G-7 countries, and the
weighted average of short-term real interest rates in the G-7 countries.
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Any investment in a foreign asset is a combination of an investment in the
performance of the foreign asset and an investment in the performance of the
domestic currency relative to the foreign currency. Exchange rate risk is therefore a
crucial factor for cross-country investors. Pioneering studies on benefits of
international portfolio diversification (for instance Solnik 1974) may have overstated
its potential gains by applying modern portfolio theory to Bretton Woods-era data,
implying that exchange rate risks may not be factored into the returns of international
portfolios since exchange rates do not vary much under fixed exchange regimes. Izan
et al (1991) and Ziobrowski & Ziobrowski (1995) show that a flexible exchange
regime contributes to the risk of foreign investment not only through its own variance
but also through its positive covariance with the local stock market returns. Eun &
Resnick (1988) shows that between 1980 and 1985, exchange rate volatility accounted
for about fifty percent of the volatility of the dollar returns from investments in the
stock markets of Germany, Japan, and the UK. Jorion (1985), Eun & Resnick (1988,
1994) and Levy & Lim (1994) note that if investors would not control the uncertainty
parameter of foreign currency exposure, the potential gains from international
portfolio diversification may not be enough to justify the expense of international
investment. However, the high correlation among exchange rate changes, especially
those of developed countries*’ suggests that much of exchange rate risk will remain
non-diversifiable in a multi-currency portfolio. Note also that findings of the ICAPM
models of Solnik (1974), Stulz (1981), Adler & Dumas (1983) Dumas & Solnik
(1993), and De Santis & Gerrard (1997) discussed earlier suggest that exchange rates

contributes to the systematic risk in world equity portfolios.

The use of hedging instruments to mitigate the adverse effects of exchange rate
fluctuations is well-advocated in finance literature. Currency risks are hedged
primarily through currency swaps, multi-currency diversification, options, and
forward and futures contracts. Eun & Resnick (1988) and Glen & Jorion (1993) find

that the US investor can eliminate a large proportion of currency risks and hence

*7 Using various cointegration tests, Ballie & Bollerslev (1989a) find evidence of long-run relationship
between daily exchange rates of G-7 countries and Switzerland over the period 1980 to 1985. Using
GARCH methods to model exchange rates, Ballie & Bollerslev (1989b) finds that the parameter
estimates and characterisation of each model is found to be very similar for six major currencies
regardless of data horizon.
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reduce international portfolio risk (as measured by the Sharpe ratio) through the use of
forward exchange contracts, since the forward exchange premium is known to be a
‘nearly unbiased’ predictor of future changes of exchange rates. Izan et al (1991)
finds that the Australian investor, who uses forward contracts to hedge currency risks
in a portfolio diversified across eight developed equity markets, benefits over one who
does not hedge. Using a continuously adjusted currency hedging strategy over the
period 1978 — 1987, Kaplanis & Schaefer (1991) finds that portfolios (diversified
across developed markets) that do not hedge currency risks may even be riskier than
similar US domestic portfolios. Although there exist many empirical studies on
forward contracts to hedge the currency risk, the evidence for other types of
derivatives like options are not much. Hsin et al (1994) and Conover & Dubofsky
(1995) worked on the use of American options where they found that protective puts

dominate fiduciary calls.

In practice, hedging currency risk is not without complications. Eun & Resnick (1988)
note that the effectiveness of a hedge will depend upon the investor’s ability to
estimate accurately the expected foreign currency returns of an international portfolio.
However, Erb et al (1994), Longin & Solnik (1995), and Shawky et al (1997) find
evidence of unstable correlation structures among international equity markets. An
unstable correlation structure would suggest that the efficient frontier of an
internationally diversified portfolio is continuously changing, thus it would be
difficult for an investor to select an optimal investment strategy ex-ante.*® Jorion
(1985) argues that ‘estimation risk’ due to such uncertainties has a considerable
impact on optimal portfolio selection, and may ultimately affect the effectiveness of
currency risk hedges. Kaplanis & Schaefer (1991) reports that optimal currency
hedging ratios are highly unstable such that substantial risk reduction can only be
achieved with perfect foresight of hedge ratios. Glen & Jorion (1993) also shows that
even if currency hedging reduces the volatility of portfolio returns, hedging will be
beneficial only if the risk reduction is not accompanied by an offsetting decrease in
returns. Furthermore, some empirical studies (see for instance Frankel & Froot, 1989)
find that forward rates are biased predictors of future spot rates. In examining the

performance of hedged (using interbank forward contracts) and unhedged

*® This also implies that the potential benefits of international investment may be large when ex-post
data is considered, but such benefits may not be attainable in reality.
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international portfolios*® over two periods, Levy & Lim (1994) show that the direction
of bias in forward rates affects hedged portfolio expected returns and hence the
relative performance of hedged and unhedged strategies. They find that hedged
portfolios outperformed their unhedged counterparts from 1981 to 1988, whereas
unhedged strategies outperformed the hedged strategies over 1985 to 1988.

A striking feature of the literature on currency risk hedging is the focus on portfolios
diversified across developed equity markets. Whether this arises from the fact that the
ability to hedge against currency risk is considerably lower for emerging economies
as a group than for industrial countries given that currency derivatives are more
readily available in developed markets as also suggested in Solnik (2000), is not
certain. Yet, many studies (see for instance Shawky et al, 1997) suggest that
investments in emerging equity markets are the main source of international
diversification benefits, given the high level of co movement among developed equity
markets. Therefore, given the relative difficulty in hedging currency risks, a portfolio,
consisting of emerging market equities which are also known to be relatively more

volatile,’® may be quite a risky cocktail of international equity assets.

In addition to exchange rate risks, a number of other factors mitigate the realization
of benefits of an internationally diversified portfolio. Firstly, diversifying
internationally involves higher transaction costs. Rowland (1999) finds evidence that
the rate of portfolio diversification decreases as the magnitude of transaction costs
increases. Secondly, despite emerging equity market liberalization policies especially
in the 1990s,’! a number of restrictions to foreign equity ownership are still in place,
making it difficult for international investors to take full advantage of potential
diversification benefits. Eun & Janakiramanan (1986) and De Roon et al (2001) find
evidence that when such investment constraints are taken into account, the marginal
diversification benefits are statistically and economically insignificant. Bekaert (1995)

and Bekaert et al (1997) report the negative impact of liquidity risks and political

*° The international portfolios are constructed ex ante, based on the returns on equity market indices
(MSCI) of the USA, Japan, West Germany, France, Switzerland, Canada, and the UK.

%0 See Bekaert & Harvey (1997) for more on emerging equity markets volatility.

3! For instance, See Henry (2000) and references therein for information on equity market
liberalization.
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risks, respectively, on investments in emerging equity markets.>? Thirdly, empirical
evidence™ shows that investors are home biased i.e. they appear to only invest in their
home country equity market, virtually ignoring foreign opportunities despite evidence
of international portfolio benefits. Some studies (see for instance Salehizadeh, 2003)
suggest that political and exchange rate risks, high transaction costs, restrictions of
foreign equity ownership, and information asymmetries are the possible causes of this
home bias phenomenon. However, Coval & Moskowitz (1999) shows that even if all
these factors are removed, investors still have a preference for geographically
proximate investments, such that on an international scale, investment proximity still
accounts for a large portion of the observed abstinence on holdings of foreign
securities. Fourthly and finally, empirical analyses have pointed to rising levels of
economic and financial interdependence worldwide and have shown various
industries and sectors becoming increasingly global leading to highly synchronised
share-price movements.”® As such, the benefits from international portfolio

diversification may have actually reduced.

In light of these issues, and the increasing availability of foreign-based equity assets
traded on US markets (for example, Country Funds and American Depository
Receipts (ADRs)), Errunza et al (1999) examines whether it is possible to gain some
benefits of international diversification by investing in equity assets traded on the US
equity market. They define a (mimicking) portfolio of domestically traded securities
as one that is most highly correlated with a target foreign market index i.e. the fitted
values obtained from a regression of each of sixteen foreign equity indices® on twelve

US industry stocks, stocks of thirty large US multinational corporations, country

52 These studies find that liquidity problems and political factors are priced factors in emerging equity
markets.

%3 See for instance, French & Porteba (1991), Coval & Moskowitz (1999), and Salehizadeh (2003) for
evidence on investor’s home-bias.

> Shawky et al (1997) shows the correlation among weekly rates of return on the US and six European
indices from 1990 to 1995 (as compared to those reported in Bertoneche (1979) for the period 1969 to
1976) have increased substantially in recent times. For example, the correlation coefficient between the
Belgian and UK equity markets reported in Shawky et al (1997) is 0.51 whereas for Bertoneche (1979)
it is only 0.12. See also Kaplanis (1988) and Longin & Solnik (1995) for more evidence of increasing
equity market correlations. Brooks & Catao (2000) finds that the fraction of return variation explained
by global industry effects is on average 23 percent from mid-1997, far above the 4 percent reported in
Griffin and Karolyi (1998).

%3 These sixteen foreign equity market indices include Morgan Stanley Capital International (MSCI)
market indices of seven developed markets (Australia, Canada, France, Germany, Italy, Japan, and the
UK), and International Finance Corporation (IFC) market indices of nine emerging markets (Argentina,
Brazil, Chile, Greece, India, Korea, Mexico, Thailand, and Zimbabwe), all value-weighted.

44



funds (where available) underlying the particular foreign index, and American
Depository Receipts (ADRs) of firm(s) based in that foreign country. Using monthly
returns data from January 1976 to December 1993, Errunza et al (1999) finds that the
unconditional correlation between the foreign market indices and their underlying
mimicking portfolios of domestically traded assets are much higher (especially for
emerging markets) than the correlation between the S&P 500 index and the foreign
indices, thus suggesting that index-level correlations tend to overstate the benefits of

international portfolio diversification in line with Agmon (1972).

In addition, Errunza et al (1999) investigates whether it is possible to exhaust the
benefits from international diversification by investing in these US traded assets, in
the context of mean-variance spanning tests of Huberman & Kandel (1987) and
Bekaert & Urias (1996). Their results under the Huberman & Kandel (1987) OLS test
show that the null hypothesis of spanning cannot be rejected (at the five percent
critical level) for most foreign indices except for five emerging market indices (i.e.
Chile, Greece, India, Thailand, and Zimbabwe), suggesting that significant
diversification gains may still be obtained by investing in these markets. However, the
GMM-based spanning tests per Bekaert & Urias (1996) suggest that the null of
spanning can only be rejected (at five percent level) for India and Zimbabwe. Frrunza
et al (1999) also assess the economic significance of these diversification benefits
using the change in Sharpe ratios, finding that only the indices of Chile and Thailand
provide economically meaningful diversification benefits. Finally, using the
Generalised Dynamic Covariance (GDC) multivariate GARCH model of Kroner &
Ng (1998), Errunza et al (1999) show that there is substantial time-variation in
conditional correlations between foreign indices and home-made diversification
portfolios, and that the time variation is consistent with changes in investment
barriers, changes in rules governing foreign portfolio investments, and political,

national and economic events.
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Section 1.4: Summary

This chapter updates findings on the interrelationship between exchange rates and

stock prices from various perspectives.

In Section 1.1, there is evidence that there are a number of issues that may potentially
undermine the significance of the exchange rate exposure coefficient as examined
under the traditional approach, given that most studies report that the majority of
firms and/or industries are not exposed to exchange rate changes contrary to the
monetary models of exchange rate determination and the present value model of share
prices. Due to the specification of the empirical model, an insignificant exposure
coefficient does not necessarily mean that firms are not affected by exchange rates,
but may suggest an exposure coefficient similar to that of the market index. Moreover,
the nature of the relationship may not be captured by contemporaneous regressions or
even short horizon data. The involvement of firms and industries in both importing
and exporting activities may lead to offsetting exchange rate exposure, which
ultimately results in insignificant exposure coefficients. While use of ‘rate of change’
in exchange rates may not be appropriate for deriving exchange rate innovations,
trade-weighted indices or even the use of a single bilateral exchange rate may bias t-
statistics downwards, as would a value-weighted market portfolio. Some studies
suggest that insignificant exposure coefficients should be taken as after-hedge
measures, since many firms utilise currency swaps, futures and forward contracts to
hedge exposure. In addition, it is suggested that the more open the economy, the more
susceptible firms are to exchange rate risks, such that the relative closeness of the US
economy may have contributed to the insignificance of firms exposure coefficients.
Evidence from more open economies like the UK, Germany, and Japan suggest that a
larger proportion of firms and industries are significantly exposed to exchange rate
shocks. Apart from the fact that exchange rate exposure coefficient may vary with
different signs resulting in weak overall results; external factors may also have an
impact on results due to globalisation and international market interactions. Unlike the
traditional approach, portfolio balance models also suggest that movements in stock
prices can cause changes in exchange rates. As a result, recent studies (however few)

have focused on investigating two-way causality between both variables. Although no
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long term relationships are found as shown in cointegration tests, the evidence is

mixed, suggesting that stock prices lead exchange rates and vice-versa.

Section 1.2 reviews the literature on the pricing of exchange rate risks in the equity
market. Empirical tests of the international asset pricing models (ICAPM and IAPT)
suggest that exchange rates are significantly priced in world equity markets i.e.
exchange rates contribute to the systematic movements in international stock markets,
especially when the exchange rate premium is not allowed to be time-invariant.
Studies estimating a domestic APT provide mixed evidence on the significance of the
exchange rate premium. While it appears that the null hypothesis of a zero exchange
rate premium cannot be rejected in the US equity market, the same cannot be said
about the UK equity market. Although the ICAPM of Vassalou (2000) shows that
exchange rate changes contribute to the systematic risks within other developed
markets like Germany, Japan, and the Netherlands, it would be interesting to see if the
exchange rate premium remains significant when other macroeconomic factors are

accounted for as in an APT model.

The discussions in Section 1.3 show that exchange rate risks contribute to the total
risk of any portfolio containing equity assets from different countries, such that if
currency risks are not managed it may wipe out the entire benefit of diversifying a
portfolio internationally. Evidence on the effectiveness of currency hedges is also
mixed. It is not clear whether a currency risk-hedged portfolio will consistently
outperform an unhedged portfolio. The exposure of international portfolios to
exchange rate risks, together with high transaction costs, liquidity and political risks,
barriers to foreign equity ownership, the home bias phenomenon, and the “increasing”
integration among world equity markets appears to undermine the viability of
international investments as effective means of reducing portfolio risks. Evidence
from the US suggests that it is possible to mimic foreign equity market indices, and
exhaust any diversification benefits from them by investing in Industry portfolios,
stocks of MNCs, country funds, and ADRs. Since the US equity market accounts for
nearly half of the world’s total market capitalisation and is perhaps the world’s most
developed equity market, it will be interesting to see whether equity assets traded

domestically in non-US market can substitute international portfolio diversification.
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Chapter 2

Causal links between Stock Prices and Exchange Rates - evidence

from six developed markets.

Section 2.1: Introduction.

No doubt there is an unprecedented level of academic, practitioner, and policy-maker
interests in identifying and understanding the link between exchange rates and stock

prices especially in the face of global trends in world financial markets.

The nature of the relationship between these two variables crucial to the development
of any country’s economy is underpinned by economic theory. Models of exchange
rates determination’® identify the links. Monetary models suggest that when monetary
shocks occurs within the economy, the price of the foreign currency must increase (or
decrease) for asset markets to remain in equilibrium and this has implications on the
value of firms, as per the present value model of share prices. This is the hypothesis
that exchange rates movements could cause changes in stock prices (either negatively
or positively), hence the term exchange rate exposure of stock prices as described in
Adler & Dumas (1984). Empirical studies, which have mainly been US-market
oriented, provide weak evidence on the exchange rate exposure of firms.’’ The
hypothesis that exchange rates lead stock prices is henceforth termed the fraditional

approach.

On the other hand, the portfolio balance models of exchange rates determination in
Kouri (1976) and Branson et al (1977) suggest that negative shocks to the stock
market leads to capital outflows, which in turn cause domestic currency depreciation.
This is the portfolio approach i.e. the notion that stock prices lead exchange rates with
a negative sign. However, empirical evidence on the portfolio approach is not only

very limited, but also suggests a weak relationship.

The possibility that both financial variables affect each other is also put forward by
Adler & Dumas (1984), noting that both exchange rates and stock prices are

% See Chapter One for further details on Asset models.
%7 See previous chapter for a survey of the literature.

48



determined jointly, in which case, a ‘feedback’ relationship is said to occur. Both
exchange rates and stock prices may be influenced by the same but unknown
underlying independent stochastic process or by other economic variables, as noted in
Aggarwal (1981), facilitating such a feedback relationship. Sadeghi (1992), Kwon &
Shin (1999), and Nasseh & Straus (2000) find evidence that macroeconomic factors
affect stock prices. Messe & Rogoff (1983) and Wolff (1988) also find evidence that

macroeconomic factors influence exchange rates.

Until recently, the bulk of empirical research on the dynamics between exchange rates
and stock prices has focused on testing the traditional hypothesis. Given the mixed
results from these studies and economic theory suggesting that stock price fluctuations
may also have an impact on exchange rates variability, research is increasingly
focusing on investigating dynamics between the two variables from a bi-directional
perspective. As discussed in the previous chapter, a number of empirical studies have
focused on analysing cointegration and bivariate granger-causality links between
exchange rates and stock prices. Such analysis may also be seen as surrogate
measures to test market efficiency. No causality suggests that past information does
not have a significant information content to be used as a predictor of stock prices
and/or exchange rates. On the other hand, suppose it is established that exchange rates
in an economy granger-cause the stock prices, policy-makers may fortify the
economy’s stock market by enhancing the country’s exchange rate market conditions
either by reducing excessive fluctuations of exchange rates or regulating favourable
exchange rate conditions. Alternatively, if stock prices granger-cause exchange rates,
then exchange rate conditions may be strengthened via improving stock market
fundamentals. Moreover, the identification of a statistical lead/lag relationship may
encourage academics in their hitherto unsuccessful attempts at modelling movements
in both exchange rates and stock markets.”® Empirical results so far have been very

mixed, to say the least, even though a causal link is established in many cases.

*® For instance, Solnik (1987) finds that poor quality of macroeconomic variables (as a result of
erroneous measurement and/or impossible direct measurement) may be responsible for the limited
success of exchange rate models. Since stock prices and exchange rates may be affected by the same
underlying systematic factors, perhaps the inclusion of stock indices in exchange rate models may
reduce the importance of accurate measurement of other macroeconomic variables.
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This chapter extends the bivariate causality research to data from six developed
markets. Although it contributes to the empirical literature on the links between
exchange rates and stock market indices, the need for this current study evolves from

a number of important considerations neglected in previous studies.

Firstly, results from previous studies may be undermined by the effects of aggregating
stock prices into a single market index — a concern also expressed but not accounted
for in Granger et al (2000). Firms and industries vary widely in terms of the nature of
importing and exporting activities, the terms of competition, and the sensitivity of
input and output to exchange rates. Numerous studies suggest that industry-related
factors which reflect technological and product market characteristics also explain
movements in national equity markets.* Testing the traditional hypothesis, Bodnar &
Gentry (1993) find that industries are exposed to exchange rates in different ways and
suggests that exposure should depend on industry characteristics. Therefore
disaggregating the market index into industry portfolios for causality testing within
each market should convey better information on any lead/lag structure.®’ In addition
to testing the hypothesis of causality between exchange rates and stock indices, the
hypothesis that the direction of causality (i.e. from exchange rates to stock prices or
vice-versa) within each national market is robust to industrial characteristics (i.e.
market-specific) is being tested here, especially as the models of exchange rates
determination which underpin exchange rates/stock prices causal links ignore these

industrial differences.

Secondly, the use of a single bilateral exchange rate or trade-weighted rates as in
many studies may affect causality results — a point discussed in Chapter One.
Empirical evidence (see for instance, Khoo, 1994) suggests that stock prices respond
differently to movements in various bilateral rates, whilst using a trade-weighted
index assumes that all firms have similar exposures to a set of currencies (see
Vassalou, 2000). This prompts the question: is the causality relationship between

exchange rates and stock markets invariant to exchange rates information? Thirdly,

%% See Roll (1992), Heston & Rouwenhorst (1994), and Griffin & Karolyi (1998) for further discussion
of industrial factors in national equity markets.

* Note however that since it is unlikely that a few firms’ stock prices would wield a significant
influence on a macroeconomic variable as the exchange rate, one should not investigate bivariate
causality with industrial portfolios classified at very fine levels.
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with the exception of Granger et al (2000), previous studies do not take into account
the possibility of time variation in the direction of causality (also known as causality
structure) arising from changes in barriers to international capital flows, exchange rate
regimes, and other macroeconomic conditions, neither do they consider the sign of the
lead/lag structure; both of which are important considerations for predictability
purposes as suggested under the empirical tests of the models of exchange rates
determination, and even for policy-makers. Therefore, it is important to raise the
question: does the direction of causality change over time? Fourthly and finally,
global trends in financial markets suggest that it is important to control the effects of
external variables on lead/lag structure between exchange rates and stock prices
within each market. In fact, many studies (see for instance Dominguez & Tesar, 2001)
argue that the world index is the appropriate proxy for market portfolio in an

increasingly integrated global market.

The chapter examines causal links between exchange rates and stock prices in
Australia, Germany, Hong Kong, Japan, Singapore, and the USA,*' using daily data
over the period January 1976 to December 2001 (including sub-period analyses). In
addition to stock market indices, this study analyses causality using industry indices,
and consider the effects of global equity movements, and that of variations to bilateral

exchange rates.

To anticipate results, there is evidence of significant causal links between the two
variables contrary to some studies based on the traditional approach. The direction of
causality may differ within each country. Even where there are no links between the
market index and exchange rates, some industry stocks granger-cause or lead
exchange rate changes whereas changes in other industry equities are granger-caused
by currency movements, highlighting the implications of stock data aggregation. The
lead/lag structure and the sign of causality change contrary to the predictions of
economic theory. The insignificance of the exchange rate exposure coefficient of US
stocks as reported in many studies may be due to the fact that movements in US

equity prices lead the dollar exchange rates in most periods, as suggested by the

8! Equity markets of Japan, Hong Kong, and Singapore were included in this study to enable
comparisons with the results obtained for them in Granger et al (2000) when the considerations
mentioned discussed earlier are accounted for.
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portfolio approach. There is also evidence of significant differences in causality or
lead/lag structure arising from changes to the exchange rates base currency despite
empirical evidence suggesting co-movements among major currencies. Global equity

movements may also affect the causality structure within each country.

The rest of the chapter is organised as follows: Section 2.2 discusses the methodology
— unit root tests, cointegration tests, Granger Causality models, and data. Section 2.3
reports and discusses empirical results, and Section 2.4 presents some issues on

robustness of results. Section 2.5 summarises the chapter.

Section 2.2: Empirical Models and Data.

This section discusses the various empirical models applied in the study, together with

details of data and sub-period analysis.

Testing Unit Roots and Cointegration

Since Granger (1969) causality definitions assume that only stationary series are
involved, the empirical analysis is commenced by testing for unit root using the

Augmented Dickey Fuller (ADF)® test, and the Perron (1989) test® denoted as:

k-1

Ay, =a+PBt+(p—1)y_, +YDU, (M) + D 0,Ay, , +, @.1)

i=l

where DU, (A) = 1 for t > T, otherwise DU, (A) = 0; A = Ty / T represents the location where
the structural break occurred. The estimation result hinges critically on the value of A since
Perron (1989) shows that when the residuals are identically and independently distributed, the

distribution of (p — 1) depends on the proportion of observations occurring prior to the break.

To investigate the stationarity assumption of I(1) variables, the Gregory & Hansen

(1996) method, which revises the Engle & Granger (1987) model to consider the

%2 See Dickey & Fuller ( 1981) for further details on the ADF test.

% ADF tests of the unit root hypothesis against trend stationary alternatives cannot reject the unit root
hypothesis if the true data generating process is that of stationary fluctuations around a trend function

that contains a one-time break. Note however, that the use of the Perron (1989) here does not preclude
the existence of a single structural break in each series.
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regime shift via residual based cointegration technique, is adopted. The method is a

two-stage estimation process, of which the first step is to estimate:

Y =0+Pt+yDU,(A)+6,y,, +e, 22)

where yy, and y,, are of I(1) and y,, is a variable or a set of variables; and DU, (A) has the same

definition as in equation (1).

The second step is to test if e; in equation (2.2) is of 1(0) or I(1) via the ADF or
Phillips-Perron (1992) technique. If e; is found to be consistent with I(0) —

cointegration exists between y), and y3.

Testing Granger Causality.

As per Granger (1969), a variable Y is causing another variable X, if one is better
able to predict X using all available information than if the information apart from Y,

had been used.

If cointegration exists between variables, an error correction term is needed in testing
Granger Causality between the variable because cointegrated variables have a long-
term equilibrium relationship, which may influence the causal tests. The error-
correction term captures the adjustment towards the long-run equilibrium. Long run
relationship exists if one or both of the speed of adjustment coefficients is statistically
significant, whereas the short run dynamics are captured by coefficients of the causal

model.

k k
Ay, =0y + 6, (¥, — Yy )+ Z oAy, +Z oy Ay, +€,
i=1

i=1

k k
Ay, =By + 8, (¥ — Vo) + Z By +Z By, + &y (2.3)
i=1 i=1

where y; and y, represent stock prices and exchange rates respectively. 8, and 8, (the
coefficients of the error correction term) denote speeds of adjustment. Per Engle & Granger
(1987), the existence of the cointegration implies causality among the set of variables as

manifested by 6, + §,> 0.
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Failing to reject the Ho: a1 = 022 = ....= a = 0 and §; = 0 implies that Y2 does not
Granger-Cause Y. Also, failing to reject the Hy: By =B = ....=Px =0and 6, =0

indicates that stock prices do not granger-cause exchange rates.

If cointegration does not exist, the following simple causal model is needed in testing

Granger Causality:

k k
Ay, =0, + Z oAy, +Z oy Ayy,, +8,
i=1

i=1
k k
Ay, =B+ z Budy +Z BoiAyy 1 €y 2.4
i-1 i=1

where y,; and y,, represent stock prices and exchange rates.

Failing to reject the Hp: a1 = 0 = ....= ap = 0 implies that Y2 does not Granger-
Cause y,. Likewise, failing to reject the Ho: B2 = B2 = ....= P = 0 implies that stock

prices do not granger-cause exchange rates.

Data

Daily exchange rates and stock market indices (closing rates) of Germany (GMY),
Australia (AUS), the USA (USA), Japan (JPN), Hong Kong (HKN), and Singapore
(SIN) are used in this study. Exchange rates are expressed as national currency to the
UK pound Sterling.** Stock Price Indexes are datastream-calculated — including the
most important companies with the precise number varying from market to market
according to the size of the market capitalisation, and changes to reflect current

market conditions.®® For industrial analysis, data on 10 economic sectors®® (based on

% Note again that data from the latter 3 countries, having been used in Granger et al (2000), were
included in this study to allow some comparability, especially in light of evidence (see Khoo, 1994)
that a change in exchange rates base currency may have implications on results.

 The numbers of companies in the stock indexes are as follows: Australia (160), Germany (200),
Hong Kong (130), Japan (1000), Singapore (100), the UK (550), and the USA (1000).
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Datastream level 3 classifications) are obtained over our sample period. These are
Resource (mining, oil & gas), Basic industries (chemicals, construction, building
materials, forestry and paper, steel and other metals), General Industries (aerospace,
defence, diversified industrials, electrical equipment, commercial vehicle, engineering
contractors, engineering fabricators, engineering and machinery), Cyclical consumer
goods (automobiles and parts, household goods and textiles), Non-cyclical consumer
goods (beverages, food producers and processors, health, personal care and household
products, pharmaceuticals and biotechnology), Cyclical services (retailers, leisure,
entertainment, hotels, media, photography, support services, and transport), Non-
cyclical services (food & day retailers, telecom services), Utilities (electricity, gas
distribution, and water), Information technology (IT hardware, software and computer
services), and Financials (banks, insurance, life assurance, investment companies, real
estate, speciality and other finance). Data sampling period is from Jan 2, 1976 to Dec
31, 2001: a total of 6780 observations are obtained from datastream, prior to
corrections for different stock exchange holidays.’” Data on stock indices and
exchange rates (vis-a-vis UK sterling) are transformed into logarithmic scale and are

shown in time series plots in Figures 2.1a and 2.1b below.

Sub-Period Analysis.

To allow for the possibility of time-varying interactions as found in Jorion (1990) and
Bartov & Bodnar (1994), five sub-periods of various lengths are used to better dissect
the relationship between exchange rates and stock prices. The segregation of data into
sub periods is primarily influenced by; major economic events that may have a
bearing on exchange rates and stock prices interrelationships in the countries, and also
sub-periods adopted in similar studies to facilitate comparisons of causality tests

results,

% 1t is noted again that a higher level of industrial classification may yield different results, because a
smaller number of firms may have too much idiosyncratic risks to measure the impact of exchange rate
shocks. Regardless of this, the possibility of obtaining a small number of firms in some industries and
countries is still recognised.

* The choice of start date is primarily influenced by data availability, although it is thought that by
January 1976, the effects of the post Bretton Woods flexible exchange rates (if any) should be well
reflected on stock prices. National holidays are found by taking first differences of the stock market
index, and 10 industrially classified indexes (e.g. resource, basic, and general industries, etc) for each
country, and then deleting zero observations common to all country-specific indexes, and the
corresponding exchange rates data.

55



Hamilton (1996) notes the effects of the oil shock of 1973 —74 and 1979 — 80,
especially on the economies of ‘oil-consumers’ (oil net importers) as depressing
demand for key consumption and investment goods. The effects were especially large
in Germany and Japan, where they involved a transfer of purchasing power of 2 to 4%
of GDP to oil producing countries.®® Mishkin & White (2002) argue that financial
markets were forced to cope with rising inflation and inflation uncertainty, following
the OPEC oil shock; thereby resulting in large declines in asset values. In 1986, oil
prices declined sharply as OPEC oversupply deepens, such that by the end of 1986,
they had dropped to almost half the level attained in 1985. Masih & Masih (2002) also
notes that the decline in oil prices was an important catalyst for the stock market
boom in Japan, and possibly in other countries in our study. Given these and the fact
that most of the countries in this study are net importers of oil (possibly with the
exclusion of Australia), the relationship between exchange rates and stock prices is
analysed during the period of ‘high oil prices’ from January 1976 to December 1985.
Moreover during this period, the US dollar appreciated significantly (by as much as
forty three percent) against other major currencies, following the October 1978
change in US monetary policy until February 1985, at which time the trend reversed
to a marked dollar depreciation (about sixty seven percent) until the turn of the
decade. Analysis in this sub-period is comparable to the pre-Plaza Accord (1975 to
1985) sub-period in Doukas et al (2003).

The October 19, 1987 stock market crash saw the largest one-day decline in the stock
market value in the US history. The Dow Jones fell 22.6 percent, and major indexes
all around the world, including those of countries in this study, fell substantially as a
result.®® Stock prices continued to oscillate violently for the remainder of 1987. Roll
(1988) argues that the crash can be ascribed to the normal response of each country’s
stock market to a worldwide market movement. Under the portfolio balance theory,
this turbulence in the stock market should cause swings in exchange rates. In line with
Granger et al (2000) the lead/lag structure of exchange rates and stock prices are
analysed under a ‘black Monday’ sub-period from January 2 1986 to November 30
1987.

¢ See De Grauwe (1996).

% The single-day drop in the DataStream-calculated stock indexes ranged from 12% in Germany to
33% in Hong Kong. However, larger percentage points were lost by the end of the October 1987.
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Data within the sub period December 1, 1987 to May 31, 1997 are analysed under a
period called ‘after crash’ in comparison with Granger et al (2000). Although
macroeconomics events such as the US stock market crash in the fall of 19907° and
the September 16 1992 EMS currency crisis,’’ which may influence the lead/lag
structure between exchange rates and stock prices, may have occurred within this
period, our objective of comparability of results with previous studies is given the

upper hand here.

The effect of the financial crisis (now known as the Asian flu) which began in
Thailand in July 1997 was soon felt in other South East Asian countries through the
depreciation of local currencies and a fall in stock indexes, and in many western
countries as well. Rijckeghem & Weder (2001) noted that in Thailand alone, three to
five percent of capital of banks from the US, France, Germany, and the UK, and 29%
in Japan had been lost in the financial crisis. As stated by Granger et al (2000), “the
Jinancial tsunami continued to exert its devastating force and did not slow down until
the first quarter of 1998” (p. 338). To examine exchange rates/stock prices
relationships during this event, an ‘Asian flu’ sub period from June 1 1997 to June 18

1998 similar to Granger et al (2000) is used.

The last sub period is the ‘EMU” period, from June 19 1998 to December 31, 2001.
Theoretically, the commencement of the European Monetary Union (EMU) in
January 1999 should stabilize the stochastic processes of certain economic
fundamentals (including exchange rates) in participating European economies.
Models of stock price determination suggest that such stabilization should be followed
by a reduction in the variance of stock returns, not only in the member states but also
among the eurozone’s major trading partners, as suggested by the European
Commission’?. It should be interesting to see how exchange rates and stock prices
have interacted in the aftermath of the Asian flu crises, and more importantly,

following the introduction of the European single currency (Euro).

" See Mishkin & White (2002).

7! On this date, financial markets decided the £-DM central rate of 2.95 was too high, leading to a
depreciation of the Sterling (our base currency). See Wadhwani (1999) for further details.

7 Findings by Eun & Resnick (1988) suggest that over half of the total volatility of equity returns is
due to the volatility of exchange rates, and as such the EMU should have significant implications for
international equity market movements.
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Section 2.3: Empirical results and discussions.

This section presents the results of the application of the various empirical models

presented earlier, providing some discussions.

Unit Root and Cointegration results

Table 2.1 (see below) reports the results of the Perron (1989) unit root test based on
equation (2.1).” The t-statistics are reported and the values of A are in brackets. Table
2.1 reveals that the null hypothesis of a unit root in the logarithmic stock indexes and

exchange rates cannot be rejected.

Based on results from the estimation of equation (2.1), the two-step cointegration
analysis represented by equation (2.2) is estimated.”* The cointegration results are
presented in Table 2.2(a) below. As can be seen, the residuals e, of the cointegration
analyses are not consistent with I(1), thus suggesting that there is no cointegration or
long term equilibrium relationship between exchange rates and stock prices.”” This
result is in line with Granger et al (2000), Hatemi & Irandoust (2002), and Kim (2003)

which also find no cointegration between the two financial variables.

Granger-Causality results

Given that no cointegration exists between the logarithmic exchange rates and stock
prices, the traditional Granger Causality model (as in equation (2.4)) is employed to
test causality between the two variables in the various countries and markets. In line
with Granger et al (2000), the relationship is investigated in terms of rates of changes
in both exchange rates and stock prices (i.e. using log-differenced data) owing to the

intuition in prior studies’ that rates of changes in exchange rates reflect exchange

7 Although not reported, results of the ADF tests also suggest that the null of unit root cannot be
rejected in all series.

7 It is important to note that the Gregory and Hansen (1996) residual-based cointegration test “could be
used for testing models where the timing of the regime shift t were known a priori” - (Gregory and
Hansen 1996, pg 103), so that it plausible to use this cointegration test vis-a-vis the Perron (1989) test
used.

7 The cointegration residuals tested for consistency with I(2). The results reported in Table 2(b)
confirms that at the 1% significance level, the cointegration residuals are consistent with 1(2).

" See Jorion (1990), Bartov & Bodnar (1994) etc for further details.
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rates risk (exposure). Moreover, given the evidence that the logarithmic exchange
rates and stock prices are I(1), use of log-differenced data, which are stationary,
should minimise the risk of spurious results, given findings of He & Mackawa (2001)
that the F-statistic for testing Granger-causality often leads to spurious causality
where there is no causal relationship when one or both of the two processes is or are

non-stationary.

The optimum lag (k) for each country and each variant of the granger-causality model
in equation (2.4) is derived from a comparison of both the Schwarz Bayesian criterion
(SBC), and the Akaike Information Criterion (AIC). For the first variant of equation
(2.3) i.e. exchange rates granger-causing stock prices, the optimum lag (k) is one for
Germany, Singapore and the USA, k = 2 for Japan, and k = 3 for Australia and Hong-
Kong”” over the whole sample period. For the second variant (i.e. stock prices
granger-causing exchange rates), both the AIC and the SBC are not only in agreement
in all cases, but also K = 1 for all countries over the whole sample period. However,
within sub-periods the optimal lags may vary. For instance, in the ‘after-crash’ period
in Japan, the optimal lag k = 2, by admission of both AIC and SBC. It is not clear
whether this possibility is accounted for in Granger et al (2000). The causality results

for the whole data set, and the five sub-periods are reported in Table 2.3 (see below).

Granger Causality models, by definition, do not provide intuitions on the sign of
causal links between variables. Impulse Response (IR) functions (5 periods), based on
equation (2.4), are employed to assess the signs of causal links (where found to be

significant), in similar fashion as Granger et al (2000).”®

Germany.
Shown in Table 2.3(a), DM/Sterling rates led the stock market index (at 1%

significance level) over the whole sample period (Jan 1976 — Dec 2001), as predicted
under the traditional approach; with a negative sign i.e. exchange rates depreciation

(appreciation) results in a fall (rise) in stock prices. This mirrors findings in Vassalou

7K =3 for Hong Kong is consistent with Granger et al (2000).

7 Although Impulse Response (IR) functions can be used to further analyse short-term dynamics
between the variables, the use here is restricted to identifying the nature (or sign) of the response of
exchange rates to a one-unit shock in stock price, and vice-versa, in those periods where Granger
Causality models suggest significant causal relations. The signs are discussed in these cases.
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(2000) that exchange rate changes explain a large proportion of equity market changes
in Germany. Given the horizon of our data, there appears to be a persistent causal
relationship between the two financial variables. Moreover, exchange rates led stock
prices in six of the ten industry portfolios, although significant feedback links are

found in two of these: general and financial industries.

In period 1 (high oil price uncertainties) the stock market led exchange rates (at 10%
level of significance) with a positive sign.”” The fluctuations of stock prices of
cyclical consumer good, cyclical services, and financials sectors are largely

responsible for changes in the exchange rate over this period.

During the Black Monday period, exchange rates led the stock market again in
Germany (5% significance level) but with a positive sign (contradicting findings for
the whole sample period and the high oil price sub period) indicating that depreciation
(appreciation) of the DM vis-a-vis the UK Sterling led to increases (decreases) in
stock prices, as one would expect if firms were net exporters under monetary models

80 Using trade balance data from the IMF’s International Financial

intuitions.
Statistics (not reported), this study finds an unprecedented rise in Germany’s trade
balance during this period, suggesting that German firms were indeed net exporters,
thereby bringing our results in line with theory. However, this causal structure is only
supported by equity data of three of the ten industries: basic, cyclical consumer goods,

and non-cyclical services.

In period 3 (after-crash), there is evidence of a significant feedback interaction
between exchange rates and the entire stock market (exchange rates led with a
negative sign at 1% significance level, and stock prices led with a positive sign at 5%
significance level). While exchange rates granger-caused stock prices in all industries
(except utilities and IT sectors), only equity prices in basic, general, and financials
sectors granger-caused the DM/Sterling rates, hence the sources of the feedback

relationship.

7 This is contrary to the portfolio balance theory.
% See Dornbusch ( 1976).
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The entire German equity market and equities in six of ten industries granger-caused
(positive sign) the DM/Sterling rate during the Asian flu period. However, the null
hypothesis of no Granger Causality cannot be rejected in the EMU period.

Singapore
Over the entire sample period, SP$ / Sterling exchange rates granger-caused the

Singapore stock market index (at 1% significance level) and equity in resources,
basic, and non-cyclical goods sectors with a negative sign i.e. exchange rates
depreciation (appreciation) results in a fall (rise) in stock prices on the Singapore
market, as shown in Table 2.3(b). This mirrors our earlier findings for Germany.
However, stock prices in the resource, non-cyclical goods, non-cyclical services, and
financials sectors granger-caused SP$/Sterling rates thus suggesting a feedback link in

the first two sectors.

Exchange rates also led the entire stock index and the cyclical services sector in sub-
period 1 again with a negative sign, although a significant feedback relationship is
found for financial stocks. During the Black-Monday period, Singapore dollar rates
led the market index (1% significance level) and three of nine industry portfolios with

a negative sign, in line with Granger et al (2000).

In period 3 (After-Crash), no relationship is found. A significant feedback interaction
(with negative sign in both cases) is evident during the Asian flu period, in line with
Granger et al (2000). Although the exchange rate granger-caused most of the industry
portfolios, only three of the nine® (non-cyclical goods, non-cyclical services, and

financials) can be identified as the sources of the significant feedback relationship.

Exchange rates led the overall market index, and cyclical services and IT sectors with
a positive sign, whilst stocks of resource, general, and IT sectors led the Sp$/Sterling

rates i.e. a feedback relationship in the EMU period.

*! No data is available for the utilities sector in Singapore.
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Japan.
Table 2.3(c) shows that there is no interaction between exchange rates and the stock

market index over the entire sample period. However, Yen/Sterling rates led equity
prices in the resources, utilities (both with negative sign), general, and cyclical
consumer goods (both with positive sign), all at 1% significance level. Given Japan’s
dependence on foreign inputs of production, as also recognised in Doukas et al
(1999), it is a net importer of natural resources, thus the findings that Yen
appreciations leads to a rise in the values of firms in the resources sector is consistent
with theory.® In similar spirit, Japan is a net exporter of products of firms in the
general and cyclical consumer goods sectors, thus the positive sign of causality is
predictable. Given that no significant causal link is found for the entire market index,
the problem of aggregating stock data in tests of exchange rate exposure is again
highlighted.

In Period 1 (high oil prices), exchange rates granger-caused the Japanese market index
and half of the ten industry portfolios (including resource and utilities sectors) at five
percent significance level with a negative sign. This result for Japan is similar to the
findings of Doukas et al (2003) that about eighty-four percent of 1079 Japanese firms
had a negative exposure to exchange rate changes over this period. However, stock
prices of utility firms granger-cause the yen/sterling rate implying a feedback causal
link — an unsurprising finding, given the prevalence of high energy prices and direct
consequences for utility companies, in this period. Gjerde & Saettem (1999) also find

that the Japanese stock market reacts accurately to oil price changes.

During Black Monday period, there is no interaction between exchange rate and the
market index, in line with Granger et al (2000). However, exchange rates led stocks of
firms in the general and cyclical consumer goods sectors with a positive sign, as over

the entire period, in line with theory.

In Period 3 (after-crash), the market index granger-caused yen exchange rates (at 5%

significance level) with a positive sign thereby contradicting the portfolio balance

82 Although Japan may not necessarily import utilities, the dependence of the utilities sector on the
energy (resource) sector may have influence the significant negative causality from yen rates to
utilities’ firms equities.
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theory. This causal structure appears to result from the significant influence of equity
prices in cyclical consumer goods, non-cyclical consumer goods, and IT sectors over
exchange rates. Prior to the 1970s, the Japanese capital market was tightly controlled.
A drastic shift in policy occurred with the implementation of the foreign exchange and
foreign trade control law in December 1980, eliminating most capital controls in
Japan. “The impact of this significant change in Japanese policy began to be felt on
and from about the mid-1980s” — (Masih & Masih, 2002, p. 85), such that by the end
of the 1980s, the Japanese stock market had grown fivefold. This boom may have led
the yen/sterling rate as per the portfolio models, though the positive causal link may
have resulted from a number of factors.®® As before, yen/sterling rates led the stocks
of resources, general, cyclical consumer goods, utilities, and IT sectors, suggesting a
feedback interaction between cyclical consumer goods and IT sectors and the
exchange rate. Granger et al (2000) found no interaction in the two variables in Japan

during this period.

During the Asian flu period, exchange rates granger-caused the market index
(negative sign), with fluctuations in the yen causing significant fluctuations in six of
the ten industry portfolios. Though no significant causal link is found between the yen
and the market index during the EMU period, exchange rates granger-caused equity
prices in the resource, general, and cyclical consumer goods sectors, whereas
movements in the equities of firms in the cyclical services sector granger-caused the

yen/sterling rates.

Australia

Over the entire sample period, there is no significant causal link between
AUD/Sterling rates and the market index (see Table 2.3d). However, exchange rates
granger-cause stock prices in the basic, general, and IT sectors (with a positive sign)
as found in Loudon (1993); whereas equity prices in resource and IT sectors granger-
caused exchange rates.®® In period 1, there are still no causal links between the market

index and AUD/Sterling rates, but exchange rates granger-caused movements in the

% In the same spirit, Frankel & Rose (1994) stated that the portfolio balance models, which seem to be
doing well in explaining a particular historical episode fails to do so when applied to other periods. It is
also noted that the Japanese equity market bubble appear to burst in the early 1990s.

* Note that due to data availability, start date for equity data in the IT sector is April 1994.
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equities of five of the 10 industries, with mixed signs. The same results are observed
in periods 2 and 3. During the Asian-Flu period, exchange rates granger-caused the
market index and equity in all industries (except non-cyclical services and utilities)
with a positive sign, suggesting responses to a common or market-wide factor. In the
EMU period, AUD/Sterling rates granger-cause only industry equities — resources,

basic, general, and non-cyclical services.

Hong Kong
Table 2.3(e) shows that there is no causal links between the HK$/Sterling rates and

the market index from JanuaryA 1976 to December 2001. This may not be surprising
since Hong Kong has been practising some form of fixed exchange rate arrangement
for all but nine years (1974 to 1983) since the collapse of the Bretton Woods
arrangement.”> However, the exchange rate led stock prices in the non-cyclical
services sector (at 1% significance level) with a negative sign.¢ During the high oil
prices period, when Hong Kong practised a floating currency, exchange rates led the
market index (at 10% significance level) and all industry portfolios (for which data is
available) with a negative sign, perhaps also reflecting its ‘net-importer of oil status’.
In line with Granger et al (2000), no significant causal link is found between the
HKS$/Sterling rates and the market index during the Black Monday period, although
the exchange rate led equity prices in three of the four industrial sectors for which
data is available, with a negative sign. In the After-Crash period, there is no definitive
causal links between the two markets, contrary to Granger et al (2000) which found
that the stock index changes led the HK$/US$ rates over the same period. However,
there is a significant feedback interaction between stock price changes of IT firms and
the HK$/Sterling rates, and that the exchange rates led stock prices of firms in the

non-cyclical consumer goods sector.

During the Asian flu period, exchange rates granger-caused changes in the market

index (at 5% significance level) and equity prices in both general and non-cyclical

%5 Ever since 1983, Hong Kong adopted a Currency Board Arrangement (CBA) to fix the exchange rate
at HK$7.8 per US Dollar. This implies that the exchange rate data used here should mainly reflect US
Dollar/Sterling fluctuations.

% Note that that due to data availability start date for equity data in this sector is February 1988.
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consumer goods with a positive sign. Contrary to my findings, Granger et al (2000)
found that the market index led HK$/USS$ rates in this period. However, it is found
that changes in non-cyclical services stocks granger-caused the HK$/Sterling at 10%
significance level during this period. No significant interactions are found during the
EMU period except that the exchange rate led equity price changes in the cyclical

consumer goods.

The USA

Table 2.3(f) does not show any evidence of significant causal links between
US$/Sterling rates and the market index and industrial portfolios over the entire
January 1976 to December 2001 period. However during high oil prices period, the
market index led the dollar rates (at 1% significance level) with a negative sign,
consistent with the portfolio theory of exchange rates determination, and supports the
view in De Grauwe (1996) that US budget deficits (fiscal expansion) which increased
substantially after 1980, together with a policy of monetary restrictions initiated by
the Federal Reserve Board in 1978, raised US interest rates and induced massive
capital movements to the US. These capital movements then explain the dollar
appreciation against other major currencies from 1978 — 1985.%7 Importantly, equity
prices in all ten industries granger-cause the dollar exchange rate during this period,

again giving added weight to the portfolio approach.

In period 2 (black Monday), there is no significant causal link between dollar rates
and US stock prices (both market index and industrial indices) in general. This in
agreement with Ong & Izan (1999) which states “it appears that while equity markets
react to information conveyed by currency movements to some extent, they are also
subject to other shocks, as demonstrated by the lack of corresponding volatility in
exchange rates during the share market crash of 1987..." — (p. 530).

During period 3 (after-crash), the market index led the US$/Sterling rates (at 1%
significance level) but with a positive sign as in Japan, suggesting that a bullish stock

market caused a dollar depreciation, contradicting the portfolio approach. This causal

%7 See De Grauwe (1996) Chapter 7 for further explanations.
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structure is also reflected in the tests with most industry portfolios, except that
exchange rates led equity prices of utilities, and a feedback relationship is observed in
non-cyclical consumer goods industry. Movements in the market index also granger-
cause US$/Sterling rates during the Asian flu period (at 1% significance level) again
with a positive sign. Equity prices in seven of the ten industries also led exchange
rates. Over the last period (EMU), the market index also led (at 5% significance level)
still with a positive correlation. However, this causal link is only significantly

reflected in three of the ten industries — non-cyclical services, utilities, and financials.

In light of the results, another plausible theoretical explanation for this post-1985
change in causal sign (to positive) is given by the Natural Real Exchange Rate
(NATREX) model developed by Stein et al (1995). Stein & Paladino (1998) note that
whilst standard asset models such as the portfolio theory describe the medium term,
the NATREX model is a neoclassical growth model designed to explain the medium
to longer run movements in the real exchange rate, the current account, and the net
liabilities to foreigners. Under the NATREX model, the US budget deficit — interest
rates rise — capital inflows — the appreciation of the dollar (1979 — 1985) analogy is
a medium run phenomenon. The ensuing dynamics are that the current account deficit
raises foreign debt and as a result, the interest payments on the debt rises, leading to a
steady growth in foreign debt, and a depreciation of the real exchange rate.®®
Therefore, the effect of US Government budget deficits is to depreciate the real
exchange rate despite capital influx in the longer run, consistent with our findings.
Although the NATREX model postulates a long run convergence of the real exchange
rate to equilibrium, it is not clear whether this long run, vaguely defined as a
‘reasonable’ length of time in Stein & Paladino (1998), is long enough to explain the
positive correlation in the stock price — exchange rate causality in periods 3, 4 and 5,
especially in light of the change in US fiscal policy towards fiscal discipline in the
early 1990s, resulting in the longest series of improvements in budget outcomes in the
history of the United States (see Gensler, 1999). Perhaps the effects of fiscal policy
have evolved. “Experience has changed our understanding of fiscal
policy......financial markets have become more forward-looking, and more sensitive

to changes in the outlook for fiscal policy. As a result, a change in the outlook Jor the

8 See Stein & Paladino (1998) for a fuller explanation of dynamics.
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budget is likely to provoke a more aggressive and immediate offsetting response from
financial markets. This was powerfully demonstrated by the stimulative impact of
deficit reduction in the 1990s, as increased investment demand resulting in a lower
cost of capital more than outweighed any demand losses to the economy that resulted
Jrom lower government spending” - Summers (2000). This change in the outcome of
fiscal policy, not foreseen by the theoretical models, may also have influenced the

change in causal signs in the latter three sub periods.

Any cross-country similarities in lead/lag structures?

The results in table 2.3 show that from January 1976 to December 2001, exchange
rates led market indices, with a negative sign in two of the six countries: Germany and
Singapore. No significant relationship is recorded in other countries. During high oil
prices, exchange rates led market indices of the 3 Asian countries with a negative
correlation, while market indices led in Germany and the USA, although with
different signs. Exchange rates granger-caused German and Singapore equity indices
over the black Monday period, and again no relationship is found in the other markets.
During the stock market boom years of December 1987 to May 1997, the market
indices of the three largest markets (i.e. Japan, USA, and Germany) granger-cause
their respective exchange rates vis-a-vis the UK sterling. Exchange rates led in all
Asian countries (including Australia) while the market indices led again in the USA
and Germany during the Asian Crisis. No similarity whatsoever during the EMU
period except that there are no significant relationships in four markets — Germany,

Japan, Australia, and Hong Kong.

There is no substantial evidence to suggest any similarity in lead/lag structure in
similar industries located in the different countries. At best, the lead/lag structure are
more country-specific i.e. there is a tendency for causal relations (where significant)
between exchange rates and industry equity indices within a country to be similar to
that between the exchange rate and market index, rather than industry-specific as

shown in Table 2.3. However, with the exception of the USA, and to a lesser extent,
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Australia, there are substantial time and direction of causality variations within each

country.89

Section 2.4: Robustness of Results

This section investigates the robustness of the earlier results by; looking at the
implications of adding error correction terms, changes in exchange rates base
currency, the inclusion of interest rate differentials in the causality model, and

controlling external equity market effects.

Causality: Error-Correction Model (ECM).
As noted in Granger et al (2000), the rejection of the null hypothesis of cointegration

may be due to noisy daily data. Moreover, adding an error-correction term, as stated
in equation (2.3), to the causality model allows the identification of long-run

equilibrium links between the exchange rates and stock prices. A long-run
relationship exists if one or both of the speed of adjustment coefficients 8; and 9, are
statistically significant. Estimating equation (2.3), it is found that the lead/lag
structures in Table 2.3 are not changed. Moreover the coefficients of the error-
correction terms (not reported) are insignificant in most cases, again suggesting no
long-run relationships. However, the coefficient 8, and 8, are statistically significant

(at 5% level) in Japan ‘after-crash’, again suggesting that the Japanese stock market

behaviour had sustained effects on the Yen rates during this ten-year period.

Changes in exchange rates base currency.

Changes in the exchange rates data (i.e. the base country adopted for exchange rate
specification in this case is the UK Sterling) may account for differences in our results
and those of Granger et al (2000).°° Our hypothesis is that the lead/lag structure

between exchange rates and stock index (only) is not different if exchange rates are

% Henceforth, our discussions are focused on results over the entire sample period.

* Although it is acknowledged that the slight variation in our stock market index data (our stock data
are DataStream-calculated, whilst those of Granger et al (2000) are specific indexes like the Hang Seng
for Hong Kong, the Nikkei 225 for Japan, and the Singapore All Share index for Singapore) may also
contribute to this differences, it is not expected that it would contribute as significantly as our results
indicate, given the high level of correlation (over 98%) between the two sets of stock index data in each
of these countries.
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expressed vis-a-vis a different currency, given the high level of cointegration among
major currencies, as reported in Baillie & Bollerslev (1989). To investigate this,
granger-causality between the two variables is tested using exchange rates data vis-a-
vis the US dollar over the period January 2, 1986 to December 31, 2001.°! The results
obtained for each sub period in Japan, Singapore, and Hong Kong is highly similar to
the findings in Granger et al (2000). As a result, the thesis tests the implications of the
variation in exchange rates data in the other countries. The results are interpreted and
compared with the earlier findings when exchange rates were expressed vis-a-vis the

UK Pound Sterling in Table 2.4 (sce below).

From Table 2.4, there is evidence to suggest that exchange rates/stock index causal
relationships are significantly affected by the exchange rate base currency. This is
perhaps surprising in light of empirical evidence that exchange rates (especially of
major currencies) tend to move together (see Ballie & Bollerslev, 1989). It is observed
that with the exceptions of two sub periods (Japan (period 3) and Hong Kong (period
5)), exchange rates vis-a-vis the Pound Sterling increases (reduces) the statistical
significance of exchange rates (stock prices) in the causality model, while the reverse
is true for exchange rates vis-a-vis the US Dollar. Perhaps evidence in numerous
studies® suggesting that the US equity market is the global market leader, together
with earlier results that the US stock market Granger-causes US Dollar rates may help
explain this observation. This suggests that the US market is an important conduit of

causal flows from stock prices to exchange rates.

Interest rate differentials.

Lutkepohl (1982) finds that just as Granger Causality in a bivariate system may be
due to an omitted variable, non-causality in such a bivariate system may theoretically
result from omitted variables. The asset models of exchange rate determination
recognise the close link between exchange rates, stock prices, and interest rates.
Interest rate differentials give details of capital flows between two countries.

Moreover, fundamental shocks within an economy are reflected in interest rates. In

*' Due to data unavailability, the sample period could not be extended prior to 1986. However, the
geriod chosen will allow direct comparisons with Granger et al (2000).
? See for instance Agmon (1972) and Yang et al (2003).
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line with Granger et al (2000), changes in interest rates and the differentials are
incorporated into the causality models for robustness. Note that Hatemi & Irandoust
(2002) also include an exogenous variable (CPI) in their causality model. Interest rate
differentials are calculated as foreign risk-free rates minus UK risk-free rate. The
results” show no change in the lead/lag structure between exchange rates and stock
prices as in Granger et al (2000). This finding is in line with Choi & Prasad (1995)
and Cavaglia & Wolff (1996), which find that interest rate news are relatively
unimportant to unexpected movements in exchange rates, suggesting that exchange

rates and stock prices are more linked directly.

External influences.

As with exchange rates, the stock market is not excluded from external influences.
Agmon (1972) shows evidence that share price behaviour especially in the US, UK,
Germany, and Japan, is consistent with the one-market hypothesis that these four
countries comprise a single multinational equity market, i.e. share prices in these
countries move together. Agmon (1972) also shows that equity prices in non-US
countries respond immediately to changes in US prices. Granger et al (2000) includes
stock price changes of the US in the Granger-causality model, as a control variable.
Although Granger et al (2000) notes that the lead/lag structure remains unchanged
with a few exceptions,” it is worthwhile to control for external stock market
influences in our study for robustness. Changes in the datastream-calculated global
market index (to capture global fluctuations in light of the arguments by Roll (1988)
that each country’s stock market responds to a worldwide market movement), are
included in the causality model in equation (2.4) over the whole period and during
sub-periods. By so doing, one hopes that a ‘more’ idiosyncratic causal structure will
be identified in each market. The results of the causality tests controlling for external

factors with global equity changes are presented in Table 2.5 (see below).

The results shown in Table 2.5 are generally similar to the results in Table 2.3 except
for a few differences. For the whole sample period, there is a suggestion of feedback

causality in Germany (exchange rates leading with a negative sign, stock prices

3 See Appendix Al

% Note that Granger et al (2000) only controls for external influences in stock index during the Asian
flu period. Moreover, the fact that the lead/lag structure does not change may be due to the use of
exchange rates vis-a-vis the US dollar throughout the study.
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leading with a positive sign) contrary to earlier findings of unidirectional causality i.e.
that exchange rates led stock prices, although still with a negative correlation. This
finding must be interpreted carefully since “ir has been shown that a simple causal
mechanism can appear to be a feedback mechanism if the sampling period for the
data is so long that details of causality cannot be picked out” - Granger (1969, p.
427). During the high oil prices, no significant relationship is reported in Singapore,
Hong Kong and Germany, suggesting that the links reported in Table 2.3 were
influenced by the global equity market. Unlike in Table 2.3, exchange rates led stock
prices in Australia (negative sign), Hong Kong (positive sign), and Singapore
(negative sign) during Black Monday, in line with Granger et al (2000),
demonstrating the impact of global equity markets.®’ Exchange rates also led stock
prices in Australia After-Crash (with a negative sign). In Hong Kong, Germany, and
Japan, no significant relationship is found during the Asian flu period contradicting
earlier findings.’® Post Asian flu, stock prices in Singapore led exchange rates (at 10%

significance level, and negative sign).

Section 2.5: Summary.

The objective is to empirically investigate a causal link between exchange rates and
stock prices in six developed countries, given poor and mixed evidence from previous
research focused mainly on testing the implications of exchange rate movements on
stock prices, and other considerations that have potential implications on causality

structure within each market.

As suggested by results of cointegration tests, there does not appear to be a long-run
relationship between both variables in all six countries, from January 1976 to
December 2001. One cannot reject the null hypothesis of Granger Causality between
exchange rates and stock prices either over the entire period, or at least, in one sub-

period in all countries. The structure of causality (i.e. exchange rates leading stock

% The lack of causal relationship in the Hong Kong market during black Monday as in Granger et al
(2000) may therefore be the result the use of exchange rates vis-a-vis the US dollar, which ‘biases’
results in favour of stock prices movements causing changes in exchange rates.

% However, the result of no causal link in Japan during the Asian flu period is similar to the findings of
Granger et al (2000).
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prices and/or vice-versa) is not only country-specific but also changes over time
except in the USA, where movements in stock prices granger-caused changes in the
dollar/sterling rates in all subperiods except during the period covering the stock
market crash of 1987. Therefore, the insignificance of the exchange rate exposure
coefficients of US stocks as found in previous studies (traditional approach) may be

due to the fact that stock prices lead exchange rates.

The findings highlight the potential adverse effects of aggregating stock price data on
the results of causality tests between exchange rates and stock prices. Where there is
no significant causal link at the stock index level, the same cannot be said with respect
to industrial stock data. In fact, there is evidence suggesting that industrial stocks may
cause changes in the exchange rates when the stock market index indicates a
susceptibility to exchange rates fluctuations. However, the evidence suggests that the
direction of causality is more country-specific, rather than industry-specific. Thus,
country characteristics still dominate in the industrial stocks/exchange rates causal

links, in line with the theoretical models.

Unsurprisingly, the nature of response (positive or negative) of exchange rates to
stock market shocks often contradicts the predictions of the theoretical models. Where
exchange rates granger-cause stock prices, the nature of response is as suggested by
the monetary models. The influence of the US stock market on the US dollar has
serious implications for the causality structure in the other countries. When exchange
rates are specified vis-a-vis the dollar, there is a tendency for stock prices to lead
currency rates; this evidence is again suggestive of a significant influence of US
equity price movements on individual stock markets across the globe. The US dollar
is indeed an important vehicle for transmitting this influence. Consequently, it is
found that causal structures are slightly altered in these other countries when

exogenous shocks are controlled.
The results suggest that the causal link between exchange rates and stock prices may

not be spurned by links to other important macroeconomic variables like interest rates

and inflation, in line with previous studies.
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Table 2.1: Unit root test results.

GMY JPN SIN AUS HKN USA

Exchange | -1.26 1.59 -1.59 341 -3.68 2.18
Rate (0.64) (0.64) (0.35) 0.04) | (0.64) | (0.35)
Stock 2.69 0.626 212 282 255 2.94
Index (0.45) (0.45) (0.45) 0.45) | (045) | (0.45)

The estimation result is based on equation (2.1). A denotes the location of the structural break.
Critical values for null of unit roots at various As (shown in parentheses) are from Table IV(b) provided
by Perron (1989). For . =0.1,0.2,0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, the 5% critical values are -3.68, -

3.71,-3.76, -3.72, -3.76, -3.76, -3.80, -3.75, -3.69, respectively.

Table 2.2(a): Cointegration analysis: t-statistic of ADF test on ¢, = I(1)

GMY JPN AUS SIN HKN USA
Yion Y, -2.32 -1.91 -3.38 -2.56 -2.85 -2.82
Yon i -1.36 -3.65 -3.48 -2.02 -4.18 -2.18

Y, represents stock prices, and Y, represents exchange rates. The corresponding critical values taken
from Table 1 in Gregory & Hansen (1996) for the 1%, 5%, and 10% levels of significance are 5.45,
5.21, and 4.99 respectively

Table 2.2(b): Cointegration analysis: t-statistic of ADF test on e, = I(2)

GMY JPN AUS SIN HKN USA

*

Yion Y, | -30.15 | -30.51° | -28.77" -29.45 -28.72 -32.85

Y,onY; | -7825 | -31.97° | -30.38" -31.14 -30.38 -30.55

Y, represents stock prices, and‘ Y, represents exchange rates. The critical values are taken from Table 1
in Gregory & Hansen (1996). " indicates significance at the 1%-level

73




asoy) are pauodal sanjea-d sy [9A9] 2ouedIUSIS 040 = , ToAS] 20UBOYIUTIS 0/4¢ = " ‘[9A3] 2ouBOJIUGIS 04 = .

vL

"potiad ajdwes ajoym ay} J9A0 SaLISNpul om) 3sat 1oJ a[qisneld Jou Aews suosuredwoos ‘sny,
"100T 990 — 6861 Atenuer s1 AueuLer) ul saxapul [eLysnpul A30[0uyos) UOIBULIOJUI pue 201mosal 10§ pouad ajdwes a1 ‘A)Ijiqe|ieaeun eep o) ang “papiodar
are (-/+) Apesneo jo suis ay) yuesyrudis are sonfea-d ayy a1oyA\ “(4°7) uonenbs ur paariap (sesayjodAy [nu) suonoLsal Jesul] oy Sunsa) woly poALISp

, '9snes-103ueIn) Jou S0P saljdwl «— /- ;310N

€60 eu LLO B 20070 €ro B 170 e ,80°0 s[eroueul |
890 e 790 eu 6L0 BU - gu - e/u 8L'0 e A3ojouyoa, oyur
8’0 e v90 B 6L0  B/MU zs0  eu 850 MU 0L0  ®Bu sanImN
o eu 960 ®BU 8000 LE00  + o eu TT0  ®Bu S30IAING OAD-UON
Lo eu €€0  BU €000 0€0  ®u $§0 B LOO $30IAISS 94D
60  ®B/MU v80 M ..,000°0 B 1o ®u bE0  BU 6000 B SP3 su02 042>-uoN
910  ®u 950  ®U G100 10,9000 + vEO B 4000 $po03 suo) 24D
80 B 080 ®BU 0000 +800  + €L0 e L1000 Ansnpuy e1euan
o eu 780 BU 0000 B LLO0 + 870 B ..,000 - Ansnpu olseq
LT0 e vT0  BU LS0 e B/u /U L60 e $90MOSaY
$6'0  emu Lo BU 4000 B ,S00 + 680 ®BU 6000 B Xopu] 19)Ie
s33L1d }20)§ /- 3jea aZueyaxTy 0y
ugis ugis ugig ugig udig ugig
onjea-d  [esne) onea-d [esne) onjea-d [esne) onea-d  [esne) onea-d  [esne) on[ea-d [esne)
© ) ©) (9] (D pouad

NINA np ueisy qsed)D)-19))y Aepuopy Yoelg S 1O YSIH Jdumes sajoym No0I1S—/-2x%9 0

"AUBULIFY) UT SIILIA 3[D0)S PUE SIJBX ISUEIX0 U93M)II( 53] AJ[ESNEI IJCLIBAIY “8e ¢ QUL




SL

"potiad ojdures ajoym sy3 J9A0 saLnsnpur om} asayy 1oy a|qisned jou Kew suostredwos
‘SNYL "100T 990 — 6861 Alenue[ s1 AUBULIAL) Ul SOXIPUI [eLISnpul AF0[0UY0S) UOHBULIOJUI PUe 30In0sal 1oy pourad aydures ay) ‘Ajijiqe[ieAeUn BIEp O}
an(q “papodai are (-/+) Apfesned jo sudis oy queoyruis are sanjea-d gy a1oyp “(4°7) uonenbs ut (sasayjodAy [nu) suonoL)sal Teaul] oy} SUNSS) WO POALISP

asoyy are papodar sanjea-d oy, "[9A3] souedLIUTIS 040 ] = , ‘TOAS] 20UBOYIUTIS 0/¢ = ., 19A3] 90UBDYIUBIS 0] = nT.om:mo.uow:ﬁO jou sa0p saijdunt «—/- :230N

o B/u .F00 + v 100 + 960 B/u 200 + 10 + Sreroueut
88°0 E/u £8°0 B/u 0 e/u - e/u - B/ 850 e/u A3ojouyoa, oguf
660 e/u 700 + 080 e/u LTO B/u Lo B/u 99°0 e/u sanInn
660 g/u 124\ B/u 91°0 B/u SY0 g/u €50 B/u 0 E/u $301A19G 94)-UON
L0 e/u 0¢0 B/u IT°0 e/u ¥80 E/u LL00 + ¥S0 e/u $301AIDS "24D
&0 e/u .00 + Y10 B/u ¢80 B/u §T0 e/u 020 e/u Sp3 suoo 2£d-uoN
610 B/ v 1070 + 8C0 B/u 160 e/u 00 + [¢°0 B/u $poo3 suo) 0k
Y10 g/u W00 + 900 + 960 B/u 0¢0 e/u W00 + Ansnpu] [e1ousp
1L°0 B/u Iv°0 B/u .. 200 + 960 e/u 9C°0 e/u LTO e/u Ansnpuj otsegq
18°0 e/u 8L°0 B/u L1°0 B/u - B/u - B/u ¢co B/u S90IMOSIY
90 B/u L00 + LS00 + 260 B/u L0600 + 120 B/ XopuJ 19Te]N
sajed d3ueyoxy «—/- saoLd }do3s :Of
ugig ugig ugig ugig ugig usig
onea-d  [esne) onfea-d [esne) onea-d [esne) onpea-d [esne) onjea-d esne) onpea-d (esne)
(©) ¥) (€) @ () porrad

NNA npj uelsy gsel)-13)y Aepuoy Yoelg S 10 YSIH ordues ajogmn [OXd—/-}201S :0H




9L

"10199S SSNIIIN dY) 0] S[qe[IBAR SI BJEp ON "pouad ajdwies

a0y 2} 19A0 sILHSNpUI 9saY) 10§ 3[qisne[d 10u Aew suosiredwos ‘snyJ ‘166 ] ISnSny pue ‘6.6 19qUIdS(T ‘€861 Atenuer ‘cg6| Arenue[ are azodegulg
Ul SaXapul [eLysnput A30[0Uyd3) UOHBULIOJUL PUE ‘SIVIAIS [BOI[0AD-UOU ‘SPOOS JOWINSUOD [BOI[9AD ‘S90In0say 10j pouad 1reys sjdwes oy ‘AnjiqejieAsun e1ep o)
an( "papiodai are (-/+) Ajiresned Jo sudis oy ueoyiusis are sonjea-d oy a1sy A\ “(4°Z) uonenbe ur (saseyiodAy [[nu) suonoLIsal fesur] oy} FuIISs) WOLJ PIALISP

asoyy are papodal sanjeA-d sy ], "[9A3] IUBIYIUBIS 40| = , [OAS] UEIYIUIIS %G = ‘]9 0UBIYIUTIS 95]= )

, '9sned-1a3uelp) J0u sa0p safjdwi «—/- 190N

vE0  BU ,90°0 950 B/ 900 700 L10 ' S[eroueuL
800  + LF0  eu 8€0 B e/u B/u LEO B A3ojouyoa ], oyuj
B/u /U /U e/u B e B/u saniun
960 e 910 '/ €10 eu 680  e/u S1'0 e 060  BU  S30IAIDG 0AD)-UON
1070 + ,60°0 B 90  ®BMU ,.S0°0 B .00 B €C0 e $901AI3G 94D
060 'Y 1000 B STO0  BU Tro  em 0v'0  ®BU 200 B Sp3 su0d 942-UoN
¢Iro eu 8000 10 ®BMU 860  ®'U vL0 e 81’0  ®u $poo3 suo)) 94D
6£€0 BU  $00°0 B 850  emu ,.S0°0 B SI0  eu 970  ®U Ansnpu [e1ouag)
€0 BU 9000 LEOD e €50 MU L90  em ., 100 - Ansnpuy o1seg
60 BU 2000 B 870 B e/u /U ,90°0 B $30IN0SY
,60°0 + ,.,.900°0 B LSO BU %000 B 800 - 100 B Xapul 19N IEIN
s311d }20)§ /- sajea Zueydxy :OH
ugig u3ig udig ugig usig ugig
onjea-d  esne) onjea-d [esne) onea-d [esne) onea-d [esne) onea-d [esne) onpea-d [esne)
© () (3) @ (D potiad

NINA npg ueIsy gsed)-1Jvy Aepuopp yoelg $3dLIJ 1O YSIH spdures afoyp N0018«—/-oxa O

*310dE3UlS Ul SIOLId }70)S PUE SIJBI ISUEYIXD UIIM)I( J53) AJI[ESNED 9JCIIBAlY ¢ T IIqE.L




LL

J010as sanInn oY) 10§ s[qe[ieAe ejep oN ‘pouad sjdwes

3]0oym 3y I3A0 saLysnpul asay) Joj a|qisne(d jou Aews suostredwod ‘sny [, "[66] ISNEny pue ‘6L6] JoqUIAdS(] ‘€86] Arenuef ‘cgg] Atenuer ore atodeSurg

Ul $3X3pul [eLISNpUl A30]0UY09) UOEULIOJUT PUE ‘S301AIIS [II[OA0-UOU ‘SPOOT JOWNSUOD [BOI[0AD ‘s301n0say 103 pouad Lreys ajdures sy “Aljiqe]ieaeun gjep o)
en(q papodar are (-/+) Ajjesnes jo sulis oy ‘yueoyudis are sonjea-d ayy a1ay A “(p°7) uonenbs ur (sasayodAy [[nu) suondLYS JTesul] oy} 3u1iso) WO pIALIOP
asoy) axe papodas sanjea-d oy "[oAd] aouedIudIs o401 = , ‘I9A9] 20UBOYIUTIS 046 = ‘[9AI] 2oUBdYIUBIS 041 = -9snes-193uein) 10U sa0p sarjdut «—/- :2j0N

¥

o e P00 670  Bu 780  ®u LS00 .50 S[eroueur,
.50 + L0 B/U ¥8'0 B /U /U 1o emu A3ojouyaa], ojuy
B/u B/u B/u /U /U 8,0 e/ saniun
vI'0  eu LL070 B L1I'0  ®EU LT0 B 0L0 U ,.20°0 B $9JIAISG 9AD-UON
170 eu s€o B 810 ®u 650 B/ 790 ®EmU 8€0 B S3JIAIAS 94D
90 ®BU 6000 B v6'0 B 1o eu SI'0  ®u 100 - SP3 sU0d 0A0-UoN
0L0  ®'u 8,0 e 950 e/ ps0 e L90  ®EMU 0S0  ®Eu $p003 suo) 24D
,50°0 B o eu 660 B v9'0  Bu 0y'0 e v9'0  ®U Ansnpu] [e1ouan)
A 9¢'0 M 9¢0  ®MU 6V°0 B 850 M 60 B Ansnpu otseq
L0 + 10 ®u 9,0 ®BMU e/u e/u ,.20°0 + $30IN0S3Y
9¢’0 B 500 B 810  emu SLO  eu 610 ®u 910  ®mU Xapu[ 1N ey
$3)8d ABUBYIXY /-SR] YI0IS :OH
ugig ugig ugig ugig usig ugig
onjea-d  esne) onjea-d [ense) onea-d [esne) onea-d [esne) onea-d [esne) onea-d [esne)
) ) © () (D pouiad

NINA N ueIsy gseld)-I3Jy Aepuoj\] You[g S d 1O Y31H s[dures ajoypn JoXa«—/-)203s O




8L

"pautodai are (-/+) AJifesned jo suSis oy uesyiusis are sonpea-d ayy a1y (4°7) uonenbo ur (sasayodAy [jnu) suonoLysal Jeaul] ay) Su1iss) WOy paALISp

asotp) are papodai sanjea-d oy “[9A3] 2oudIUIS 040 = , 1oA3[ duBOHIUBIS 04C = ‘[oAd] SouBdIUBIS %] =

, 'osned-1o3ueIn) jou s3op sarjdu «—/- :3joN

*

8’0  BU €000 v6'0 e/ 6€0  eu vI'0  eu o Eu S[e1oueul |
950 e/ 1o ®uw 1000 1o eu P00 B vZ0  'uU A3ojouyoa ], oyuy
$€0  em 900 100 0£€0  ®BU G000 w1000 sanInN
0v'0  ®BMU LE00 0y'0  eu L80  ®'Mm TS0 eu 610  ®BU  SIDIAIG 9L)-UON
8y'0  BU w100 6L0  ®u 0S0  eu LE00 9y'0 B SIOIAISS "0KD)
L10  EMU 900 B 680 ®BMU 790 eu P00 B v6'0  e/u Sp3 su00 242-toN
1000+ pI0 BU 4000+ LE00 + Ivo e T000  + $po03 suo) 94D
LE00 4+ €0 ®U . T000  + 010 + IS0 ®BU €000 @+ Ansnpu] [e1ausn
780 ®u 620  ®u 10 e 8L0  ®MU 610  ®B/U LEO  B/u Ansnpuy diseq
200 B L0000 800 €60  eu P00 B ,,0000 $30MOSY
L0  eu L2000 LY'0 e €€0 e L00 v9'0 B Xapu] 1IN
$3011d }d0)g /- sajed dZueydoxy
usig ugig ugig usig usig usig
onea-d  esne) onpea-d [ense) onea-d [esne) onpea-d [esne) onjea-d [esne) onea-d [esne)
(9) () (€ ¢4) (D poLad

ANA np ueIsy qsea)-1dy Aepuoy yoeig s [0 Y3IH adures sjoym ¥0018«—/~-[oxd O

‘uBdef ur s3dLId 03§ pue SIJed ISUBYIXI TIIMII(q I89)

T[ESTIED J)BLICATY

DETAAqeL



6L

"pauodai are (~/+) Anjesnes jo sudis oy ueonyrudis ore sanjea-d ayy a1oy A (') uonenbs ur (sesaypodAy [nu) suonoLnsal resur] oY) SuTSa) WO} PIALISP

asoy) are papodar sonjea-d oy [9Ad] 2ouBdYIUSIS 040 | = , ‘ToA9] 20uBOYIUTIS 040 = ‘JOAS] dduBOIUTIS o] = )

*

, "9sneo-1a3ueIn) Jou S30Pp sardur «—/- 130N

9¢°0 B/ S1°0 B/ 1C0 B/U o e/ S1°0 B/u 9L0 e S[eIouRUL ]
LYo  eu Lo e W00 §S0 e €60  ®u 690 ®B/U A3ojouyoa], oju]
690 e/u SLO g/u 810 e/u 91’0 B/u ,.700 + 81°0 e/u sanimnn
§4Y B/u 89°0 e/u 9¢0 B/u €S0 B/u 9¢0 B/u 6v°0 e/ $901A19§ 94D)-UON
800 + 970 e/u v1°0 B/ 8¢°0 e/ 860 e/u 090 e/u SIOIAIRS 0K
90 e/ 610 ®E/M W L00 + vE0 B €80  ®u LSO  ®BM  sp3suod oko-uoN
LT0 B/u 6L0 e/u .00 + 89°0 e/ 990 B/u 0¥0 e/u $po03 suo)) 04D
LEO B/u IL°0 B/U 80 e/u v8°0 B/u eLo B/ $9°0 e/u Ansnpuy [e1ouen
1L°0 e/u 18°0 e/ L80 B/u §C0 e/a 870 e/u 6L0 e/u Ansnpuy siseq
v10 e/ L90 B/u v6°0 B/u 8v°0 e/u L9°0 e/u 00 g/ §0MOSTY
19°0 E/u ¥e0 e/u ..c00 + 90 B/u [L0 E/u <0 B/u Xapu] 194TB]N
sojed a3ueydoxy «—/- sdLd }o0yg
ugis ugis ugig ugig ugig ugig
onea-d  fesne) onea-d [esne) onjea-d [esne) onea-d [esne) onpea-d  [esne) onfea-d  [esne)
©) ) (€) @) () porrad

NNWA nyj ueisy qsel)-1d)y Aepuoy yoeig $3JLLJ 10 YSIH sjduxes a[ogap [OXd—/-001S :0H




08

"potiad sjdures sjoym oy} 19AO saLSNpul oM} asay) Joj dqisnejd jou Kew suosuredwioo ‘sny |,

"v661 1UdY % €661 dunf sI EI[ENSNY Ul SIX3pul [ergsnpul A30[0Ulod) UOHRULIOJUI PUE SIOIAISS [B1[9Ad-Uou 10§ pouad wreys sjdwes sy ‘Ayjiqe[reasun eep o)
an(] "pauiodal are (~/+) Afesnes jo suts oy ‘yueoyiugis are sanfea-d oy a1y (') uonenba ur (sesayjodAy [[nu) suonownsal Jeaur] oy SUISS) WOLJ PIALISP

asoy) are papodar sanjea-d oy "[9AS] 20UOIUBIS 04()] = , ‘ToAS] 90UBDHIUTIS 046 = ‘[OAS] SdUBIJIUBLS %[ = .

, "9sned-198ueID) 10U $30p satjdwt «—/- 310N

050 B/u 00 + 600 ,60°0 veo e/u 9C0 e/u S[eroureulf
0€0 B 500 + SS0  ®mu e/u e/u L.£00 + A3ojouyas], oyuy
L8°0 e/ S B/u 60 e/ Lo e/ ,60°0 - ¢So B/U santmn
,L00 B £vo B/u I1°0 e/u - e/u - B/u 0v'o e/ $301AI9G 9AD)-UON
SLO e/u L0070 + W00 + w100 + e $00°0 + 1£4Y e/ $OIAIAS 04D
680 B/u x,000°0 + ..700 + 700 + .00 + 8¢°0 g/u Sp3 suoo 9£)-uoN
cro e/u ..700 + L00 + 020 e/ .00 + 910 e/ Spo03 suo) "94)
W00 + 700 + §s0 B/ ..700 + LEO B/u 0000 + Ansnpuj [e1ous0)
e 50070 + w100 + SLO B/U 7000 + ye0 B/ ., 0000 + Ansnpuy o1seq
0000 + +..0000 + S0 e/u Lo e/u ,600 B ¥8°0 B/u S92mos3ay
£T0 g s 0070 + 86C°0 e/ S81°0 e/u 00 B/U Svy0 e/u Xopu[ 194 IeN
$3011d 203§ /- sAy.I AZueydXy
ugig usig usig usig usrg usIg
onjea-d  [esne) onfea-d qesne) onea-d [esne) onfea-d [esne) onea-d [esne) onea-d  [esne)
() ¥) (€) (@ () porrad

NWA-Isod nq ueisy gsea)-19)3y Kepuopy Yoerg sadLId [10 YS1tH spdures afoypy N00)S—/-YoX3 0H

BI[EI)SNY UI S30LId )00)S pu® S3)ed 95UBIX0 UIIMJI( )SI)

T[ESTED 9JCLICALq PE ¢ AIGEL




18

"pouad sjdures sjoym sy JoA0 sarmsnpul om) asay) 1oy sjqisneld jou Aew suosiredwos ‘sny, "A[9Anoadsal

7661 1Ay 2 €661 dun[ aJe erjexsny Ul S9Xdpul [BLISNpul A30[0UYI) UOHBULIOJUI PUR SIOTAIIS [BO1]940-Jo) pousad wreys ajdues ayy ‘Ajjige[reaeun ejep 0
an(y ‘papiodai are (-/+) Arfesnes jo sudis sy Jueoyrusis ore sanjea-d sy s1ay A\ (4°7) uonenba ul (sasoyiodAy [jnu) suoIOLISaI Jeaul] oy} FUNSS) WOLJ PIALISP
asoyy are papioday sanjea-d Ay [, "[9A3] OUBDYIUSIS 90| = _ ‘[9A] 3ouLdYIUBIS 944G = .. JoA9] 20UBOYIUBIS 04 = -osneo-1o3ueln) Jou ssop satjdun «—/- :310N

0 e/u £eo B/u 8L°0 B/u 810 B/u v1o B/u 1670 B/u S[eroueutj
910  ®Bu 10 em 6£0 e/ /U /U LLO0 B AZotouyos, ojuy
650 B/ 970 B/u ¢80 B/ §9°0 e/ £C0 e/u 81°0 e/u saniun
L0 e/ 980 e/ 050 E/u - e/u == e/ 80 e/u $901A19§ 94D)-UON
$80 B/u ro B/ 0¢0 e/u Y0 e/u v6'0 B/u 90 eu §301A13g 94D
160 B/ 880 e/ 90 B/U €L’o B/U 88°0 B/ 6L°0 e/u sp3 suoo 0o-uoN
9¢0 e/u 050 e/ 144 e/u €20 B/ 24Y e/u 890 e/ $p003 su0) 04D
60 e/ $C0 g/ 120 e/u 960 e/ 0S50 e/u SL°0 g/u Ansnpu] [e1ousD)
£eo B/ 8¢°0 B/u $6°0 e/u Y0 e/ 160 e/ LSO e/u Ansnpuj sIseq
9¢0 e/u $S°0 B/u 810 B/u Iv'0 e/u 9¢0 B/ 300 B §30.IMOSAY
050 e/u ¥99°0 e/ 6L£°0 B/u 0¥0 B/u 690 e/u 6¢0 e/u Xopu] 193 IeN
sajea IZURYIXY /- soLud 203§

ugig ugrg ugig ugig ugig ugig
onfea-d  [esne) onea-d [esne) onpea-d [esne) onjea-d [esne) onjea-d [esne) onjea-d [eSnE)  NO0IS—/-YoXa OH

©) ¥) (©) €2 (D porrad

NNA-Is0d npj ueisy gsel)-19)Jy Kepuop Yoerg s d 10 YS1H srdmes ajogan [IXd—/-)201s O




8

"pouiad sydures ajoym ay3 1940 saLsnpur om} asayy 10y s[qisned jou Kew suostredwos

'SNUL "8861 ABJA PUE ‘§861 AI1ENIqa, ‘€661 1990300 ‘1661 AINf °L861 ABIN ‘8861 KB oxe Suoy Suoy Ul saxaput [erysnpul A3o[ouyoa) uoreuLIoyul

PUE ‘S301AI3S [€01]940-UOU ‘SPO0T ISWNSUOD [BI[A0-UOU ‘SPOOT ISWINSUOD [BINIAD “D1SBQ “301n0831 10§ pouad yreys s[dures ay3 ‘Anjiqejreaeun eyep o3

anQ papodai ase (-/+) Aifesnes jo suis oty yuesryrusis ore sanpea-d oy 2194\ “(t°7) uonenba ur (sasaypodAy [jnu) suonoLnsar resul] sy Sunss) wolJ paALIdp
asoy} aJe papoda sanjea-d 9y ‘[9A9] ouBdIUBIS 040 ] = . ‘19A9] 0UBOLIUBIS 04C =  ‘[9A9] 20UBOYIUBIS 04| = v, OSTIEI-IOFURID) JOU S30D ol /- :9JON

*

610 /U IS0 ®/u 0y0  EU ,.S0°0 900 60 e s[eroueul
660  ®B/U SL'O  eu w100 &/u B/U 970  EBMU A3oouyaa ], oyuy
$60  ®BMU 8C0  ®u vLo e LS00 - 010 Lo B sanimN
110 eu v9'0 e L80 B /U B/u 610 BU  SIOIAIDS 9AD)-UON
v9'0  B/U IS0 ®m €60  ®u 070  ®BMU 010 $6'0 e $90IAIDG "94)
vE0 B LE00 4+ LOO B/u BgU G000 SP3 su0d 9Ko-uoN

L0000+ €00 eu 9.0  ®EMU B/u B/u AU Spo03 su0) 94)
0€0  ®m ,.200 + 960  ®B/MU 900 B 200 B 960  ®u Ansnpuj [e1auan
€60  eu 910 EMU L90  ®EmU /U e/u LSO EMU Ansnpuy siseq
¢S'0  EU ov'0 e/ €90 e B/u /U SLO U $90mosay
1IT0 eu LS00+ 980  e/U 1o emu 600 080  ®u Xapu] 1IN

SNLIJ HI03S /- SIjed dFuLyoX;|
ugrg u31g usig ugig usig usig

onfea-d  jesne) onfea-d [esne) onpea-d [esne) onpea-d [esne) onea-d [esne) onfea-d  [esne)

9) () (€ @ (D potiad
NNHA-1s0d n ueIsy gsed)-Id)Jy AepuoA Yoejq sadud 10 Y3S1H sjdues ajoym }001s—/-4oxa O

U0 SUOH Ul s32LId Y3035 PUE $3)eT ATULYIXI USIMII] 153) AN[ESTIED JCLICATY 95 7 AL




€8

"porrad sjdures sjoym oy} 1940 sarsnpur om} asayy Joj s[qisnejd jou Kew suosuredwod
‘snyJ ‘8861 ABIN PUe ‘8861 A1enigad ‘€661 1990100 ‘1661 AInf /861 ABIN ‘8861 KB 2re Suoy] Suoy ur soxapur [ewysnpur £30[0uyds) uoneuLIOJUl
Pu® ‘S901A13S [B01]0Ad-UOU ‘SPOOT JSUINSUOD [EII[IA-UOU ‘SPOOT JSWNSUOD [BII[OAD “DISq 921M0sa1 10} pouad 1reys sydures oy “Aijiqe|ieaeun elep 0}
on(q "pauodal are (-/+) Anjesnes jo suSis oy ‘yueoyiudis ore sonjea-d oyy 219yA “(4°7) uonenbs ur (sasayyodAy jynu) SUONOLISAT Ieaul] 9y} Suls9) WOL) PIALISD

osoy} are papodai sanfea-d ay [ ‘[oAd] 2oueoIuSIS 940 =, ‘[9A9] S0UBDYIUTIS 04 =  [9AI] AOUBDYIUBIS 9]

=, "9snes-198ueIn Jou s90p sat[duwl /- ;310N

¥x

9¢0 B/u 0L0 B/u $8°0 g/u SLO B/u 18°0 E/u LS0 e/u S[eroueur
£L0 B/u 80 e/u LL00 + e e/ -=-- e/u L10 B/u ABojouyoa], oyuj
IS0 e/u 9L0 e/u 810 E/u IL0 e/u 6L0 B/u 090 e/u Santu(
LTO B/u L00 + [8°0 g/u — e/u - e/u ce0 B/u $901A195 04D-UON
60 B/u $9°0 '/u 6L°0 B/u S0 B/u Lo e/u 880 B/u SIVIAIRS 94D
S60  ®Eu 190 ®u €L0 e e/u B/Uu ¥90  eu SP3 SU0D 9A0-UON
610 B/u 170 g/u 6£0 g/u - e/u - e/u £L0 B/u spood suo)) “04)
I¥'0 e/u [$°0 B/u 050 B/u €90 B/u €e0 E/u 89°0 e/u Ansnpu [e1ouss)
0L°0 g/u 980 E/u [42Y e/u - e/u - B/u $6°0 B/u Ansnpuy s1seq
850 B/u £8°0 B/u cco e/ - B/u == B/u LT0 E/u $30IN0SY
§C0 B/u 090 e/u L0 B/u L9°0 e/u 690 e/u v9°0 B/u Xopu] 193IeN
$9)BI ZUBYIXY «—/- SILLJ YI0IS
ugig ugig usig ugig usig ugig
onjea-d  [esne) onea-d [esne) onpea-d esne) onea-d [esne) onpea-d  [esne) onea-d  [esne)
() ) (€) @ () porad

NINA-1S0d npj ueisy qsel)-13)y Kepuop\ yoelg s 10 Y3TH sdues sjogpn [YOXa«—/-)203s (0




14

pauodai are (-/+) Afesnes jo sudis oy “ueoyiusis are sanjea-d oy a1oyp “(y7) uonenbos ur (sasoyjodAy [[nu) suonoLNSal Jeaur] oY) SuIISI) WO PIALISP

asoyy are papodai sanjea-d oy f, “[9A9] 30UBOHIUBIS 940 = _ [9AS] OUESYIUBIS 906 = . [0A9] 20oUBOYIUBIS 04 =

»

, '9snes-103ueIn) Jou sa0p satjduw «—/- :3j0N

60 e/u ¥9°0 B/u LLO e/u SLO e/ 96°0 e/ v80 B/ S[etoueut
¥80 g/u 1440 B/ ¥9°0 E/u eL0 e/u 60 E/u 960 B/u A3ojouyoa, oyuy
16°0 B/u LLO B/ ,600 B £9°0 e/ 660 e 81°0 B/u saninn
$8°0 B/u 980 e/u 0 B/u 690 e/u 980 e/ 970 B/u SIOIAISS 9AD)-UON
860 B/u $9°0 E/u ¥9°0 e/ 890 e/ 080 e/ 16°0 e/ SIIAIAG 94D
v8'0 B/ 980 e/ 100 B L90  eu 860 e/ L10  ®Bu  sp3suod dKo-uoN
SLO B/u 88°0 B/u $T0 e/u v6°0 B/ 960 B/u 6v°0 e/ Sp003 suo) 04D
€60 E/u ¥8°0 e/u 620 B/u v6°0 e/u 6¢0 B/u L8O e/ Ansnpuy [e1ausny
$C0 B/ $6°0 e/ LL0 e/u ¥8°0 e/ ¢80 e/ 8¢°0 e/ Ansnpu otseq
L8°0 B/u $9°0 e/u L0 B/u $9°0 e/u 9L°0 e/ 18°0 e/u §30In0saYy
980 e/u 160 e/ £C0 B/u 90 e/u 050 e/u SIo e Xapuf 13N
SIILIJ Y01 «—/- I IZURYIXY
usig ugig ugig ugig ugig usig
onea-d  [esne) onea-d [esne) onpea-d [esne) onpea-d  [esne) onfea-d  [esne) onea-d [esne)
(©) ¥ (©) @ (D porrad
NINA-Isod npj ueIsy gsel)-1)Jy KepuoJA yoelg sdLd 10 YS1IH sjdues ajoypp }001S—/-4oxd O
"V'SI1 34} Ul $30Lid }50)S PUE SI)LI IZUBYIXD UIIMII( 153) AJI[ESNED AJELIEATY J¢ 7 I[GEL




S8

papodal are (-/+) Ajjesned jo sudis oy ‘yueoyiudis are sanjea-d ayy a1oyp “({°7) uoyenbos ur (sasayiodAy [inu) suonoysal resur] oy Sunsa) WOIJ PIALISP

asoy) are papodar sanfea-d oy, "[2Ad] 2oueoIUBIS 040 = , ‘[oA9] 2oueoyIUBIS 046 = ‘[9A3] RdUBIYIUBIS %[ =

s

"asneo-Iogueln) jou saop sardunt «—/- 190N

e l00 + 91°0 B/u ..c00 + 960 B/u 0000 £C0 B/u S[erotreut
010+ Joo o+ ...900°0 + zs0 e L1000 §T0 ®BMU A3o[ouyoa, oyuf
9¢0 E/u 810 e/ 10 e/u SLO e/ s 1000 B 160 e/u sonthN
,300 + €eo B/u ..c00 + IL°0 B/u 0000 B 0$°0 B $321A19§ 0KD)-UON
1480 g/ L1000 + s 100°0 + €L0 e/u e 100 - ye0 B/u $901AI9G 94D
€20 e/ 500 + 700 + 680 e/u e 2000 B 90 B/u Sp3 su0o 2£3-uoN
Lyo g/u w010 + e 100 + 88°0 e/u e 100 - 6L°0 e/u $po03 suo) "9£)
1240 e ..c00 + e 10070 + 650 B/u L300 B 920 e/u Ansupu] [e1ouan)
90 B/ 00 + V00 + 0L0  ®Bu LL00 B v9°0  ®/U Ansnpuy olseq
8L°0 e/u ,100°0 + 7000 + 920 e/u 7000 - $9°0 e/u §30.IMOSY
00 + L1070 + e £00°0 + ¥9°0 B/u s 100°0 B 0¥°0 e/u Xopu] 193 BN
el AZUBYIXH «—/- SINIJ YI0IS
ugis usig usig u3rg usrg usrg
onfea-d  [esne) onfea-d [esne) onea-d [esne) onea-d [esne) onea-d [esne) onea-d [esne)
(©) ¥) (€) (@) (9] portad

NNA-1s0d n|j ueisy gser)-I13Jy Aepuo]q Yoelg sadLI] [10 YSIH sjdwes ajogpp [OXd—/-)o01s 01




98

drysuonerar yuesijrudis A[[eonsnels oN drysuonera1 juediyusis A[[eonsnels oN a1ode3urg

drysuoneye yueoy1usis A[eonsnels oN | ([oA] 2ouedyIugIs 946) sajer afueyoxs pes] sooud J00)g Buoy Suoy

diysuonejar yueoyrudis A[feonsnels oN | ([2A9] 90uRdHIUSIS 04¢) Sajer 98uryoxa pesy saoud Jo01g elensny

(19491 souedyTUBIS 9,6) sarer aFueyoxs pesf saoud Jo01S drysuonejar juesryrudis A[[eonsnels oN uedef
"[9AS] 90UBOYTUSIS 944G J& UONOBISIUL Yorqpad |  ([oAa] 2ouedyIusIs o4¢) sajel aueyoxa pes] saoud §901g Aueuan)

4sel) Py ¢ poLidg

drysuonerar juestyrugis A[eonsnels oN

so1EIS pavuq)

(193] 2oueOyTUSIS 04 ) saot1d YJ03s pes] sajer ofueyoxy | ([oAd] 2dueoyUBIs 046) saoud J00)s peay sajer J8ueyoxg a1odedurg
drysuoneyar juestyrudis A[[eonsnels oN diysuonerar yuestyrudis A[[eonsne:s oN 3uoy Suoy
diysuoryefar juesyrudis A[feonsnels oN | (JoAd] 2ouedyTudIs o4 1) sajer 93ueyoxs ped] saoud No01g elfensny
drysuonera1 juestyrudis A[esnsnels oN drysuoneyar juestjrudis A[[eonsne:s oN uedep

(19491 oueoyIUSIS 94,6) S01d Y203s pes] sore1 oFueyoxy |  (19AS] 2ouBdIUTIS 0 ) SAeI 3FURYDIXS Pea] saoud o001 Aueulan

Aepuoy yoe[q :g poLag

SUILI9)S () SIA-B-SIA SI)ed dFueydxy

Je[[o(] S[] SIA-B-SIA S3)Bd ITULYIXT

*SOS®) J0q Ul ouIes ay} s u)e

P X2pUI }20)S "SJET IZUBYIX] PUE SIILId }I0)S UIIMII(Q AJI[ESNEI-IIBUEIL)

SUNS3} Ul (SUILR)IS () PUE “TB[[0( S[] STA-E-STA AJUS.LIND JWIOY 9°T) EJEP 96 ABUEYIXD Ul SUOIJELIEA 31]) JO SUONEINAW] 3 I[qE],




L8

(19A3] 2ouBdYIUSIS 94 G) sIel dFueyoXs pes| saoud }oolg

Soye}S panu()

(193] 20uBOYIUSIS 940 1) $911d Y003s Pea] soyer d3ueyoxy | ([oAs] sduediyuds o401) seoud Yo0ls pes| sajer a3ueyoxyq arodeguig
drysuonefa1 jueoyuss Afreonsness oN | ([aad] aouedyrusis o4 ) sooud ¥001s pes| sarer aSueyoxyg Buoy] Suoy
diysuoneya1 yueoyy1ulis A[jesnsners oN "[9AS] 90UBDIJIUSIS 94 G 18 UOLIORISNUI JOBGPID,] erjensny
drysuonyefar jueolyugis A[[eonsnels oN | ([oaa] ouedsy1udis o4 1) sooud Yo01s pes] sajel aSueydxy ueder
diysuornefar yueoyrudis A[feonsnels oN | ([2A9] 29Uy TusIs o4 ) soje1 93ueyoxs pesy seoud }o0)g Aueuian)

NNH-1S0( S POLId]

SuIl13)§ () SIA-B-S1A Sajed AGurydXy

Je[[o(] Sf) SIA-B-SIA SI}BI FueydxX

([oA9] aoueoyIUIS 04, 1) sojel a8ueyoxo peayssoud yooug | e Sa1B}S pajuN)
"[9AS] S0UBILTUSTIS 04, JB UOTIORIANUI YOBQPII,] "[9A9] 20UBDIJTUFIS 94 | T8 UOIIDBISUI JOBQPII,] a1ode3urg

(19A9] ouBdYIUSIS ¢4) saoud 3o0)s pesj sajer a3ueyoxy "[9AS] SOUBDYTUSIS 94| 1B UOTIORIDNUI YOBQPII,] 3uoy] Suoy
(1oA9] 2oueoyIUBIS o4 1) so01Id 300)s pea| sayer dFueyoxy diysuonyerar juedrjiudis A[[eansneis oN Bl[eNSNY
([9A9] sdoueOYIUBIS 046) saoud 00)s ped] sajel dFueyoxH drysuoneya1 yuesyyrudis Ajjeonsnels oN ueder
(12A3] 2ouedyIUBIS 040 ) SojR1 dueyoxa ped] seoud Yo01§ |  (]9A9] 2oueoyUSIS o4 [) sare1 95URyoXd pea] saoud o015 AueuLIan
N4 UBISY :p POLId]

SuI191Q () S1A-8-SIA S3jed AFueydXy

Jg[[o( S[) STA-B-SIA SI)uI dFULYIXY

(1oA9] soueoyIUSIS 94 1) sayer a3ueyoxs pesy saoud Yoo01g

sojEIS PaUN




88

pauodai aze (-/+) Aifesnes o sudis sy ‘ueoyruSis ore sonjea-d ayy a1eypy “(57) uonenbs ur (sasappodAy [[nu) suonoLnsal Jeaur| 3y SuriSa) WO PIALISP

asoy) a1e papodal sonjea

-d ay], ‘1oA9] souBdIIUSIS 040 =

(3

»

[9A9] doueoyIugIS 04G =

ELd

‘|oA9] douedIIUBIS oy

I =

(11

"asneo-1o3uein) jou ssop sarjdun «—/- :3J0N

,80°0 200 + €eo B/u Ivo B/u S1°0 e/ o e/u NIS «—/- NISS
89°0 e/ 100 B 960 B/u 2000 + 8¢°0 B/u wL00 + NISS «/- NIS
60 e/u Lo B/u 60 e/u IL°0 e/ 9¢°0 B/u 18°0 B/u NZIH </~ NJHS
€0 e/u ero e 650 B/l L0070 B/u £C0 e/ LEO B/ NAHS «/- N3H

..c00 + e 10°0 + e 000 + 160 B/u 40,0070 B LTO e/u VS «/-vSNS
¥8°0 E/U 0¢0 B/u 6£0 B/u 950 e/u 0$°0 B/ 148" B/ VSNS<—/-vSQ
€0 B/u L10 B/u Lo E/u 650 e/ 090 e/u ¥9°0 e/ SNV </~ SNIVS
SL0 B/u .00 B .. 100 - 00 e/u 0C0 E/u 170 e/u SNVS «/- SNV
Lyo B/u 90 B/u W00 + €eo B/u 60 e/u 290 B/u Ndf </ NdfS
8L°0 e/u 0¢0 e/u 8¢0 e/u 6¢0 e/ 00 B £9°0 e/ NdfS /- Ndf
ST°0 B/u 620 e/u s 100 + 960 + 610 e/u w700 + AND «/- AWNDS
v6'0 e/ 9¢0  ®U 2000 800 $6'0  BU L2000 ANWDS «/- AND

usig ugig usrg udig ugig u3ig
onea-d  [esne) onea-d [esne) onpea-d [esne) onea-d [esne) onea-d  [esne) anfea-d  [esne)
(©) () (©) (@ (D pouad
NINA-1S0d njj ueIsy qser)-I3)Jy AepuoA Yoelg sadLIg 110 YSIH ojduxes ajoypp [OXd—/-20)s :OH

Xapu] }o03§ [BqO[D PIM SIIUSNUT [EUI)XI 10§ SUIILI0I 'SIILIA }I0)S 7 SIJEd ISUBYIXI UIIM)q 1597

TEsNEd oY, 'S¢ Gl




68

000¢ S661 0661 G861 0861 000¢ G661 0661 G861 0861
R D e A I N D L e e
v
S ]
]
9 1
vsi—T7 - s —]
000¢ S661 0661 861 0861 0002 G661 0661 G861 0861
I e L L L L S B L
4s
49
E—
0002 G661 0661 $861 0861 000¢ S661 0661 G861 0861
L L L L P " L ™ L D e e e e L A L
¢ 4G
19 -9
s —] | memsy — 1 | £

(s30T ur) S321PU] }P03S JO SIS dwiL ], :(B)]'Z mI1]




06

000Z S661 0661 S861 0861 0002 5661 0661 $861 0861
I T I | T [ T I i | WN.O
ST0 00'T
0S'0 '
SLO0 0S°1
vsoa—1 go'1 [prodeBus — 1l ¢/ -1
0002 S661 0661 G861 0861 000C S661 0661 S861 0861
L L L A B B S L B s B
0°S
. ST'T
(S
09 0S¢
[der —] 3 g9 SL'T
000C S661 0661 G861 0861 000C S661 0661 S861 0861
L W A B A S B B B L A A A B N R
ST0
00'1
0S°0
ST'1
SL°0
0S'1
00'1
[Rrewey — || ¢/ -1

(s3o] ur) soyey SBueyoxy Surjieg Jo soueg swi ] :(q)1-g 2mnSig




-

Chapter 3.
Does the Exchange Rates Regime alter both Currency and total

Equity Market Risks Premia? Evidence from the EMU.

Section 3.1: Introduction.

The much-anticipated European Economic and Monetary Union (hereafter EMU) is
now a reality at long last. According to the European Commission (hereafter, EC), the
EMU should bring much-needed stability given some member states’ experiences that
high levels of inflation, the accumulation of public deficits and high long-term interest
rates distort business decisions and expectations, shift the burden of a short-lived
recovery onto future generations and deter investment, slow down growth and hold
back job creation. A key feature of the EMU is the euro — the single European
currency, which the EC believes would be beneficial to participating members by
eliminating exchange rate uncertainty, and controlling and reducing inflation.

Therefore, the EMU should lead to a reduction in the market risk premium.

The objective of this study is to investigate the extent to which EMU member states
have enjoyed these perceived benefits since the euro launch in January 1999. In
particular, given that the EMU and its single currency is now in place, has both
currency and total equity market risk premia (or the cost of equity capital which firms
apply to their investment projects) in Eurozone countries reduced, as suggested by the
EC? How have both premia responded to the different exchange rate regimes or
phases of the EMU? Analysis of the post-EMU behaviour of the equity market risk
premium will enhance literature and shed more light on the effects of monetary union
on member states equity markets and enable prospective participants to make

informed decisions on whether or not to join the euro bandwagon.

First, interests centre on whether or not exchange rate is a priced factor in the equity
market. As in Antoniou et al (1998a), the Arbitrage Pricing Theory (hereafter APT),

based on macroeconomic and financial variables as opposed to derived factor
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analysis,”’ is used to model the equity market risk premium. This permits empirical
testing on whether the exchange rate, alongside other factors, is viewed as a potential
source of systematic risk by equity market participants, and if it is, to analyse its
behaviour before and after the introduction of the euro. If there is any validity to the
EC claim that the single currency will eliminate exchange rate uncertainty, then there
should be a reduction in the exchange rate risk premium, and therefore in the total
market premium. It should be noted that any reduction in the equity market risk
premium may also result from the reduction in other potential factor risk premia, such
as inflation, given the price stability objective of the EMU, as also expressed in the

European Union’s Stability and Growth Pact.

Given the mixed evidence on the pricing of exchange rate risks as discussed in
Chapter One, this study contributes to the literature by testing the significance of the
exchange rate premium in six developed equity markets, using the APT. It focuses on
the equity markets of Italy, the Netherlands, Germany, and France — the largest and
most developed stock markets in the EMU, representing about 80% of the total EMU
market capitalisation. The study also includes two non-euro markets: the UK, and the

USA, given their strong linkage to the EMU markets,”® and to facilitate some

comparisons. The pursuit of this objective also permits contribution to literature on
another topical issue — the current state of the equity risk premium (hereafter ERP).
Using the APT as the asset pricing model, one is able to evaluate the ERP for the
countries over the last two decades. Applying the dynamic conditional correlation
(hereafter DCC) of Engle (2002), the correlations between the equity market
premiums of the countries are analysed in an attempt to assess the implications of the
EMU (thus far) on participating markets integration — another important mission of
the monetary union. This provides inferences on the convergence of the equity market

premium in the eurozone, in comparison to other markets.

°7 In derived factor analysis (DFA), as applied in early empirical tests of the APT (See Roll and Ross,
1980), factors are unidentified since they are simply derived from data and therefore lack any economic
meaning, whereas analysis based on macroeconomic and financial variables (MFV) provides a more
direct link between corporate strategic policies and changing economic events. Moreover, Chen and
Jordan (1993) find that there is little difference between the forecasting ability of the DFA and the
MFV methods.

%See Yang et al (2003) for further details on linkages between these equity markets,

92



As established, testing APT that uses observed variables is based on the notion that
stock prices react to news regarding macroeconomic and financial variables. Since
news is akin to unanticipated or unexpected information, investors form expectations
of the factors that command a risk premium in asset markets. Therefore, the method
used in deriving agents’ expectations formation processes will influence the factor
return generating structure. The traditional condition for unanticipated components of
factor changes is that they are white-noise, i.e. mean-zero, serially uncorrelated
processes. However, following Priestley (1996), another important criterion is
stability. To meet these two objectives and for robustness purposes, the Kalman Filter
and an ARIMA methodology described in Juntilla (2001) are both employed to model
expectations. The efficiency of both methods with respect to APT innovations is

therefore evaluated in this study.

To anticipate some of the results, there is evidence of different priced factors in the
various countries from January 1980 to June 2002. More importantly, the exchange
rate risk premium is significantly priced in four of the six equity markets. There is
some similarity between the return generating factor structure under Kalman-filtered
and ARIMA innovations unlike previous studies, and mixed evidence regarding their
APT efficiency. Recursively estimating the model from January 1989 to June 2002,
this study finds that movements in the resultant premiums generally reflect economic
events. There is an increase in the exchange rate risk premium in the larger eurozone
markets of France and Germany after an initial ‘europhoria’ in the early months of
1999, with increased volatility in the latter country. However, unlike Germany, there
is a reduction in the French equity market premium. The Italian exchange rate and
equity market risk premiums appear to have stabilized considerably post-euro launch.
The Dutch exchange rate premium has reduced considerably, though the equity
market premium appears to rise towards the end of the analysis period. Results for the
UK show a decline in both exchange rate and equity market risk premiums, whilst the
US exchange rate risk premium rises post-1999, though the equity market premium is
more or less stable. The study reports an average annual ex ante ERP figures ranging
from 2.75 percent in Germany to 6.6 percent in Italy. Although there is increased
correlation among the eurozone equity market premiums, the increase cannot be

attributed strictly to EMU factors.
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The rest of the chapter is organised as follows: Section 3.2 discusses the common
European currency and its rationale, Section 3.3 discusses the Arbitrage Pricing
Theory (APT) and estimation issues; Section 3.4 outlines the macroeconomic and
financial variables used in the study, and the data; Section 3.5 illustrates the methods
for generating innovations; Section 3.6 provides and discusses the empirical results;
and Section 3.7 analyses the dynamic conditional correlation between the equity and

exchange rate markets premia. Section 3.8 summarises the chapter.

Section 3.2: The Euro and its Rationale.

This section discusses briefly, the history of European economic and monetary union,
recognising the various policies initiated over time to achieve this goal, and the
rational for the monetary unification with respect to the countries in this study. Some
alternative views to the notion held by the EU that a single currency leads to exchange

rates stability are also discussed.

Towards a Common European Currency.

The introduction of euro notes and coins on January 1, 2002 signalled the end of the
long and hard journey towards a European single currency. The evolution of this
currency can be traced back to mid-20" century. With the belief that a common
European market could increase economic prosperity and help towards promoting
closer ties among the people of Europe, the 1957 Treaty of Rome ~ signed by Italy,
Belgium, France, the Netherlands, West Germany, and Luxembourg — established the
European Economic Community (EEC). Subsequently, the European Summit at The
Hague in December 1969 made single currency an official objective, appointing then
Prime Minister of Luxembourg, Pierre Wemer to report on exchange rate volatility
reduction. The Werner Report, published in October 1970, proposed a three-stage
process for achieving complete monetary union by 1980, and called for the
centralisation of member states macroeconomic policies entailing the total and

irrevocable fixing of parity rates and the complete liberation on movements of capital.

Following the demise of the Bretton Woods dollar-peg in March 1973, a “currency

snake” involving the tying together of the currencies of Germany, Denmark, and the
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Benelux countries was achieved. By March 1979, European Monetary System (EMS)
began with the Exchange Rate Mechanism (ERM), defining rates in relation to the

European Currency Unit (ECU) — a quasi-currency representing an average of
participating countries, and allowing a fluctuation band of & 2.25% (£ 6% for Italy).

With pervasive capital controls and wide inflation differentials, there were eleven
realignments from March 1979 to January 1987. In 1986, the Single European Act,
which modified the Treaty of Rome, was signed, setting up a framework for the single
European market. Subsequently, the European Council met in June 1988 in Hanover
and empowered the Delors Committee to set plans for a common currency. After
consideration of the Delors Report in 1989, the European Council agreed that the first
of three stages of the Economic and Monetary Union (EMU) will begin in July 1990.
Two countries were admitted to the ERM - Spain (in 1989) and the UK (in 1990).

Stage one of EMU began in 1990 with the narrowing of the ERM bands and closer
cooperation between economic policy and between national banks. At the Maastricht
Treaty in December 1991, plans for a single currency by the year 2000 were made.
Strict rules were agreed for those joining including targets for inflation, interest rates,
and budget deficits. However, Denmark and UK exercised their “opt-out” options
from stage three of the EMU. Shortly after Portugal joined in 1992, the ERM was in
crisis. German interest rate rose, prompted by fears of overheating economy and
inflationary pressures following fiscal expansion after Unification in June 1990.
Following September 1992 speculative attacks, Finnish Markka depreciated, Swedish
interest rate was raised, the UK and Italy drop out of the ERM, the peseta devalues
and Spain reintroduced capital controls. Later, Portuguese escudo and the Irish Punt
devalued, and the Swedish krona and Norwegian Krone floated. In August 1993,

following concerns of French Franc fluctuations, the ERM was suspended and a new
system was introduced with fluctuation bands widened to £ 15% in wake of

speculative attacks.

Stage two of the EMU began in 1994, starting with the establishment of the European
Monetary Institute (EMI), the forerunner of the European Central Bank (ECB), and in
January 1995, Austria, Finland, and Sweden joined the European Union. The name

“Euro” was chosen for the new currency at the European Council in Madrid in
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December 1995, and the single currency was to be introduced in three new phases: (a)
preparation period (from 1/1/98 to 31/12/98) when EU leaders’ selected countries that
would qualify for the EMU, (b) transitional period (from 1/1/99 to 31/12/01) when
national currencies and the euro coexist such that the euro, though mainly an
accounting currency i.e. electronic euro, is irrevocably fixed to the national
currencies, and (c) Changeover period (from 1/1/02 to 30/6/02) when all national
currencies will be withdrawn making the euro the only legal currency within the

EMU. Italy rejoined the EMS with target bands, at devalued rate in November 1996.

In 1998, the European Council agreed that 11 member states — Belgium, Germany,
Spain, France, Italy, Ireland, Luxembourg, the Netherlands, Austria, Portugal and
Finland — were ready to adopt the euro on January 1, 1999. The European Central
Bank (ECB) was established in Frankfurt to maintain price stability and set interest
rates in the eurozone. Stage three of the EMU began on January 1, 1999 with the
launch of the euro as an electronic currency used by banks, foreign exchange dealers,
big firms, and stock markets. After meeting the criteria, Greece joined the euro

bandwagon in January 2001.

Why the EMU?

The rationale for the single European currency is one of the most rigorously debated
issues in European history. The question remains: is the EMU a political project — in
which case the euro currency is a means to attaining an end of political integration, or
is it an economic project? The Rome Treaty of 1957 called for the ever-closer union
of the people of Europe. On the continent, the EMU project is seen as a tool for
political integration i.e. towards a ‘United States of Europe’. German Chancellor
Helmut Kohl, arguably the leading architect of the EMU, noted in a speech to the
council of Europe in September 1995 that “we want the political unification of
Europe. If there is no monetary union, there cannot be a political union and vice
versa” (Notts Commission Report, chapter 5). Wim Duisenberg, pioneer President of
the ECB also noted that “the process of monetary union goes hand in hand, must go
hand in hand, with political integration and ultimately political union. EMU is, and

always was meant to be, a stepping stone on the way to a united Europe” (Notts
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Commission Report, chapter 5). Economists have tried to justify the single currency
by using the theory of Optimum Currency Area (OCA), which postulates that subject
to certain economic criteria,” a currency union would be beneficial to participating
member nations. Thus, the fact that politics may be the ultimate objective of the
monetary union does not mean that economics is not important.'®

According to the European Commission (EC),!!

given that fluctuation of exchange
rates causes uncertainty among companies, the EC believes that suppression of
exchange rate variability will brighten business climate considerably leading to about
5% rise in the community income due to impetus in investment brought about by
eliminating exchange rate risk. A single currency also eliminates transaction costs
associated with converting one EC currency to another, such that cost savings may
vary from 0.1 to 0.2 % of GDP in large countries, and 1% of GDP for small open and
less developed states. Moreover, a single currency may reduce inflation given price
stability and stable interest rates brought about by common monetary policy. If goods
and services are priced in one currency, the competitive effect of the single currency
will be strengthened since prices of goods, services, and resources in different
countries are easily compared thus encouraging trade. The EC also believes that the

single currency allows genuine merger of constituent national financial markets,'%

yielding benefits in terms of market depth and efficiency.

As may be expected, a monetary union is not without its costs. There is a loss of
national control over economy arising from the loss of control of three key
macroeconomic tools, namely: interest rates, exchange rates, and fiscal policy, thus

resulting in limited tools for absorbing country-specific macroeconomic disturbances.

% Some of these are the criteria proposed in the original optimum currency area literature, such as
labour and capital mobility (Mundell, 1961), openness (McKinnon, 1963), and product diversification
(Kennen, 1969). Others, more recently emphasized, have to do with the relative magnitude and
sggnchronization of country-specific business cycle shocks (Eichengreen, 1992).

'% The Nott Commission Report (1999) suggests the dominance of politics over economics, noting that
the political imperative was responsible for the relaxation of the Maastricht convergence criteria
(especially in the case of the Belgian and Italian debt/GDP ratios) to allow the eleven countries to join
the Euro in the first wave,

"' See Commission of European Communities (1992).

' The EC believes that creating a single market for equities is essential to compete with the USA,
where the size and strength of the equity market has been a key factor in America’s robust economic
performance over the last decade.
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As a result, the effects of domestic shocks on other member states may be more

prominent under the EMU than under a floating exchange rate regime.

It is also important, perhaps, to discuss the EMU rationale with respect to the various
interests of the eurozone countries in this study. One of the biggest challenges that
confronted Italian monetary authorities in the 20™ century was how to tackle the
spiralling inflation that characterised the economy, badly affecting the value of the
Italian Lira such that by the end of the 1970s, Italians had become used to counting
their money in thousands and millions. Various measures, beginning with Mussolini’s
“Battle of the Lira” which fixed the Lira to the British Pound in the 1920s, restrictive
monetary policy and price controls of the 1960s, and membership of the EMS in the
late 1970s, all failed to bring inflation under control. Moreover, Italy’s political
instability (often resulting in a lack of coherent economic policies), corruption, and
mismanagement of public funds'® did not help the situation. With such a rocky
monetary history, it is perhaps unsurprising that Italians were far and away the most
enthusiastic of the eurozone populations for the single currency with 83 percent in

favour,

Klaster and Knot (2002) describes the Netherlands economy as “a small open
economy that attaches great value to stable exchange rates” — (p. 509). As the 6™
largest exporter in the world,'™ the Dutch economy is vulnerable to international
economic shocks due to a relatively small manufacturing sector dependent on
imported materials and an economy based on foreign trade. In line with the quest for
exchange rate stability, the Netherlands — home to the world’s oldest regular stock
market, the Amsterdam Stock Exchange, very closely linked the Dutch Guilder to the
low-inflation Deutsche Mark — the currency of its largest trading partner,'®
throughout the stage two of the EMU.'% In fact, Berk (2002) notes that since 1983,

the Netherlands has formed a de facto monetary union with Germany.

13 See Miccio (1998).

1% See OECD country report 1999.

195 According to the Netherlands Foreign Investment Agency (NFIA) in 1999, Germany accounted for
25.5% of exports and 19.2% of imports.

1% In fact, the Dutch Guilder was the only currency which maintained its fluctuation bands with the
DM when all other EMS currencies widened the band to +/~ 15% in August 1993.
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Eichengreen (1994) observed that since Germany is the largest economy in Europe,
and the least susceptible to inflationary pressures, Germany of all EC states had the
least reason to be attracted to the EMU. “However, its support for the Maastricht
Treaty, according to popular view, is that it offered to trade monetary union, for
which it had little intrinsic desire, for an expanded foreign policy role within the
context of an EC defence policy” — (Eichengreen 1994, p.2). France, the second
largest economy in the EMU, combines modern capitalist methods with extensive, but
declining government control and interaction in key sectors of the economy. Though
France had experiences of high inflation and unemployment rates over the last two
decades, politics may have significantly influenced membership of the EMU.
Eichengreen (1994) reiterates that the memory of two devastating wars between
Germany and France plays a non-negligible role in the desire for EMU between the
two countries. What is clear is how adjustment to the euro plays itself out will vary
from country to country, since it appears that each country will face its own unique

challenges.

At this point in time, the UK’s potential membership of the EMU is hotly debated in
all straddles of the British economy. Being a member of the EU, is the UK missing
out on the supposed benefits of the euro single currency? Should the UK ditch the
pound sterling? Bessler and Young (2003) find that the USA market is the only
market that has a consistently strong impact on price movements in other major
markets in the long run. Thus, including the UK and USA in this study should
facilitate a deeper understanding of the EMU impact by examining how the equity
markets risks changed (if at all) following the introduction of the euro. Note that the
EC also expects the eurozone’s major trading partners to benefit, though to a lesser

extent, from the EMU.

The EMU and Exchange Rates Stability: An Alternative Opinion.

Empirical analyses do not always subscribe to the EC’s perception that the single
European currency will eliminate exchange rate variability.'”” The ‘benign neglect
effect’ of Benassy-Quere et al (1997) postulates that the creation of the euro will

eliminate the European Union’s interests in international cooperation in exchange

17 In this sense, exchange rates variability denotes the variability of the euro against external
currencies, compared with the variability of a basket of the pre-EMU currencies of EMU participants.
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rates management and lead the EMU countries to attach less weight to exchange rates
stability as a policy objective, showing further that a change from the pre-EMU
exchange rate regime to the euro single currency increases exchange rate variability in
response to all types of shocks except symmetric European supply shocks. Cohen
(1997) suggests that the EMU will increase exchange rate variability in response to
price shocks and reduce it for demand shocks, concluding that “there is no apriori
reason to believe that the euro will be a more stable currency than its predecessor ....
unless we believe we are entering a world in which price shocks will become less
prevalent relative to demand shocks” — p. 409. Using a three-country, three-good,
factor-specific model of trade with wage rigidities to investigate how the EMU is
likely to affect exchange rate variability, Ricci & Isard (2002) find that variability is
likely to be lower under the EMU than under the pre-EMU when there are shocks to
industries in which large economies countries are specialised whereas variability is
likely to be higher under EMU when there are shocks to the industries in which the
small euro-area countries are specialised. In light of these findings, one may not
necessarily observe a decline in the currency risk premium, following the

commencement of the EMU.

On a general note, regardless of whether the EMU reduces the variability of exchange
rates or not, empirical evidence suggests that the EMU has reduced the volatility of
some euro-area equity markets. Using a Markov-switching three-regime model to
analyse the effects of the EMU on the volatility of daily stock market returns in
Germany, Italy, Spain, and France from January 1988 to December 2000, Morana &
Beltrati (2002) find that there is a significant reduction in the volatility of equity
markets of historically unstable economies like Italy and Spain, due to a reduction of
volatility of macroeconomic fundamentals. In addition, they suggest that the reason
for reduction in volatility of the Italian stock market is the stabilisation of economic
fundamentals and not the elimination of exchange rate risk. Morana & Beltrati (2002)
also find that the volatility of the French equity market has reduced relative to the
volatility of German, UK, and US equity markets.
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Section 3.3: Estimating the Arbitrage Pricing Theory (APT).

In this section, issues concerning the estimation of the APT as an empirical model of

asset prices are discussed.

The APT Re-visited.

Although a CAPM model can be used to assess the pricing of exchange rate risks
within each national stock markets as in Vassalou (2000), this study opts for the APT
as its empirical model given evidence from several studies that the APT outperforms
the CAPM (whatever the version).'® Moreover, the APT allows the inclusion of other
key macroeconomic variables such as inflation, interest rates, and money supply that
would be directly affected by the EMU, within the equity pricing model, following the
suggestions of Morana & Beltrati (2002) that strict fiscal discipline associated with
the Maastricht Treaty and the Stability and Growth Pact may be responsible for the
reduction in the volatility of euro area stock markets, rather than the elimination of
exchange rate risks. Therefore, the APT model will enable the “culprits® of any change

in the equity market risk premium to be more easily identified.

The APT was introduced in Ross (1976) as an alternative to the Capital Asset Pricing
Model (CAPM) of Sharpe (1964) and Lintner (1965). The fundamental differences
between the APT and the CAPM, as identified in Roll and Ross (1980) are that the
APT allows more than one returns generating factor (i.e. there are multiple factors that
represent the fundamental or systematic risks in the economy), and the APT
demonstrates that since any market equilibrium must be consistent with no arbitrage
profit, every equilibrium will be characterised by a linear relationship between each

asset’s expected return and its returns response loadings on the common factor. Thus,

per the APT, the return on the i asset at time ¢ (1) can be written as:

iy = Eit + bilﬁn o + bik6kt + g (31)

where E; is the expected return; 8w Jj =1, ...k, are the mean zero factors common to all
assets, by is the sensitivity of the return on asset i to changes in factor j, and g; is the non-

systematic risk component idiosyncratic to the i™ asset with cov(9;, €) =0 for all j.

'% See Roll & Ross (1980), Chen (1983), Burmeister & McElroy (1988), Jorion (1991), Mei (1993),
and Fletcher (2001) for more evidence on the advantages of the APT over the CAPM.
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Ross (1976) shows that the covariance matrix of asset returns, 2, can be written as:
2. = BB + T, (3.2)

where BB’ is the matrix of factor risk and ' = E(ge’) is the matrix of idiosyncratic risk
assumed to be diagonal i.e. asset returns have a strict factor structure as idiosyncratic risks are

assumed to be diversified away and in the limit are equal to zero.

As such, the only source of risk is systematic in nature and the equilibrium expected
excess return on the 1" asset (defined as E; — Ao where A, is the risk free rate) is given

by the approximate linear relationship:

Eit — )\.() = )\flbil + }"Zbi2 F o + kkbik (33)

where A, /= 1, ... .k, are the risk premiums corresponding to the risk factors 0j,

J =1, ...k, and by is the sensitivity of the return on asset i to changes in factor j.

Chamberlain and Rothschild (1983) and Connor and Korajczyk (1993) find that the
diagonality restriction on the covariance matrix of idiosyncratic returns in the Ross
(1976) APT version is not only an unnecessary condition for the APT to hold, but is
also too restrictive in the sense that it does not account for cross-correlation in
idiosyncratic returns.'® They then suggest a weakening of the diagonality restriction
to allow cross-correlation in idiosyncratic returns, in which case asset returns are said

to follow an approximate factor structure.

In estimating an APT model that enables non-diagonal idiosyncratic return covariance
matrix, McElroy et al (1985) introduce a multivariate regression methodology which
treats the APT as a system of non-linear Seemingly Unrelated Regressions (NLSUR)
which imposes the crucial cross-equation pricing restriction that the prices of risk are
the same for all assets. Assuming that Eq. (3.3) is an equality, solving for E;; and

substituting into Eq. (3.1) gives:

19 See Connor and Korajczyk (1993) for more details.
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Pic ~ Zbij)‘aj + Zbijajt + Uiy (3.4)

where p; is the excess return on asset i at time t defined as r — Ay, and p; is

the idiosyncratic return of asset i at time t.

As implied in Eq. (3.4), the NLSUR technique allows the joint estimation of the risk
premium and the factor sensitivities thereby eradicating the errors-in-variables (EIV)
problems which plague the Fama and Macbeth (1973) two-step methodology of APT
tests in which asset sensitivities to the factors in one period are first estimated,
followed by the cross-sectional estimation of the prices of risk.''” To see how the
NLSUR technique allows the testing of the crucial cross-equation pricing restriction
that the prices of risk are the same for all assets, consider the unrestricted version of

Eq. (3.4):

where o; is a constant. Comparing Equations (3.4) and (3.5) shows that the cross-equation
pricing restriction that the prices of risk is equal for all assets i is &, =} b;;Aj. This restriction

has been tested in Priestley (1996), Antoniou et al (1998a, 1998b) using a likelihood ratio test.

Since it has been suggested that portfolio formation may possibly mitigate the EIV

""'in the Fama and MacBeth (1973) two-step method, another advantage of

problem
the NLSUR methodology, as noted in Antoniou et al (1998a), is that individual asset
returns (rather than portfolios) can be used to estimate the APT thus enabling the cost
of equity capital for individual securities to be estimated and evaluated. Given
interests in the behaviour of the equity market risk premium (which according to
Burmeister and McElroy (1988) may be treated as endogenous i.e. on the left-hand
side, enabling a generalisation of the APT to allow for unobserved factors which are

proxied by individual securities not included in the sample) an equation for the excess

return on the market portfolio of the nature:

11 See Shanken (1992) for further information on the EIV problem.
!'"! See Blume and Friend (1973) for further details.
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Pmt = 2bmkark-r t Ybmkidko1 top (3.6)

where pp, is the excess return on the market portfolio, by, ., is the is sensitivities of the
return on market portfolio to factors K — 1, A, . | are the prices of risk, and & ,_, are the

observations on the factors K — 1 at time . . is the error term.

needs to be included with the system of equations of individual security returns to be
estimated. However, since the study is also interested in the effects of the market
portfolio return on the return of individual securities (in which case the return on
market portfolio is exogenous and appears on the right hand side), a non-linear three
stage least square (NL3SLS) technique is used to estimate our APT model, in light of
Burmeister and McElroy (1988), rather than NLSUR.

Three-stage least squares requires three steps: first-stage regressions to get predicted
values for the endogenous regressors (instrumental variables, which are uncorrelated
with the error term, are used as regressors to model the predicted values); a two-stage
least-squares step to obtain parameter estimates (using the predicted values of the
regressors) and to get residuals to estimate the cross-equation correlation matrix; and
the final estimation step, which accounts for cross-equation correlation of the errors.
In essence, NL3SLS combines the N2SLS and NLSUR methods to take into account

. . . . . 1
both simultaneous equation bias and cross-equation correlation of the errors.''?

Following Amemiya (1977), current and squared values of the exogenous variables
are specified as instrumental variables, and the market return is instrumented using the
fitted and square fitted values from a regression of excess returns on the market
portfolio on the other factors, in line with Antoniou (1998a) thus enhancing

comparability of results of the two studies.

112 See Gallant (1987) for more details on NL3SLS.
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Section 3.4: Macroeconomic and Financial Variables, and Data.

This section discusses the potential candidature of some macroeconomic and financial
variables for the return-generating model of the Arbitrage Pricing Theory (APT), and

then, describes the data set employed in the estimation.

Macroeconomic and Financial Variables.

Since the APT model does not prespecify the macroeconomic and financial factors
that may carry risk premia, there is a possibility of including a wide variety of factors
in estimating an APT model, possibly resulting in datamining. However, Chen et al
(1986), Jorion (1991), and Antoniou et al (1998a) based their choice of factors on the
present value model of share prices which states that any factors that affect future

dividends, which ultimately depend on future cashflows, and the discount rate will

affect stock prices, and thus returns, and will therefore carry a risk, fednium. To show

this, let stock prices (P) be written as expected discounted d1
Nt

P = E()/ k (3.7)
where E is the expectations operator, c is the dividend stream and £ is the

discount rate.

Therefore, any factors that change the discount rate and the dividend stream will carry
a risk premium. In addition to the factors used in Priestley (1996) and Antoniou et al
(1998a and 1998b), this current study includes three factors — imports, exports, and
tax revenue, given our interests in currency risks. Evidence from Patro et el (2002)
suggests that these factors contribute significantly to and may be useful predictors of
currency risks, although other studies find that the factors may directly affect the
value of firms. Therefore, inclusion of the three factors may allow ‘spurious’ priced
currency risks to be avoided. All the factors used in this study and their possible links

to stock returns are discussed below.

Term Structure and Default risk

Given that the discount rate, being an average of rates over time, is affected by the
level of rates, the term-structure spreads across different maturities, and risk premium

(default risk), unexpected changes in both the risk free rate of interest and the risk
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premium will affect pricing, the time value of future cash flows, therefore equity
returns. Chen et al (1986) notes that both term structure and default risk are a direct
measure of risk aversion implicit in pricing with the former being a proxy for the
business cycle, and the latter the overall business risk. The effect of these two factors

on equity returns is also documented in Fama and French (1993) and Campbell

(1987).

Inflation.

The relationship between inflation and stock returns is well grounded in economic
theory. The Fisher Hypothesis states that nominal asset returns move one-for-one with
expected inflation, such that expected real returns are independent of expected

inflation. The Fisher Hypothesis is written as:
i _
EtRN,'[+N = T + EtnN’t-{-N (38)

where RiN, ¢+ N 1S the continuously compounded nominal return on asset i over
the period ¢ to +N, 7N, ¢ + N is the continuously compounded rate of inflation
over the period ¢ to t+N, ' is the ex ante real return on asset i (assumed

constant), and E, denotes expectations as of time ¢.

Although empirical studies'" suggest that stock returns are negatively correlated with
inflation rejecting the Fisher Hypothesis, Boudoukh and Richardson (1993) and
Engsted and Taggaard (2002) find evidence that the hypothesis holds in the long run.

Using principal-agent analysis, Jovanovic and Ueda (1998) finds that unexpected
inflation shifts real income from firms (the principals) to workers (the agents), and
thereby lowers stock returns because a positive price-level shock makes sellers think
they are producing better goods than they really are, splitting this apparent windfall

with workers who get a higher real wage.

Exchange rates

As mentioned in earlier chapters, the exposure of stock returns to unanticipated

movements in exchange rates derives from translation exposure (the sensitivity of

'3 For instance, see Fama and Schwert (1977), and Barnes et al (1999).
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home currency book values and accounting earnings to changes in exchange rates,
arising from foreign currency investing and financing activities), transaction exposure
(the sensitivity of the home currency future settlement value of the firm’s existing
contracts denominated in foreign currency to exchange rates changes) and lastly
operating exposure (the sensitivity of the home currency economic value of the firm
to changes in exchange rates), reflecting the responsiveness of the price and cost

competitiveness of firms to fluctuations in currency values.

Commodity Prices.

In economic theory, commodity prices have been closely linked to standard models of
exchange rate determination such that its relationship to equity returns may result
from this.'" Chen and Rogoff (2003) finds that commodity prices have a strong and
stable influence on floating real exchange rates with the magnitude of the effects
consistent with predictions of standard theoretical models. However the relationship
may not only exist because of links to exchange rates. Bailey et al (2003) found that
commodity prices explain a greater fraction of stock return behaviour than currency
related factors. Using volatility as a measure of risk, Kia (2003) finds that the
volatility of the growth of commodity prices is a factor in equity return volatility in

the US and Canadian markets.

Retail Sales.

Retail sales are a major indicator of consumer spending trends because they account
for nearly one-half of total consumers spending and approximately one-third of
aggregate economic activity in the US.'" Rapach (2001) shows that aggregate
consumer spending has an important effect on real stock prices in conformity to the
present value equity valuation model. Strong retail sales are favourable for the stock
market, particularly retail stocks but sluggish retail sales could lead to a bearish stock
market. Using economic tracking portfolios (tracking expectations about future
economic variables), Lamont (2001) shows that stock returns can be useful in

forecasting consumer spending.

14 See Messe and Rogoff (1983).
115 See US census bureau, Economic Census, 1997.
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Industrial Production.

The discounted cash flow valuation model states that stock prices reflect investors’
expectations about future real economic variables, such as corporate earnings, or its
aggregate proxy — industrial production.''® Fama (1990) and Schwert (1990) suggest
that real stock returns should provide information about the future evolution of
industrial production. Using Granger Causality, Malliaris and Uruutia (1991) find that
the US S&P 500 index leads industrial production. Choi et al (1999) shows that log-
levels of industrial production and real stock prices are cointegrated in G-7 countries,
and that the domestic stock markets in US, Canada, Japan, and the UK do incorporate

information about future industrial production growth.

Money Supply.

It is noted in Rapach (2001) that money supply shocks explain about a third of the
variability in real stock prices at shorter horizons. Per Conover et al (1999),
conventional view suggest that a restrictive monetary environment serves as bad news
as it is generally associated with higher future interest rates and decreases in the level
of economic activity. They also find that stock returns in 16 OECD countries are
generally higher in expansive monetary environments than they are in restrictive
environments. Malliaris and Uruutia (1991) find that money supply and the US S&P

500 index exhibit contemporaneous causality.

Import, Exports, and the Trade Balance.

Theory and empirical evidence suggests a link between the trade balance (exports
minus imports) and stock returns, especially through exchange rates. Aktiala and
Orgler (1995) notes that an exporting firm takes into consideration the perceived
impact of the different prices on sales and the risks and cost of foreign exchange
exposure, to maximise the present value of net revenues in its currency. Likewise, the
behaviour of importers who optimise their payment and currency-choice decisions is
determined by their foreign exchange exposure and preferences. Puffer (1995)
suggests from theory that if productivity and the foreign propensity to save are
unchanged, a surprisingly large US trade balance deficit implies a dollar appreciation,

an increase in US interest rates and negative US aggregate stock returns. The study

'® See Choi et al (1999).




also finds that trade balance ‘news’ accounts for about two percent of the variation in
the stock indexes on the announcement days.''’ Large trade deficit announcement
yields expectations of larger trade deficits in future months and thus financial markets
respond significantly to trade announcements since they affect expectations of future
current account deficits through the higher future interest payments on foreign debt.
Patro et al (2002) find evidence that imports and exports significantly affect currency

risks (which are themselves significant) in equity index returns of 16 OECD countries.

Government Tax Revenue.

The effect of various types of taxation on equity returns is a highly discussed issue in
finance. On the micro-level, corporate taxes affect cashflows and the profits of firms.
On the macro-level, there is evidence of an increase (decrease) in stock market
volatility following an increase (decrease) in capital gains tax (see Norongha and
Ferris, 1992). Geske & Roll (1983) notes that Government principal revenues are
personal and corporate taxes, such that when stock prices increase or decrease in
response to anticipated changes in economic conditions, personal and corporate
income moves in the same direction, inducing a similar change in government
revenues. Thus fluctuations in Government revenues are closely related to stock price
movements. Porteba and Summers (1983) notes evidence that dividend taxes
discourage corporate investment and may have a potent effect on the cost of capital
and investment strongly confirms the importance of the tax levied at both corporate
and personal levels in assessing the tax system’s impact on capital formation.
Gultekin and Gultekin (1983) also show that strong seasonalities in the stock market
returns distribution in most of the capital markets such as large January returns, in
most countries, and April returns in the UK, seem to coincide with the turn of the tax
year. Lang and Shackleford (2000) note that there is an increase in market value when
there is a reduction in the expected capital gains if returns are expected to be taxed as
capital gains. Asea and Turknovsky (1998) find that higher taxes make it less likely
that households will hold risky assets like equity. Patro et al (2002) shows also that
tax revenue has a positive impact on currency risks in 16 OECD countries, such that

the higher the tax, the higher the currency risk.

"7 Puffer (1995) notes that this is separate from the variations caused by currency movements.
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Return on Market Index.

As known, the market index is some aggregation of individual stocks that according
to the present value model should reflect future economic activity. There are a good
number of indicators (both domestic and international) of economic activity, which
may directly or indirectly affect stock prices, but are not included among the factors
discussed above due to, the difficulty in their measurement or lack of data, and for
reasons of parsimony and practicality of our APT model (see also Chen et al (1986)).
As noted in Antoniou et al (1998a) if there are any factors omitted from those pre-
specified as above, but are priced then its effect should feed through the market
portfolio as proxied by the market index.''® For instance, Geske and Roll (1983) note
that the stock market forecast changes in economic activities like corporate earnings
and unemployment rates. Moreover, the role of the stock market index as a leading

economic indicator is discussed in the literature (See Fama (1991)).

Data.
To estimate the APT model in Italy, France, Germany, the Netherlands, the United
Kingdom, and the United States, this study uses country-specific monthly data on the

macroeconomic and financial variables described above from January 1980 to June

2002. Unexpected Inflation (UNEXINF) is 7, — E,.;(7;), where T is the change in the

log of the CPI. Expected Inflation (EXINF) is Ey(m.;) — Ei. (), where 7 is as
defined above.''” As in Chen and Jordan (1993), the Term Structure (TS) of interest

rates is defined as the difference between the yield on Long-term Government Bonds
(10-year maturity) and the Treasury Bill rate. Default Risk (DR) is the difference
between the yield on corporate bonds and the yield on long-term (10-years maturity)
government bonds.'?° Commodity Prices (CP) is the log of IMF All-Commodity Price
Index. Exchange Rate (ER) is the log of the nominal trade-weighted index for each
country. Real Industrial Production (RIP) is the log of the industrial production
deflated by the Producer Price Index (PPI). Real Retail Sales (RRS) is the log of retail
sales deflated by the Retail Price Index (RPI). Real Money Supply (RMS) is the log

''® The findings of King et al (1994) that national stock markets are driven by unobserved rather than
observed international factors adds weight to the inclusion of the market portfolio as a factor.

' Note that the change in expected inflation is used as the factor in our analysis.

% Data on default risk was collected from the Economist.
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of currency-in-circulation'?! deflated by the Consumer Price Index (CPI) (All Items).
Real Imports (RIMP) and Real Exports (REXP) are the logs of Imports and Exports
(both denominated in domestic currency) respectively, deflated by the CPI. Real Tax
Revenue (RTAX) data is based on total tax (personal, income, capital gains, etc)
collected by the central government in each country,'?? deflated by the CPI. Unless

otherwise indicated, all macroeconomic data were collected from Datastream.

The return on the Datastream total market index for each of the six countries is used
as return on market portfolio. This choice of market return is primarily to allow some
uniformity, given that other country-specific indices (e.g. FTSE all-share, Dow Jones,
etc) may be calculated differently i.e. equally-weighted, or value-weighted, and this

may have implications on the results.'> Furthermore, Datastream market return may
give a better reflection due to their in-depth coverage of national markets. In selecting
firm-specific returns data, two important factors were considered. Firstly, returns data
of financial companies (i.e. retail banks, insurance, life assurance, merchant banks,
miscellaneous financial investment companies, fund managers, stock brokers,
investment trusts, and real estate) are excluded. Secondly, firms that have returns data

2124 are selected. Returns data on securities for each

from January 1980 to June 200
country were obtained as follows: France (individual returns of 55 companies listed
on the SBF-250 index), Germany (individual returns of 104 companies listed on the

CDAXGEN index), the Netherlands (individual returns of 54 companies listed on the

2! Note that from Jan 1999, currency-in-circulation in Germany, France, Italy, and the Netherlands
become currency-in-circulation (EA-wide residency).

122 For instance, tax revenue data in the UK is the Central Govt consolidated fund: Inland Revenue
receipts. Due to data unavailability, tax revenues are excluded from the APT model for the
Netherlands and France. Even data for a proxy, such as Government revenue, was unavailable for these
two countries for most of the time period.

'2* Note that the Datastream market index is based on market capitalisation, i.e. value-weighted. As
expressed in Chapter One, Bodnar & Wong (2000) finds that the type of portfolio (value-weighted or
equally weighted) may affect the significance of exchange rate risks. However, in analysing the effects
of a change in monetary policy on firms in Germany, France, Italy, and Spain, Mogon et al (2002)
suggest that there is little evidence that the effects of monetary policy on small firms are different from
effects on large firms, so therefore, use of a value-weighted index, as in this case, may not have
si§niﬁcant implications on results.

" This raises the issue of survivorship bias, the effect of which per Antoniou et al (1998b) may be
conservative prices of risk. However, the solution of forming and rebalancing portfolios is criticised by
Clare and Thomas (1994), who finds that the method of constructing portfolios may affect the number
and type of priced factors found significant. Moreover, Davis (1996) and Elfakhani and Wei (2003)
suggests that the differences in the explanatory power of certain financial variables with respect to
realised stock returns for survivor stocks and the overall group is weak, at best. Also, Antoniou et al
(1998b) finds evidence of common priced factors (some with similar sign and magnitude) in two equal
sub sample of 138 UK equity returns, thus giving some support to the APT requirement that prices of
risk be the same across the subsets of assets.
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Amsterdam All-Share Index), the US (individual returns of 120 companies listed on
the S&P 500 index), the UK (individual returns of 141 companies listed on the FTSE
All-Share Index), and Italy'? (individual returns of 76 companies listed on the Milan
Stock Exchange). The Treasury Bill rate (1-month)'?® is transformed and used to

calculate the monthly risk-free rate used in excess returns computations.

Section 3.5: Generating Unanticipated Factor Components (Innovations)

This section discusses the empirical methods employed in deriving innovations or
news components from the macroeconomic and financial variables discussed in the

previous section, as required by the APT model.

On_the derivation of factor ‘news’.

The APT does not include a model for agents’ expectation formation processes. As a
result, a variety of approaches have been used to model expectations formation
processes. Chen et al (1986) derive their unanticipated components by taking the ‘rate
of change’ in factors i.e. a simple first-differencing of the macroeconomic factors that
enter the APT model. Chen et al (1986) therefore assume that factors follow a random
walk process such that the current value is thus the expectation. Clare and Thomas
(1994) derived unanticipated factor components using autoregressive models. Priesley
(1996) shows that these methods are fraught with problems. The ‘rate of change’
methodology does not meet the white noise requirements of serially uncorrelated
component in most of the macroeconomic time series data. Even with this condition
satisfied in autoregressive models, Priestley (1996) shows they do not meet the
requirement of parameter stability if they are to be employed as expectations
generation models. In other words, autoregressive models do not rule out agents
making systematic forecast errors. Given this, Priestley (1996) and Antoniou et al
(1998a & 1998b) employ the Kalman Filter, generalised by Cuthbertson (1988), to

generate unanticipated factor components for the APT model.

> Due to the very small number of Italian firms that had useable data for this period, the APT analysis
for Italy is started in 1986, such that the 76 companies selected in Italy are those that had data from
January 1986.

126 The Netherland Interbank Rate is used to compute the country’s risk-free rate, due to unavailability
of data on Treasury bill rates.
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In this study, for comparative and robustness purposes, two innovations generating
models are adopted to decompose the unanticipated factor components crucial to the
APT estimation: (a) an ARIMA-based methodology applied in Junttila (2001), and (b)
the Kalman Filter state-space model. Stock & Watson (1996) found that these two
moderate and high adaptivity time varying parameter (TVP) models perform better

than fixed coefficient models of expectations generations.

(A) Non-linear least square Recursive ARIMA models.

This methodology involves an estimation of a univariate time series model on the
observed factors using nonlinear least square regressions of an ARIMA model and
outlier analysis, thereby taking into account the fact that agents consider possible
regime changes in their adaptive expectations i.e. a learning procedure. As expressed
in numerous studies, instability in autoregressive model parameters could result from
structural breaks. Tsay (1988) notes that the presence of extraordinary events in an
economy could easily mislead the conventional econometric analysis of time series
resulting in erroneous conclusions. Clements and Hendry (1998) analysed the role of
parameter stability and structural breaks in affecting the forecast performance of
autoregressive models, advocating that a theory of economic forecasting which allows
for model mis-specification and structural breaks is feasible and may provide a basis
for interpreting and circumventing systematic forecast failure in macroeconomics.
Juntilla (2001) notes that the use of an ARIMA model for forecasting purposes,
without attempting to detect the timing, size, and nature of structural changes during
the time period, might not be appropriate. The autoregressive models analysed in
Priestley (1996) did not consider structural breaks in the time series — a possible

reason for the parameter instability.

Therefore, an attempt is made to capture the effects of large exogenous shocks, using
outliers, level and variance changes in time series, introduced in Tsay (1988) and
applied in Balke (1993) and Chen and Liu (1993), thus accounting for possible greater
variability of model coefficients induced by such shocks and improving the possibly
poor longer-run forecasts. Strength of the Tsay (1988) procedure rests on the fact that
the structural breaks are identified endogenously, rather than apriori, thus allowing

pre-testing to be avoided. Tsay (1988) identifies three types of structural breaks in
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time series: Additive Outliers (AOs) which affect only one observation in the time
series; Level Shifts (LSs) which increase or decrease all observations from a certain
time point onwards by some constant amount; and Temporary Changes (TCs) which
allow for an abrupt increase or decrease in the level of the series that returns to its

previous level exponentially rapidly.'?’

In Webb (1995), stability analysis of an econometric model consists of re-estimating
the model on a single or perhaps two or three sub samples. In light of Priestley (1996)
and Juntilla (2001), the ARIMA model is recursively estimated to test the parameter
stability. '8

Application.

Since the identification of the order of time series integration is crucial to Box and
Jenkins (1976) ARIMA modelling, this study starts by examining the stationarity and
non-stationarity of the monthly macroeconomic and financial time series for the six
countries, using both the Augmented Dickey Fuller (ADF) test and the Perron (PP)
(1989) tests. For those time series data where both the ADF test and the PP test reject

129

the null hypotheses of stationarity, < the time series are differenced once, to obtain

difference-stationary series in all cases.

To aid identification of the ARIMA models, the sample correlograms (showing both
autocorrelation (ACF) and partial autocorrelation (PACF) functions) of each series are
constructed as in Juntilla (2001). Given that the significance of ACF-PACF
coefficients at various lags may suggest the possibility of seasonality,'*® various tests
(both parametric and non-parametric) are employed to formally identify stable
seasonality in the various time series, namely: an F-Test between monthly data, the

Kruskal-Wallis (1952) Test, the Moving Seasonality (MS) Test, and a combined test

127 See Tsay (1988) for further details.

18 Given that Juntilla (2001) finds that recursive (with fixed starting dates) ARIMA models perform
better than rolling regression (with a five-year moving window) models, the study adopts the previous
method.

' Where there is a difference between the results of the ADF and the PP, the latter is used.

130 Note however that as pointed out by Rozeff and Kinney (1976), a detected significant

autocorrelation for one or some of the lags does not automatically imply seasonality in the usual sense.
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for identifiable seasonality based on the other three tests.!*! The inclusion of a
seasonal component in the ARIMA models may therefore be required where

necessary.'?> A seasonal ARIMA model includes a multiplicative term of the form:
ARIMA (p,d,q) X (P, D, Q),

where P is the number of seasonal autoregressive (SAR) terms, D is the
number of seasonal differences, and Q is the number of seasonal

moving average (SMA) terms.'>

Using nonlinear least squares estimation, an appropriate ARIMA model is fitted to the
stationary and differenced-stationary time series. For time series with identifiable
seasonality, a multiplicative seasonal ARIMA model is used. The model chosen for
each variable is influenced by: the minimum values for both the Akaike Information
Criterion (AIC) and the Schwartz Bayesian Information Criterion (SBC), the recursive
significance of the estimated autoregressive and/or moving average parameters, the
portmanteau statistic,'** an ARCH (1) test statistic,'*’ the Jarque-Bera test statistic for
normality, and an examination of the ACF-PACF functions of the residuals of the
fitted model. Next, to guard against possible parameter instability, the study estimates
the chosen model structure using recursive regression with only a moving sample end

point over the whole sample period,'?¢ taking into account structural breaks along the

"*! Tests are reported in X-12 ARIMA program developed by the US Census Bureau.

"2 The final decision on seasonality rests on the results of the combined tests and the significance of
the seasonal AR, MA components for each series. The use of seasonally adjusted time series was
considered, but as noted in Koopman et al (1999a) techniques of seasonal adjustment may not always
remove seasonality in time series.

133 As usual, if the autocorrelation at the seasonal period is positive, an SAR term is added to the
model, and if negative, an SMA term is added to the model.

134 This is corresponds to Box and Pierce (1970), but with a degrees of freedom correction as suggested
by Ljung and Box (1978). It is designed as a goodness-of-fit test in stationary, autoregressive moving-
average models. Under the assumptions of the test, LB(s) is asymptotically distributed as c*(s-n) after
fitting an AR(n) model. A value such that LB( s) 2s is taken as indicative of mis-specification for large
s. However, small values of such a statistic should be treated with caution since residual
autocorrelations are biased towards zero (like DW) when lagged dependent variables are included in
econometric equations.

'35 This is the Autoregressive Conditional Heteroscedasticity (see Engle, 1982) which in the present
form tests the joint significance of lagged squared residuals in the regression of squared residuals on
constant and lagged squared residuals. The F-statistic are shown.

138 The first two years of the sample period (i.e. Jan 1980 — Dec 1982) are taken as fixed during the
recursive estimations to allow for degrees of freedoms of the chosen models.
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way as described in Tsay (1988). The chosen models for generating the innovations

are reported in Appendix B1.

(B) The Kalman Filter.

The Kalman filter, introduced in Kalman (1960) is a set of mathematical equations

that provide an efficient computational (recursive) solution of the least squares
method, supporting estimations of the past, present, and future states even if the
precise nature of the modelled system is unknown. It is designed to calculate forecasts
and forecast variances for time series models, and per Harvey (1987) can be applied to
any time series model that can be written in state-space form. Given that the Kalman
filter is applied recursively through time to construct forecasts and forecast variances,
each step of the process allows the next observation to be forecast based on the
previous observation and the forecast of the previous observation, i.e. each

consecutive forecast is found by updating the previous forecast.

The Kalman filter is widely used in engineering and the natural sciences, and to a
lesser extent in economics and finance, although its use in the latter discipline has
increased over the years. As suggested by Slade (1989), “the fact that kalman filtering
techniques provide an ideal framework for estimating equations with latent (or
unobserved) variables has been increasingly recognised by economists” (p. 364).
Burmeister and Wall (1982 & 1987) finds that the use of kalman filtering is well
suited to investigating the assumption that rational expectations always lie on a
convergent path, since it can be effected in the absence of stationarity and stability
unlike alternative expectation modelling techniques which are suspect without
additional verification of the underlying stability hypothesis. In decomposing interest
rates into expected real returns and expected inflation rates, Fama and Gibbons (1982)
employ signal extraction (kalman filtering) technique since it allows modelling time
series with wavering intercept. Hamilton (1985) used kalman filter to arrive at
econometric estimates of agent’s expectation of inflation, finding that the estimated
series of expected inflation is consistent with the assertion that financial market
expectations of inflation have historically been unbiased and rational and make
efficient use of information available to agents. Slade (1989) finds that an application

“of Kalman Filter to the task of eétimafing ‘the rate and direction of change in the
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technology of production uncovers significant cost changes that fail to be detected

when more traditional methods of differentiation (or rate of change) are employed.

In generating unanticipated factor components required for APT estimation, Priestley
(1996) finds that unobserved components / time varying parameter autoregressive
models estimated by Kalman Filter do not only produce innovations, but also have

stable coefficients.

Application.

As a starting point, the expectation generation process of the various time series are
initially specified as unobserved component models — the state-space model which
underlies the Kalman Filter. Using notation employed in Priestley (1996), the model

is specified as:

*

X, =X + U, (3.9

*

X = X*t—1+ Ye—1 + Co Y = Yio1 T oy (3.10)

Where X, is the observation on the system (i.e. the variable of interest) and X,  is the
state vector (or expectation of X;). U,, {,, and m, are white-noise processes, suggesting
that shocks to X, and X,* are statistically independent. y, _ | is a random-walk time-

varying parameter that changes the state vector. Eq. (3.9) is known as the observation
or measurement equation and Eq. (3.10) is the transition equation which determines

the evolution of the expectation X,*.

Harvey (1987) and Priestley (1996) demonstrate the state-space Kalman Filter
algorithm for one-step ahead of prediction is given (in matrices and vector notations)

as follows: Let

~ "Equations (3.9) and (3.10) can be re-written as:
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X,=7 o, +U, o; = Bo; + v, @3.1D

. 2 . 2 .
where U, has a variance 6~ h, and v, has a variance ¢ Q.. Given that

&,_ , is the best estimator of @ _and Pt 3 the covariance matrix of &, |

the prediction equations become:

&,.,=0a,_,, (3.12)

P,.,=0OF_0'+0,. (3.13)

The updating equations'®’” which update the estimate of X, as observations of the

factor X, become available are given by:

&r = &tp»; + Pr|z- Izr( Xr - zll&tll"' 3)/Z;Pf|r»tz: + hl' (3’14)
Pt = P:lt—l —Prir— |Z,Z',P,|,_ ,/z’,P,,,_,z, + h,. (3'15)

If the residuals from these models are serially uncorrelated, they enter into the APT

model as unanticipated factor components. In the event that the residuals are serially
correlated, an autoregressive model with time-varying parameters is employed, as in
Antoniou et al (1998a) and Priestley (1996). The measurement and transition models

take the form:
X, = &uXii + &, (3.16)
Ot = di—1+ Oy 3.17)

where 8; is a 7— p X K matrix of observations on the lagged-dependent variable and
& is the factor of interest. Equation (3.10) is the measurement equation and equation
(3.11) is the transition equation that models the time-varying parameter as a random

walk.

"7 Both prediction and updating equations define the kalman filter.
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Using maximum likelihood estimation, the Ljung and Box (1978) Q-statistic is used
to test residual serial correlation in order to decide between an unobserved
components model, and the autoregressive models. The model coefficient of
determination (R?) is reported. To guard against a spuriously good fit, twelve
observations are withheld at the end of each series to test the predictive or forecasting
ability of the chosen model in line with Koopman et al (1999a) which states that
“predictions near the end of the series give a good idea of the properties of the model
and how well it fits” —p.43. The predictive ‘failure’ test (hereafter pff)

statistic'*® introduced in Koopman et al (1999a) is reported. The pfi statistic is
insignificant in all cases, suggesting that the chosen models have some predictive

power. The results are presented in the Appendix (see Appendix B2).

Although two different methods of generating unanticipated factor components, as
described above, are used, the correlations between the innovations of the ARIMA
procedure and those of the Kalman Filter process are very high,'* such that the results
of the APT estimation, as regards priced factors, may be expected to be similar. The
unconditional correlations among the Kalman-filtered innovations over the entire
sample period are insignificant in most cases for the six countries.!* It is therefore
expected that the potential effects of multicollinearity on our results will be

minimal.'¥!

1% The post-sample predictive ‘failure’ test (pfi) statistic in Koopman et al (1999a) is denoted as:
pft=% va + J, where L is the number of observations ‘outside the sample’
1.e. Yot=T+ 1,...,T+ L, Tis the number of observations in the state
sample such that the final date of T is less than the final date of data sample
L, vt is the standardised residuals for , r =T + 1,...,L. pft is approximately

distributed as sz (chi-square). The null hypothesis is Hy: predictive
‘success’, such that if the statistic is significant, one can reject the null.
" The least unconditional correlation statistic between the ARIMA innovation and Kalman Filtered
innovation of a particular macroeconomic variable in any of the countries is 0.87, with most being in
the 0.95 region. Further details are not reported in the thesis.
140 gee Appendix B3. Interestingly, the exchange rate innovations are not significantly correlated with
any of the factors in the six countries, except in the USA, where it is significantly correlated to
innovations in industrial production index. Results of correlation among ARIMA-generated
components are similar.
“*!-Note also that Jorion (1991) and Clare & Thomas (1994) report significant correlation among their
macroeconomic innovations.
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Section 3.6: Empirical Results.

This section presents the empirical findings in line with the objectives. Issues
concerning robustness of both the return generating model and the APT as a model of
equity prices are discussed. Priced factors, together with the significance of the
exchange rates premiums are discussed, and, finally the behaviour of both exchange

rate and equity market premia over the period January 1989 to June 2002.

On Robustness.

Before discussing results, it is worthy to note that the sample size of returns (N) and
the number of observations (T) satisfies the condition for the NL3SLS estimators to
exist, namely that NT > K(N+1), where K is the number of factors, in each of the six
markets. The sample size of returns should also be large enough for approximately

valid asymptotic results.'*?

For each of the two techniques used to generate the unexpected components, the APT
model is estimated and the results of the priced factors and tests of the APT cross-
equation restrictions are presented in Table 3.1 (see below). Unlike Antoniou et al
(1998a) insignificant factors are not sequentially deleted, to arrive at the “correct”
model thereby avoiding possible pre-test bias. Since Gallant (1987) shows that the
necessary correction to standard errors in a nonlinear system is upwards in nature, one
can expect the priced factors under a ‘sequential deletion of insignificant factors’
process to be a subset of the priced factors found in this study, so that there should be
no omitted variable bias.'*® For robustness, the test for the number of priced factors in
approximate factor models developed in Connor and Korajczyk (1993) for
robustness'** is applied. Using p-values (at 10 percent significance level) based on the
robust covariance estimator of Newey and West (1987) which is consistent with time

series correlation and heteroscedasticity, one finds that the number of priced factors

42 Priestley (1996) and Antoniou et al (1998a & 1998b) state that sample size of 70 returns should be
large enough, one must note the smaller sample sizes for France and the Netherlands, although the
N3SLS criteria is satisfied.

' In fact, sequentially deleting insignificant factors as in Antoniou et al (1998b) may have resulted in
omitted variable bias since the number of priced factors (six) is lower than that (seven or possibly eight
factors) suggested by the application of the Connor and Korajczyk (1993) test for the number of priced
factors in approximate factor models in the study.

" This test is based on a simple statistic with results implying that if £ is the correct number of

- pervasive-factors, then there should be-no-significant decrease (adjusting-for-degrees-of freedom) in the
cross sectional mean square of idiosyncratic returns in moving from % to k+1 factors.
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found in each market appears to be reasonable, though in the US the test suggests
seven pervasive factors (as opposed to the eight found) with the p-value for the

addition of an eight factor being 0.13.

Antoniou et al (1998b) notes that tests of the APT pricing restrictions give a good idea
of whether the APT is likely to be valid as a reduction of a more general linear factor
model. Reported in Table 3.1, the APT pricing restrictions are easily accepted in all
six markets, suggesting that the APT seems to provide an adequate description of the

behaviour of the excess returns of the assets used in the analysis.

As expected, it is clear from Table 3.1 that the two innovations techniques produce
very similar return generation processes, though results are not identical (as far as size
of the price of risk is concerned) in most cases. Unlike the findings of Priestley (1996)
that only two of six priced factors were similar under both autoregressive models and
kalman filter generated components, the priced factors using ARIMA generated
residuals and kalman filtered residuals were the exact same in Germany and France.
Both methods of generating innovations produced the same number and largely
similar priced factors in all other countries. To formally analyse the performance of
the two methods with respect to the APT in terms of explaining asset returns, in-
sample performance of the model is assessed, following Mei (1993) and Priestley
(1996) and the measure of mispricing in the APT models are calculated. The measure
of general mispricing is given as the intercept in the following cross-sectional

regressions of average actual excess returns on predicted excess returns:

Ri = 09 + Zbij)hj + g (318)

where R; is the average excess return on individual stocks, b; j is the
estimate of the sensitivity of asset i to the jth factor and A j is the
estimated price of risk for factor j, 0 is the measure of mispricing, and

€; is an error term.

As in Mei (1993), this study reports the annualised measure of mispricing in Table

3.1. The adjusted-R? is also reported to assess the ability of priced factors to explain
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the return generating process, under both methods of innovations generation. Given

the subjectivity of individual shares to noise, the APT model appears to perform well,
explaining more than half of the excess returns-generating process in all markets.

Results from Table 3.1 appear to be mixed. The measure of mispricing is insignificant
(even at 10%) under both methods. In line with Priestley (1996), the kalman filtered
innovations appear to outperform the ARIMA innovations (i.e. lower mispricing and
higher adj -Rz) in the UK, USA, Italy, and The Netherlands markets. However,
evidence from Germany and France suggests that the ARIMA innovations outperform

kalman-filtered innovations.

On ‘priced’ factors.

Over the entire sample period, the return generating process appears to vary from
market to market, although the similarities between the priced factors in the UK and
Germany are noted. Evidence from Clyman (1997) suggests that differences must
exist between the factor risk premia of different countries, even if the cost of equity
capital is not different. Inflation appears to be the only priced factor common to all
markets, in line with Adler and Dumas (1983) which suggests the presence of
inflation risk premiums in equities of all countries. The return on market portfolio is
priced in all markets except Italy and the Netherlands — the two smallest markets in
our analysis. The high adjusted R? statistic from the cross sectional regression (80%
and 68% respectively) suggests that no significant national and, even more
importantly, international factors are omitted thus providing evidence that accounting
for macroeconomic factors reduces the impact of the overall stock market index on

individual shares as noted in Chen et al (1986).

To answer the research questions, Table 3.1 shows that exchange rate is a priced
factor in Germany, Italy, the UK, and also the USA contrary to Jorion (1991) and
Bartov & Bodnar (1994). The result for the UK is comparable to Antoniou et al
(1998a & 1998b) where exchange rate risk price is negative. In France, the price of
exchange rates risk appears to be insignificant, in line with the findings of Vassalou
(2000) which uses three International CAPM models to test exchange rate risks. The

Kalman-filtered innovations also suggest that exchange rate is not a priced factor in
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the Netherlands.'* This is particularly surprising in light of the openness of the Dutch
economy and the findings of Vassalou (2000) that exchange rate risks are
significantly priced. However, the fact that imports and exports (both sources of
currency risks) are priced factors may have contributed to this. Moreover, the
introduction of the Euro in January 1999 may have achieved the desired effects of
currency risk elimination in these two countries, in which case recent events dominate
historic occurrences resulting in the insignificant risk price.'*® Evidence from Mei
(1993), Doukas et al (1999), and Dumas and Solnik (1999) that the exchange rate risk
premium (and perhaps any factor risk premium) is not time- invariant reiterates this

point.

It is therefore essential to analyse the behaviour of the exchange rate risk premium for
each equity market before and after the introduction of the euro. To do this, the study
estimates a model with all kalman-filtered significantly priced factors recursively
from January 1989 to June 2002."" For France and the Netherlands, exchange rates
are included in the model. The recursive estimation therefore permits an analysis of
the total equity market risk premia (hence the cost of equity capital) over the period.

The study calculates, for the market portfolio, the risk premium for each individual

factor (b A kr) and the equity market premium as a whole (3. by A ko)

The behaviours of the exchange rates risk premiums and the equity market premiums
are charted in Figure 3.1 (see below). Note that the estimated equity market premiums
are presented as annualised percentages to aid analysis and comparisons. Before
results are discussed, the change (first differences) in the equity market risk premium

is regressed on a constant and the change in exchange rate risk premium so as to

145 Although the ARIMA innovations find exchange rate is a priced risk, results suggests the kalman
filter innovations perform better in the Netherlands, so results are interpreted based on the latter set of
innovations.
16 To investigate this possibility, the APT model is estimated over two periods for France and the
Netherlands: pre-1999, and post-1999. The result confirms that exchange rate was indeed a priced
factor in the Dutch equity market prior to the launch of the electronic euro, and insignificant post-1999.
Ironically, exchange rate was not a priced factor pre-1999 in the French equity market, but becomes
si;niﬁcant post-1999,
1“7 The choice of starting date allows direct comparison with Antoniou et al (1998a). It also follows the
recursive procedure employed in Antoniou et al (1998a). Using data from 1980 to January 1989, the
model is estimated to obtain the first estimates of the parameters. Then one observation (February
-1989) is'added, obtaining-another set of parameter estimates, repeating this procedure to-the end-of-the
sample (June 2002)
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determine whether the behaviour of the exchange rates premium had any effects on
the equity market premium before and after the introduction of the euro. This is
particularly important because other priced factors, especially those that may be
directly affected by membership of the EMU,'*® may exert significantly different
effect on the equity market risk premium. The regressions are cartied out over three
sub periods: the EMS/ERM (1989 — 1993), Pre-Euro (1994 — 1998), and Euro era
(1999 — 2002). The results are presented in Table 3.2 (see below). In France and
Germany, the susceptibility of equity market risk premium to changes in exchange
rate premium appears to have largely increased since the introduction of the euro,
whereas in the Netherlands and Italy, the impact of the exchange rate premium on the
behaviour of equity market risk premium has significantly reduced — almost negligible
in the latter country. The exchange rate premium exerts a significant influence on the
UK equity premium, especially during the EMS, in line with the findings in Antoniou
et al (1998a). Given the low impact of currency risks on the US equity market, the
result mirrors De Santis & Gerard (1998).

France and Germany: the pre-EMU years.

Figure 3.1 confirms that the exchange rate risk premium in France was very low and
relatively insignificant before the EMU. Apart from: (a) the sharp rise in November
1989 reflecting concerns over the collapse of the Berlin Wall, in the third quarter of
1990 reflecting market tensions following Iraq’s invasion of Kuwait and German
reunification, and in May 1998 probably highlighting market concerns following the
EU special council decision on May 3 1998 that eleven member states (including
France) satisfy the conditions for the adoption of the single currency on January 1
1999; and (b) the sharp decline in December 1990 following announcements of US
recession, and in June 1998 until it reached an all time low with the launch of the
electronic euro in January 1999 following some restoration of market confidence with
the announcement of the creation of the ECB on May 26 1998 and continued belief
that the single currency would eliminate exchange rates risks; the exchange rate risk

premium was more or less stable prior to the latter months of 1999. The equity market

¥ The ECB sets euro zone interest rates, manages the euro currency, and provides a definition for
price stability (defined as a year-on-year increase in the Harmonised Index of Consumer Prices (HICP)
- —for-the-euro-area.of below 2%), thus-market expectations-on exchange rates; interest rates; money
supply, and inflation within the eurozone should be directly affected.
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premium appears to mirror the behaviour of the exchange rate premium around these
dates, despite evidence from Table 3.2. The general downward trend in the equity
market risk premium is also very noticeable, and may have resulted from a decline in
the expected inflation risk premium — another source of risk the EC believes would be
eliminated by the EMU. During the EMS, the equity market behaved erratically. The
decline in the premium in the second quarter of 1989 coincides with the adoption of
the Delors Plan for the EMU. The French market premium also fell sharply in
December 1991 and November 1992 following the Maastricht Treaty agreement and
the withdrawal of the Irish Punt, the Portuguese Escudo, and the Spanish Peseta from
the ERM. The hike in the market premium in the third quarter of 1993 perhaps
reflects market concerns over French franc fluctuations which led to substantial losses
in French foreign exchange reserves and the widening of the ERM band to +15%. The
increased market confidence following the commencement of both the independence
of the Banque de France (the French central bank) and stage two of the EMU (which
involved the establishment of the EMI and the enforcement of the European
Economic Agreement (EEA) under the Maastricht Treaty) in January 1994 is reflected
by the sharp drop in the equity market premium. Moreover, market anxiety towards
the euro and uncertainty about the ECB’s monetary policy prior to the electronic euro

launch may have resulted in the upward movement of the market risk premium.

The behaviour of the German exchange rate risk premium over the pre-euro period is
highly similar to that observed in France: relatively low and steady prior to the
introduction of the euro (especially after the ERM bands widened in August 1993)
possibly reflecting the strength of the German Mark over this period and upward
volatile movements after the euro launch. Exchange rate risk has a significant impact
on the equity market premium during managed currency systems but lesser impact on
the equity cost of capital in the pre-euro era, as Table 3.2 shows. Since Germany had
the strongest economy in Europe, it had the least reasons for a monetary union. As
stated in the Wall Street Journal,'* German citizens were uneasy about giving up
their known, low inflation currency for an unknown and untested single currency such
that good news on the single currency implied bad news for the German Mark. The

rise in the exchange rate and equity market premiums in August 1989 and November

149 See Bond and Najand (2002).
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1993 coincides with the removal of EEC trade barriers and the commencement of the
enforcement of the Maastricht Treaty respectively, possibly reflecting these concerns.
However, from then onwards, a downward shift in the exchange rate premium
(reaching an all time low following the euro launch in January 1999) is noticeable
except for the slight rise in the exchange rates premium in January 1995 and the last
quarter of the same year reflecting, market fears of currency crisis that saw the
removal of the Spanish peseta from the ERM, and concerns following weaknesses in
the US Dollar, Yen, and the Sterling. The German equity market premium also
exhibited a downward trend until the sharp rise in January 1997 and the first half of
the year following warnings of “irrational exuberance in equity markets” by Alan
Greenspan (Chairman of US FRB) in December 1996, signals of Asian corporate
failures due to announcements of defaults by leading South Korean steel maker, and

the sharp strengthening of the dollar due to US interest rates hikes.

France and Germany: post-EMU.

After the introduction of the euro, Table 3.2 shows that over half of the changes in the
German equity premium were due to the behaviour of the euro premium. Confidence
in German equity markets in November and December 1999 rose given the sharp falls
in the equity market premiums, following the ‘new economy’ driven surge in equity
prices in the fourth quarter of 1999 and the announcements of German government

plans to cut corporate taxes and abolish taxes on asset sales respectively.

The announcements of continuing strong growth in the USA and optimistic earnings
growth forecasts for US businesses in the third quarter of 1999 resulted in increased
markets interests towards the US. Despite a bright economic outlook for the euro area
economies announced by the ECB at about the same time, and apparent imbalances in
the US economy, markets focused on the US causing a decline in the euro. The
unabated rise in the French and German exchange rate risk premiums from September
1999 to the first quarter of 2000 suggests the ‘europhoria’ that prevailed since the

introduction of the euro was over. The ECB President’s criticism of German
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economic policy’*® on December 3, 1999 is widely believed to be partly responsible
for the fall of the euro below the dollar parity for the first time and announcements of
weaker-than-expected growth rate in Germany by the Bundesbank in January 2000
accelerated euro weaknesses as the premiums reflect. The uncertainty with the euro
also caused negative financial flows that affected the whole euro area. Apart from the
rise in the exchange rate premium, fears of the millennium bug (Y2K) may have also

contributed to the steady rise in the equity market premium towards the end of 1999.

Concerns on the US current account deficit and investors fears of interest rate hike
following announcement of stronger-than-expected economic data by the US
Government at the end of January 2000, continued weaknesses of the euro, and even
higher oil prices exacerbated the continuous rise in the German exchange rate and
equity market premiums in February 2000. Announcements of interest rate rises by
both the ECB and the US Federal Board of Reserve (FBR) in early February 2000
tilted interest rate differentials in favour of the US, coinciding with the depreciation of
the euro in March 2000. Brent oil prices also reached a 9-year high in the same
month. Whilst the euro remained at the mercy of US economic news for most the
coming months, announcements of ‘the best inflation figures for France since the
independence of the French central bank’ for the first quarter of 2000 in February may
have reinforced strong economic outlook and growth potentials, resulting in the
decline in both exchange rates and equity market premiums (except in March perhaps
reflecting high oil prices) until the US Government signalled a downturn in the
economy in June 2000. This, and the September 22 intervention of G-7 central banks
in support of the ailing euro anchored market expectations of a stronger euro, but the
exchange rate premium rose slightly in October 2000, owing to fresh tensions in the
Middle East and ensuing oil price rises, as reflected in the equity market premium.
The Danish vote against the adoption of the euro did not help matters. The unilateral
interventions of the ‘eurosystem’ on November 3, 6, and 9, through reminding the
markets of the euro area’s sound economic fundamentals may have convinced the
market as demonstrated by the continuous downward movement in the French

exchange rate premium until the end of the first quarter in 2001. This intervention did

1% Wim Duisberg criticised the German government for trying to rescue the construction group Phillip
Holzman saying such actions are not in line with the-EMU objective of an increasing market driven
economy.
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not affect the German exchange rate premium which continued to rise reflecting the
weak state of the economy. Equity markets followed the same direction, the rise in the
market premium in March, contrary to the euro premium, suggests the economic
uncertainty in the US which prevailed following the announcements of disappointing
earnings of ‘new economy’ companies and the slowdown in European economic
growth signalled by the ECB in the same month may have been anticipated. The ECB
decision on March 30 to leave interest rates unchanged, contrary to the widely
anticipated reduction, and the safe-haven purchase of US bonds which sent the dollar
to a 15-year high prompted fresh weakness in the euro as shown by the sharp rise in
the exchange rate and equity risk premiums in April. Fears of a global recession in the
second half of 2001, reinforced by fears of further assaults and dangers of war
following terrorist attacks in the US is evident in the rise in the both premiums for the
rest of the year, except in the French equity market premium in October and
November, reflecting not only expectations of declining inflationary pressures
following the sudden reduction in oil prices, but also renewed market confidence
following the cooperation of the FRB and the ECB in cutting interest rates. Sharp
premium rises in December 2001 and January 2002 coincided with market concerns
about inflation and chaos during the introduction of the euro notes and coins,
announcements of German GDP figures suggesting recession, and the wave of
concerns about accounting regularities following the collapse of Enron. The exchange
rates and equity premiums in France and Germany reduced significantly in February
2002, following the successful introduction of euro notes and coins. Fresh concerns
and economic uncertainty due to the prospects of war in the Middle East is reflected
in the rise in both premiums the following month. Announcements of US and
Japanese economic recoveries in March improved economic outlook in April as
shown, except in Germany due to the recession, and the announcement of

disappointing US corporate earnings.

It is noteworthy to mention the difference between the behaviour of the equity market
premiums of France and Germany after the euro launch. Whilst the French premium
continues on a general downward trend (except in the last quarter of 1999 and early
2000), the German premium shows an upward, more-volatile trend. The greater effect
of exchange rate premium on the equity market in Germany than in France and the

© equity pfémium upward trend may be due to the uncertéinty and economic growth
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crisis as reflected by weak corporate propensity to invest'! in Germany over the
period, which contributed to the weakness of the euro in the first place. Moreover,
Germany had a strong trade relationship with Asia and Russia such that it faced a
relatively large decline in its external demand, following the economic crises in these
countries. In sharp contrast, the economic outlook and investment appeal of France,
due to low inflationary pressure and high growth figures, since the euro launch has
never been better since the independence of the Banque de France.'*? This is in line
with Morana & Beltrati (2002) which shows that the volatility of the French equity

market reduced significantly relative to that of the German market.

Italy
The behaviour of the exchange rate premium in Italy over the estimation period'

highlights the effects of managed exchanged rate regimes on the Italian Lira (see
Figure 3.1 below). Apart from the sharp rise around the German reunification period,
the stability of the exchange rate premium and even the equity market premium is
noticeable during the ERM. After the EMS crisis of September 1992 which saw the
exit of the Lira from the ERM, both premiums rise and become more volatile. As in
Bond and Najand (2002), it appears that good news on the single currency causes an
appreciation of the Lira. For instance, the fall in the exchange rate premium in
January 1994 again reflects expectations when the Maastricht Treaty came into force
and the sharp rise in the both exchange rate and equity premiums in February 1995
owing to anxieties following the currency crisis that saw the exit of the Spanish peseta
from the ERM. The sharp rise in May 1995 also coincides with G-7 warnings of
currency misalignments, and the setting of a new timetable for the introduction of the
single currency following the decision by EU finance ministers that the 1997 start date
was not feasible. Given the importance of the EMU to Italy, the sharp rise in the
exchange rate premium in the first quarter of 1997 coincides with the EC’s report
suggesting that Italy may not be ready for the first stage of the EMU due to its failure
to meet the debt ratio criteria,'>* coupled with sharp dollar appreciations following US
interest rate hikes, prompting G7 intervention. It also appears that confidence in the

Lira rose around the period of Asian financial crisis mid-1997. The sharp rise in the

5! See Deutsche Bundesbank Annual Report 1999 —2002.

12 See Banque de France Annual Report 1999 — 2002.

- -1 The-recursive estimation-for Italy-is-started from January-1990,-to allow-degrees-of freedom.
14 See Hooper (1997).
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exchange rate premium in March 1998 probably reflects market concerns arisiilg from
French and German opposition to Italy’s membership of the single currency, ahead of
the convergence report. The EC’s recommendation of Italy for EMU membership
may have restored confidence as shown by the sharp drop in the exchange rate
premium in April 1998. Since the May 1998 announcement that Italy met the
Maastricht criteria for EMU membership, the exchange rate premium appears to be
stable. Although an upward trend is noticeable, reflecting continued concerns over the
euro and even poor economic growth, the characteristic volatility appears to have
disappeared. In fact, its impact on the equity market risk premium (which itself has
been moving downwards since the euro launch reflecting anti-inflation confidence
except for rises due to euro concerns and announcements of weaker-than-expected
growth results by the Bank of Italy in December 1999'*%) becomes more or less
negligible, as Table 3.2 shows. Although Italy’s economy did not perform strongly,
inflation improved considerably from pre-euro levels.'>® Qur results therefore mirror
the findings in Morana & Beltrati (2002) that the volatility of the Italian stock market
reduced following the introduction of the euro, and that the reason for this reduction is
the stabilization of macroeconomic fundamentals and not the elimination of exchange

rate risks.

The Netherlands

Figure 3.1 shows a declining Dutch exchange rate and equity market premiums during
the EMS/ERM until mid-1992, with the exchange rate premium having a significant
effect on the equity market premium (see Table 3.2). Unlike Germany, France, and
Italy, there appears to be a downward level shift in the exchange rate premium after
January 1999 suggesting a significant reduction in exchange rate risks after the
introduction of the euro, as Table 3.2 also confirms. Given Dutch interests in
stabilizing exchange rates, good news (bad news) on the European single currency
coincides with a reduction (increase) in the exchange rate premium. For instance, the
reduction in the exchange rate premium in May and October 1995 coincides with the
EC’s underscoring of its commitment to achieving the EMU by adopting a new

timetable for the single currency in May, and the announcement of the three-step

155 See Bank of Italy Annual Report 1999 — 2002.
1% See De Nederlandsche Bank Annual Report 2000
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process to implementing the single currency in October, respectively. The sharp rises
in both exchange rates and equity premiums in the fourth quarter of 1996 reflects
general market concerns over the period due to the admission and re-admission of the
Finnish Markka and the volarile Italian Lira into the EMS in October and November
respectively. The slight drop in the equity market premium in December 1996
suggests that the EU agreement on the Stability and Growth Pact restored some
market confidence at least until January 1997 when both premiums rose sharply
following the interest rates hikes leading to dollar appreciation until the Berlin G7
meeting announcement of objectives to curb the value of the dollar at the end of
February coincides with a sharp drop in the premium in March 1997. Perhaps a more
important contributor to this sharp decline (also in the equity market premium) is the
announcement of the EC report that the Netherlands is one of five countries that

157 The sharp rises in the exchange rates and

satisfied all the convergence criteria.
equity premiums in July 1997 also reflect market worries over the Asian currency
meltdown. Figure 3.1 shows that the introduction of the Euro in January 1999 led to a
substantial reduction in both exchange rate and equity risk premiums. For the rest of
the analysis period, the Dutch exchange rate premium appears to be below its pre-euro
(post-EMS) level, whereas the cost of equity capital rises at the beginning of 2001.
This reflects market concerns due to the fact that from 2001, Dutch inflation rate was
the highest within the eurozone,'*® poor economic outlook due to lower-than-expected
domestic demand, the economic situation of Germany (its largest trading partner)

which exacerbated declining exports, and substantial US interest rates cuts.

Why, therefore, does the Netherlands unlike Germany, France, and to a much lesser
extent Italy, provide some evidence to support the EU’s theory that the single
currency would eliminate (or at least reduce) exchange rates risks, regardless of the
fact that the Netherlands has perhaps the most open economy'’ of the four euro
countries thus suggesting higher susceptible to euro uncertainty? One possible
explanation is that the direction of Dutch international trade is primarily euro-area
oriented. In addition to being a net exporter (i.e. Netherlands recording a yearly trade

surplus from 1999 — 2002), about 80% of Dutch exports are oriented at the other

17 See Hooper (1997).
*® See De Nederlandsche Bank Annual Report 2001.
1*See De Nederlandsche Bank Annual Report 1999.
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countries of the eurozone, compared to Germany (56%), France (60%), and Italy
(55%)'%° although its proportion of eurozone arrival of goods and services to total
imports (57%) is comparable to that of Germany (58%), France (60%), and Italy
(55%). The importance of euro trade to Dutch trade surplus is such that the
Netherlands is the only country of the four that has an extra-eurozone trade deficit
(i.e. difference between exports and imports outside the euroarea). Therefore, the
direct exposure of the Dutch market to exchange rate risk appears to have been

limited by adopting a common currency with major trading partners.

The USA

How did the premiums in non-euro countries behave? The US exchange rate
premium behaviour is quite similar to that of Germany: slightly U-shaped over the
recursive estimation period, with sharp fluctuations after the introduction of the euro.
A downward trend is noticeable in the exchange rate premium during the EMS/ERM
period, when the US monetary authorities set target bands for the dollar and
intervened in the currency market on several occasions. However, the end to the Cold
War, Communism in Europe, and the dissolution of the Warsaw Pact may have
played a prominent role in the decline of both exchange rate and equity market
premiums,'®! especially as the latter starts to fall immediately after the collapse of the
Berlin Wall. The sharp fall in the premium in February 1994 and the April/May 1994
rises, reflects both market expectations of a strengthening dollar due to interest rate
hikes and the concerns owing to the 1994/95 dollar selling chaos which prompted
Federal Reserve Bank (FRB hereafter) intervention (by buying $6.1 billion) from
April 24. However, the equity market premium moved in the opposite direction in
both months. The hike in the exchange rate premium in December 1994 coincides
with the commencement of the Mexican Crisis. The concerted intervention in support
of the dollar by the FRB and G-3 central banks from March 1995 seemed to calm

market nerves judging by the decline in the exchange rate premium until the end of

10 To calculate these figures, the study divides intra-eurozone dispatches of goods and services for
each country from 1999 to 2002 by its total exports of goods and services (all in euros). The average
over the three years is found, and express results in percentage. Data is from Datastream International.
1ot The breakdown of communism was expected to bring about as much as $116.billion.in-‘peace
dividend’.
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1995,'? but the equity market premium again moves the opposite direction, falling
sharply in September 1995 following financial turmoil in Japan that sees the Official
Discount Rate (ODR) in the world’s second largest economy cut to just 0.5%. Perhaps
the rise in the equity market premium from the last quarter of 1995 reflects the general
unease in the economy owing to the budget crisis'® between President Clinton and
the Republican Congress, and market concerns of a slowdown in economic expansion
and deceleration of consumer spending, anchored by FRB interest rate cuts in
December 1995 and January 1996. The equity market premium also rises during the
last quarter of 1997 coinciding with Greenspan’s warnings of unrealistic equity
market gains and inflation risks. The sharp rise in the exchange rate premium in
October and in both premijums in December 1998 may reflect market nervousness
over rumoured hedge funds liquidation which sees bonds tumble and the December
1998 US House of Representatives impeachment of President Clinton, respectively.
Since 1999, the exchange rate premium has not only been higher but also more
volatile. The surge in the equity market premium in the second and third quarters of
1999 probably reflects concerns on high oil prices following OPEC’s production cuts,
monetary policy tightening in June and August, and “worries about Y2K.....and
expectations of an acceleration of borrowing ahead of the fourth quarter prompted a
resurgence in liquidity and credit premiums” (p. 19 US FRB Annual Report 1999).
Confidence in the US dollar reached high levels in September 2000 following euro
uncertainty which worsened with the Danish ‘no’ vote, Japanese crisis which led to
Moody’s cut of Japan’s domestic ratings, and the announcement by US authorities of
the largest release of strategic oil reserves since January 1991 Gulf War. The
exchange rate and total equity market premiums rose sharply in the last quarter of
2000 reflecting the fact that “from early September through the end of the year, stock
prices fell considerably in response to the downshift in economic growth a
reassessment of the prospects for some high tech industries, and disappointments in
corporate earning” (p. 23 US FRB Annual Report 2000). It may also have reflected
rise in oil prices to 10-year highs and a chaotic US Presidential Election. An upward

trend appears in the post-EMU US equity market premium until after the presidential

'62 This decline may also have resulted from bad news from abroad, such as the Japanese Crisis which
sees the Official Discount Rate (ODR) cut to just 0.5% in September 1995 given that the US cost of
eciuity capital fell sharply in the same month, and the weakening of the UK Sterling in November.
15°.See O’ Connor et al-(1998) for further details of the gridlock and power struggle between the
president and the congress over the 1996 budget.
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elections turmoil in December 2000. Although the US economy turned in its weakest
performance in a decade in 2001,'** a downward trend in the equity market premium
is noticeable following the decline in inflation due to sharp drop in energy prices,
sharp cuts in the federal funds rates which bolstered investor confidence, and the fact
that investors’ had largely discounted the bleak profit news of US firms. The premium
rises after September 2001, reflecting gloomy market climate following terrorist
attacks in Washington and New York, announcements of ‘US-in recession’ by the US
National Bureau of Economic Research (NBER), collapse of US energy giant Enron,
prompting concerns about accounting irregularities, and Argentina’s financial crisis,

which sees a break in the dollar-peso link.

The UK

The movement in the UK equity and exchange rate risk premiums in Figure 3.1 are
similar to that observed in Antoniou et al (1998a): sharp rises following the
announcement of UK ERM membership from October 1990, and the subsequent
decline until December 1991. It also appears that the crisis which saw the exit of the
Sterling from the ERM was anticipated in the markets. Table 3.2 also suggests that the
UK exchange rate premium behaviour had a significant impact on the declining
market premium during the EMS and after 1999. The speculation of a rift between the
UK treasury and the BOE over interest rate in May 1995 coincides with a sharp rise in
the equity market premium. Fall in the both exchange rates and equity premium
reflecting expectations of the sterling due to the unexpected rise in interest rates in
August 1997 and August 1998. From August 1998, the focus of UK financial markets

165 Market concerns over the

shifted from domestic to international development.
turmoil in emerging markets such as the devaluation of the Russian rouble and the
moratorium on Russian debt repayment and also events in Asia in August 1998 are
reflected in the rise in the exchange rates premium. Market anxiety exacerbated by the
belief that the US hedge fund long term-capital management had large short fall
positions in a number of assets that subsequently came into demand resulting in sharp

falls in bond yields of major industrialised economies in October 1998. Interest rate

'%US FRB Annual Report 2001.
6> See the Bank of England Quarterly Bulletin November 1998.
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cuts in November 1998 helped bolster investor confidence temporarily, until the sharp
sterling depreciation in December partly caused by anticipation of strong euro raised
market concerns. The January 1999 speech by the Governor of the Bank of England166
that strength of the sterling following the EMU highlights prospective weakness of the
euro, coupled with interest rate hikes that helped strengthen the euro bolstered market
confidence as reflected by the large decline in the exchange rate premium in January
1999. Markets were gradually attracted to UK equities after increased UK growth
trend relative to the euro area'® and increased inward takeover of UK companies
furthered strengthened the pound sterling lowering the premium in March. Sharp rises
in both exchange rates and equity premiums in April 1999 reflects concerns over oil
prices after OPEC agreed to cut production to stem falling prices at the end of March.
The strengthening of the dollar, oil price rises, and UK interest rate hikes by 50 basis
points reinforced expectations of a Sterling depreciation from November 1999 to
March 2000, as reflected both exchange rates and equity premiums (in addition to
Y2K fears) show. However, from April 2000, the sterling continued to appreciate
owing to better-than-expected UK domestic results and increased capital flight from
euro area economies, as the decline in exchange rate premium and the market cost of
equity capital (except in January 2001 perhaps owing to concerns over the outbreak of

foot and mouth disease) shows.

It appears that the exchange rate premium in larger equity markets of the euro area
(France and Germany) has not only increased (after the brief europhoria in the early
months) but has become more volatile since the commencement of the EMU in 1999,
Evidence also suggests the increased effects of the exchange rates premium on the
cost of equity capital in these two countries although it is more pronounced in
Germany where the rise in equity market premium also reflects the post-euro
stagnation of the economy. Unlike Germany, the French equity market premium
appears to have fallen lower than in pre-EMU era despite euro concerns in the last
quarter of 1999 and may be due to the strong performance of the post-euro French
economy. The smaller Italian and Dutch equity markets appear to have benefited from
membership of the euro bandwagon, as far as exchange rate risks are concerned.

Though a slight upward trend is noticeable in the Italian exchange rate premium, the

. 7166; Speech given by Sir Eddie George at the Institute of Manufacturing on Tuesday 12 January 1999.
17 See Bank of England Annual Report 1999.
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stabilising effects of the euro is apparent. This stability is also reflected in the
country’s equity premium which on the other hand appears to have declined like in
France. Moreover, Table 3.2 suggests that the importance of exchange rate risks has
diminished considerably in the Italian equity Markets. In the Netherlands, the
exchange rate premium has reduced significantly as expected. However, the equity
cost of capital appears to have increased towards the latter end due to inflationary
pressures and economic recession in its largest trading partner. The UK, arguably the
second largest economy in the EU, appears to have gained substantially by not joining
the monetary union. Generally, the evidence suggests that the US market has been
largely unaffected by the introduction of the EMU, signalling that the effect of the
euro on stock markets is not due to modification of the currency risk premium but

mainly to the stabilization of fundamentals, in line with Morana & Beltrati (2002).

Section 3.7: The Equity Risk Premium (ERP) in the Eurozone.

This section briefly discusses the equity risk premium figures in recent literature, and
presents the estimates for each country. Then, the dynamic correlation of the changes
in equity market risk premium among the six countries is analysed to provide an

intuition on Eurozone equity market integration.

The ERP.

As per Welch (2000), the ERP is the “single most important number in financial
economics” (p. 501). Investors need to assess what additional returns are available for
taking on greater risks associated with equity investment and whether these additional
returns, or premia, are sufficient. Corporate managers need to appraise the potential

return and risks of specific capital projects against the cost of capital.

A wide range of ERP figures have been reported in the literature, with most pointing
to a significantly different historical (ex-post) and forward-looking (ex-ante) ERP.
Several considerations'®® suggest that the ERP may have shifted downwards over the

past few decades due to low inflation, lower trading costs in equities, improved

1% See Blanchard et al (1993) for instance.
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regulatory and legal infrastructure to protect investors, and increased feeling of global
political security. Recent studies like Ibbotson and Chen (2001) report a forward-
looking long-term ERP of about 6% per annum (arithmetic mean) over the period
1926 — 2000 in the USA. Based on the earnings growth model, Fama and French
(2002) estimate the ex-ante real ERP from 1951 — 2000 to be 4.32% per year. Lamdin
(2002) reports average ex-ante ERP of 2.7% — 3.3% per annum in the US economy
over the period 1991 — 2000. Using surveys of consensus economist forecasts from
March 1979 to March 1999, Best and Byrne (2000) report ex ante ERP of about 2%
for the USA and the UK. Clause & Thomas (2001) obtained a Residual Income Model
(RIM)-based ERP of between 2.5% and 4.0% for the USA over the period 1985 to
1998, with a mean of 3.4%. They also provide estimates for Canada, France,
Germany, Japan and the UK, with equity premiums that lie between 2% and 3% for

most markets.

Table 3.3 below presents the average ex ante ERP in each equity market over the
period 1989 —2002.'¢°

On Equity Risk Premium convergence within the Eurozone

One of the major objectives of the EMU is to facilitate equity market integration,

owing to the belief that the cost of equity capital decreases as markets become more
integrated. A number of studies have analysed the degree of European equity market
integration from different empirical perspectives.!’® Baele et al (2004) notes that
equity markets in the euro area are more and more determined by common news
factors, such that following the launch of the EMU, over 40% of local equity return
variance is explained by aggregate European and US shocks. If the importance of
individual country specific risk factors is declining in the euro area equity markets,
then the correlation between the changes in the various eurozone ERPs should be
increasing. This study employs the Dynamic Conditional Correlation (DCO)
developed in Engle (2002) and applied in Engle & Sheppard (2001), to investigate the
time-varying correlation between changes in the equity risk premia of the six

countries in this study from January 1989 to June 2002, as plotted in Figure 3.1.

1% For Italy, the period is 1990 — 2002,
1% See Baele et al (2004) and references therein.
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The Dynamic Conditional Correlation (DCQC)

As noted in Engle (2002), the DCC method can best be described as a generalisation
of Bollerslev (1990) Constant Conditional Correlation (CCC) analysis, in which the
correlation matrix containing the conditional correlations is allowed to be time-
varying. The computational advantage of the DCC over previous correlation
estimation methods such as Kroner & Ng (1998) as noted in Engle (2002) is that the
DCC is designed to support the estimation of very large covariance matrices. The
DCC procedure is to first estimate univariate GARCH processes for each series,
standardising the residuals, and then estimating the correlation of the standardised

residuals.

The conditional correlation between two random variables ¥y and 7, that each have

mean zero is defined to be:

E (rl,t rz,r)
\/Et—l (rlzt) Et—l (rzz,t)

P2, =

(3.19)

Let the conditional variance 4, =E,_ (r,), and then no=Ah, g, (3.20)

i

where i = 1, 2; ¢ is a standardised disturbance that has mean zero

and variance one for each series.

Engle (2002) shows that the conditional correlation is also the conditional covariance

between the standardised disturbances i.e.:

qz,t :Et—l (8lt az,t), (3.21

Engle (2002) suggest estimating the following GARCH (1,1) model:

. q,“ = p,_','+ a (Si,t-l S_j,t—l - pij) + B (qij,z_l - pij) (3-22)
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and

qij,t

Py, = : (3.23)
NDii,e 95,4

where Py is the unconditional correlation between &,¢and g ,, o and Pare the

GARCH (1,1) parameters. 0% is the correlation estimator.

From the above, the average of gij, ¢ will be EU and the average variance will be 1.

The resulting covariance matrix is obtained as:

2,=DRD, (3.24)

where D, is the & x & diagonal matrix of time varying standard deviations from the
univariate GARCH models with /%, on the ith diagonal, and R, is the time-varying

correlation matrix. Refer to Engle (2002) for more details.

Engle & Sheppard (2001) suggests that one of the ways to test the null of constant
correlation against an alternative of dynamic conditional correlation is to test the null
against an alternative with a specific coefficient for beta p, using standard likelihood
ratio test. Lanza et al (2004) suggests that in essence, the significance of the DCC
parameters (o and f3) is suggestive of a rejection of the null hypotheses of constant

conditional correlation.

The results of the DCC analysis are presented in Figure 3.2. First, the null hypothesis
of constant conditional correlation is rejected, as shown by the significance of the
DCC parameters (o and B) that capture time variations.'”! There appears to be an
increase in the correlation between the ERP movements in the euro zone equity
markets especially from 1997, in line with the findings of Hardouvelis et al (2002a,
2002b) that the relative importance of Europe-wide factors over local country factors
with respect to European stock returns increased with the probability of joining the

EMU. Using cointegration analysis to examine European equity market integration

! Details are available from the authors.
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over 1985 — 2002, Aggarwal et al (2004) also report increased degree of integration
during the 1997 — 98 period. However, with the exception of the correlation between
the Netherlands and the USA, ERP movements appear to be increasingly correlated
between all markets, in line with Ayuso & Blanco (1999) who, using a general
arbitrage approach, find that the degree of integration in the largest stock markets has
increased over the 1990s. Moreover, Karolyi & Stulz (2003) provide evidence that
national equity market risk premiums are determined internationally i.e. the
importance of global factors. Therefore, it may be difficult to demonstrate that the
increasing convergence of the various euro area national ERPs is mainly due to the
EMU, especially in light of empirical evidence suggesting increasing global factors in

equity market returns.'’? This is left to future research.

Section 3.8: Summary.

The APT model appears to be an empirically plausible model of explaining equity
market returns in all six markets. As far as priced factors are concerned, it is found
that the results are more or less robust to the method utilised in generating innovations
in the macroeconomic factors i.e. priced factors obtained using ARIMA innovations
are largely similar to those obtained using Kalman-filtered innovations. However, the
mispricings under kalman-filtered innovations are lower than those of ARIMA
components in four of six cases — except Germany and France where the latter sets of

innovations appear to be more efficient.

The null hypothesis that exchange rates are significantly priced in Germany, Italy, the
Netherlands, the UK, and the USA cannot be rejected using data from 1980 — 2002.

The idea that a single European currency will ensure exchange rates stability may not
necessarily hold, as suggested by the European Union. Although insignificant overall,
the study finds that the exchange rate premium in France rose sharply in the third
quarter of 1999 and stayed higher than pre-EMU levels. This sharp rise may not be
unconnected to economic policy disputes between the German government and the
European Central Bank which sent negative signals to an already agitated financial

market, as well as improvements to the poor US economic climate (existing at the

"2 See for instance Brooks & Catao (2000) and Diermeier & Solnik (2001).
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time of the euro launch), which may have also contributed significantly fo any iﬁitial
europhoria. However, the equity market premium has declined considerably as a
result of the strong performance of the French economy in recent years. The loss of
investor confidence in the euro had a much severe impact on the German equity
market even though the gloomy economy as a result of demand shocks exacerbated
the situation further. The sharp rise in the German currency risk premium with
increased volatility accounted for over half of the volatility in the German equity
market premium, suggesting therefore that the German public had a genuine reason to
be concerned about the loss of their beloved Deutsche Mark. Overall, evidence
suggests that the exchange rate risk premium in the larger EMU countries (France and
Germany) which appear to have ‘more political than economic reasons’ for forming a

the monetary union has increased.

On the other hand, the Italian public appears to have made the right decision (so far)
by voting to join the EMU. In spite of the recent rising trend in the currency risk
premium, its stability, following the mid-1998 announcement of Italy’s membership
of the EMU is very apparent. Moreover, the equity market premium is not only
decreasing but has also become more stable. However, this stability is due largely to
the effects of the EMU on Italy’s long-term ecornomic nemesis: inflation, and not on
the elimination of exchange rate risks, in line with previous evidence. In contradiction
to findings for other EMU countries, both currency and equity market risks premia for
the Netherlands have declined, at least below pre-EMU levels. Since trade within the
euro area is the core of Dutch foreign trade unlike France, Germany, and Italy, this

reduction in the currency risk premium may not be surprising.

Evidence from the UK shows a significant decline in the equity market premium, and
to a lesser extent, the exchange rate risk premium. In light of this recent performance
and the EMU experiences of large countries like Germany and France (so far), an
equity market participant may not advocate the UK’s membership of the EMU. The
US currency risk has also increased since the beginning of 1999. From the behaviour
of the US equity market premium, it appears that movements in both premia are
mainly driven by US specific factors, although the findings of an increasing
correlatlon among the equity market premiums of the six countries suggests

‘ mcreasmg global factors in international equlty market movements.
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Figure 3.2: Dynamic Correlation between changes in Equity Market Premiums.
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Chapter 4.

Why diversify internationally when domestic diversification

provides similar benefits? — Evidence from Europe.

Section 4.1: Introduction.

In spite of its attractiveness, international portfolio diversification,'” which involves
cross-border equity acquisitions, has not been as widely embraced as expected — the
actual portfolios that investors hold are quite different from those predicted by the
theory. This phenomenon termed ‘home bias’ in empirical literature reflects investors’
preference for local equity and reluctance to diversifying internationally due to
perceived additional ‘hazards’ in the form of political and exchange rate risks, higher
taxes and transaction costs, restrictions on foreign and domestic capital flows,
investment barriers, information asymmetries, and even psychological factors.!™
Moreover in practice, empirical literature suggests that the unstable structural
relationship among national markets may make it unlikely for investors to take full

advantage of the entire scope of possible international indices i.e. it is difficult for the

investor to select an optimal investment strategy ex-ante.'”

The need to obtain international diversification benefits despite these issues perhaps
led to the introduction of country/regional funds (i.e. funds invested exclusively or
predominantly in securities of particular countries or regional equity markets) in the
USA in the 1970s and more recently in Europe.!’® Moreover, the increasing number
of foreign companies’ listings on stock exchanges in developed markets, together with
stocks of Multinational Corporations (hereafter MNCs) may be useful in obtaining
some international diversification benefits especially in light of home bias in portfolio

holdings.

' Early studies on International Portfolio Diversification (IPD) include Grubel (1968), Levy & Sarnat
(1970), and Solnik (1974). See also Shawky et al (1997) for update on IPD.

'™ See Kaplanis & Schaefer (1991), Cooper & Kaplanis (1994), Kang & Stultz (1997), Coval &
Moskowitz (1999), and French & Porteba (1991) for further discussions of home bias.

1% See Shawky et al (1997).

18-Iri-the UK; closed-end (open-end) country/regional funds are more commonly-known as investment
(unit) trusts.
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The objective of this chapter is to investigate whether investors in_ developed
European markets can obtain the benefits of international portfolio diversification
(hereafter IPD) by forming portfolios of domestically-traded securities such that cross
border diversifications may no longer be necessary. Errunza et al (1999) finds
evidence in support of this hypothesis from USA monthly data over the period 1976
to 1993.

The importance of this current study arises for four main reasons. Firstly, there is a
need to explore home-made diversification with respect to non-USA markets given
that empirical literature suggests that the USA has perhaps the most diversified
economy'”’ in the world and as such the benefits from US home-made diversification
(hereafter HMD) may make it unnecessary to diversify internationally.'’”® Moreover,
the significant influence exerted by the large US stock market on other international
markets, as documented in the numerous studies,'”” may have implications for the
US/foreign markets correlation structure. Secondly, the scope for IPD was severely
limited in Errunza et al (1999) which focused on the ability to mimic only 16 foreign
market indices (7 developed and 9 emerging markets). Recent financial liberalisation,
deregulation, and relaxation of restrictions of foreign ownership of domestic equity in
many countries (especially emerging markets) have increased the number of
investable equity markets worldwide and thus the scope for IPD. This should not be
ignored when comparing HMD possibilities with IPD benefits. Thirdly, evidencc;
suggests that the main sources of IPD benefits i.c. emerging markets equities,'®
became increasingly integrated with the world market following liberalisation'®! in
the early 1990s and a sharp rise in equity cross listings on developed stock markets,'®?
suggesting a possible reduction in the potential benefits from investing in emerging

markets. Therefore, since the analysis period in Errunza et al (1999) ends in 1993, an

up-to-date assessment of the potential of HMD vis-a-vis that of IPD is necessary.

' See Griffin & Karolyi (1998).

'8 In fact Hannah et al (1999) finds that a portfolio consisting solely of the S&P 500 index dominates
any portfolio that can be constructed from the S&P 500 and the major market indices of G-7 countries.
' See for instance Hassan & Naka (1996) and Bessler & Young (2003).

% See Odier et al (1995), and Shawky et al (1997) for more evidence on changing equity market
correlations.

'8! Bekaert & Harvey (1997) finds evidence that 17 emerging markets became more integrated with the
world markets following liberalisation, showing a small but statistically significant average conditional
correlation increase of 0.08 in the 17 markets.

182-See-Karolyi (1998) for more details on-the impact of equity cross-listing on the-international
markets.
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Fourthly, De Roon et al (2001) suggests that market frictions (short sales constraints
and transaction costs) and other investibility restrictions mainly in emerging markets

183 _ a point not often considered in empirical

may significantly reduce IPD benefits
studies on the potentials of international diversification. Therefore, not considering
these market frictions may bias results in favour of IPD. Fifthly and finally, the
introduction of the European Monetary Union (EMU) in January 1999, which aimed
at removing investment barriers among member states thus creating a ‘super home
market’, may have created important diversification opportunities and/or benefits for
the usually ‘home-biased’ investors within each eurozone state, such that the

supposed importance of ‘international’ (outside eurozone) portfolio diversification

may have diminished.

To meet these objectives, a range of questions similar to those posed in Errunza et al
(1999) are addressed, with some differences. Firstly, is it possible to mimic foreign
market indices with domestically traded securities? This study focuses on the abilities
of three European investors i.e. the UK, French, and German investors, to mimic 37
foreign equity markets (19 developed, 6 advanced emerging, and 12 emerging)
representing over 90% of total world market capitalisation, using weekly returns from
January 1994 to March 2004. It also analyses the ability to mimic a world portfolio.
This allows a more direct comparison between HMD and IPD benefits given that the
World index is perhaps the most internationally diversified portfolio. For each
country, diversification portfolios are constructed using local market indices,
industrial portfolios, stock returns of MNCs headquartered in the investor’s country,
and where available, Country/regional Funds (hereafter, CFs), and cross-listed
securities. Unlike Errunza et al (1999), this study tests explicitly the marginal benefits
of diversification obtained through MNCs, by excluding multinationals from the

benchmark portfolio.

Secondly, has it become possible to exhaust the benefits of international

diversification by investing in domestic traded assets? As suggested in Errunza et al

'3 Bekaert (1995) acknowledges that in addition to foreign ownership restrictions and taxes on foreign
investments (most of which were abolished in the early 1990s), two other cross-border investment
barriers, namely indirect barriers (differences in available information, accounting standards, and
investor.protection), and emerging-market specific risks.(liquidity-risks, political risks,-and-economic
policy risks) lead to de facto segmentation.
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(1999), theory is that as the mimicking portfolio is sequentially augmented with
MNCs, CFs, and cross-listed equities, it should become increasingly correlated with
the foreign market portfolio. At the limit, the benefits of investing in foreign indices
would evaporate, regardless of the low correlation between the domestic index and the
foreign index. Errunza et al (1999) studies this issue using mean-variance spanning
tests of Huberman & Kandel (1987), Bekaert & Urias (1996), and the change in
Sharpe Ratio. In addition to these tests, this study applies the step-down procedure of
Kan and Zhou (2001) given certain added benefits as will be discussed later, the
spanning tests in case of market frictions developed in De Roon et al (2001), and the

Jensen ‘alpha’ measure of portfolio performance.

Thirdly, has the ability to mimic foreign indices changed over time, given the
considerable time variation in return correlation, as reported in several studies?'®*

Errunza et al employ the Generalised Dynamic Covariance (GDC) Multivariate
GARCH model of Kroner & Ng (1998) to estimate the conditional correlation
between foreign market indices and their respective mimicking indices. The Dynamic -
Conditional Correlation (hereafter, DCC) Multivariate GARCH model of Engle
(2002) is used to estimate these correlations, testing null of constant correlation versus

dynamic correlation.

Fourthly, given the Economic and Monetary Union within the eurozone, are German,
French, and other eurozone nationals’ abilities to mimic foreign market indices
enhanced by euro-area diversification? Or to put it differently, does the European
Monetary Union (hereafter, EMU) enhance home-diversification benefits? To
investigate, this study distinguishes between two types of investors: a ‘europhoric’
investor, whose ‘home frontier’ shifts following the EMU, diversifying across
eurozone sectors and industries from January 1999, and the ‘eurosceptic’ German and
French investors, who only diversify within their home countries. Using unconditional
correlation analyses and mean-variance spanning tests, if a particular foreign market
index mimicking portfolio of the two types of investors are (not) different statistically,
or preferably economically, then one might suggest that euro-area diversification does

(not) enhance home diversification benefits, with respect to the eurozone investor.

% See for-instance Longin & Solnik (1995), and Shawky et al (1997) for empirical evidence and
explanation on time variations in return correlation.

170



Finally, is this extra diversification benefit (if any) obtainable from eurozone
diversification reducing over time as economic convergence supposedly increases
among eurozone countries? If this is the case, employing DCC analyses, the
correlation between the portfolios of the europhoric and eurosceptic investors with
respect to an underlying foreign market index (especially the EMU states) should be

converging.

To summarise results, it is found that the European investors can effectively mimic
foreign market indices with industrial stocks, MNCs, CFs, and cross-listed equities
over the sample period. The unconditional correlations between the foreign indices
and their mimicking portfolios are generally higher than the correlations with the
market indices of the three domestic countries. The spanning tests suggest that it is
possible to exhaust the diversification benefits of most foreign markets, especially
with UK-traded assets. The potential of UK industrial diversification is also
demonstrated. When market frictions are considered, assets traded on the German and
French equity markets also span most foreign indices. Thus any marginal gains from
diversifying internationally over home diversification may be trivial both statistically
and economically. The time variation in index level conditional correlations and
mimicking portfolios/foreign market correlations is significant, even though there is
not always a trend. Sectoral diversification across the entire eurozone dominates that
of Germany and France. Any gains of IPD over those of eurozone diversification
appear to be statistically and economically insignificant, unlike German and French
domestic diversification. More importantly, at this point in time, it does not appear

that this extra eurozone diversification benefits would fizzle out.

The rest of the chapter is organised as follows: Section 4.2 discusses the various tools
and methodology for constructing the mimicking portfolios, and the data set; Section
4.3 focuses on measuring the potential of HMD benefits using correlation analysis and
mean-variance spanning tests; Section 4.4 presents and discusses some empirical
results; and Section 4.5 investigates whether the ability to mimic foreign indices has
changed over time on the basis of dynamic conditional correlation; Section 4.6
discusses the potential of eurozone diversification and empirical findings; and Section

4.7 summarises the chapter.
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Section 4.2: Construction of Diversification Portfolios and Data.

This section discusses the various ‘tools’ for home-made diversification i.e. industrial
indices, stocks of multinational companies, country and/or regional funds, and
international cross-listings; the methodologies for constructing the portfolios, and the

data set.

Constructing home-made diversification portfolios.

As mentioned earlier, this study investigates the potential of HMD in three different
countries — the UK, Germany, and France. A diversification portfolio is defined as the
portfolio of domestically traded securities that is most highly correlated with a target

foreign market index.

The sources of gains from IPD have been subject to academic debate over the last few
years. Some studies (for example Solnik,1974, and Heston & Rouwenhorst,1994)
suggest that the low correlation between national markets is due mainly to cross-
country variations in the economic, political, institutional, and even psychological
factors affecting security returns (country factors), while others like Roll (1992)
propose that diversity of industrial structures across countries largely accounts for IPD

benefits'®

(industry factors). More recent studies like Cavaglia et al (2000) and
Diermeier & Solnik (2001) show that industry effects have been growing in
importance, and may now dominate country factors. Using data from 21 developed
and 19 emerging markets, Brooks & Catao (2000) finds that the fraction of return
variation explained by global industry effects is on average 23 percent from mid-
1997, far above the 4 percent reported in Griffin and Karolyi (1998). Errunza et al
(1999) finds some evidence from USA data that diversification benefits over and
above that provided by an industrially diversified portfolio may be statistically and
economically insignificant. Therefore, industrial stocks should be useful tools of

HMD.

The industrially diversified portfolios (D1) for each of the three domestic investors

are the fitted values of the regression of a foreign market index on the domestic

'*> Roll (1992) and Heston & Rouwenhorst (1994) grouped their securities into just seven industry
sectors.-However; using 66 industrial portfolios, Griffin & Karolyi-(1998) find mixed evidence on the
issue.
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18 as set out in equation

industrial indices, in similar spirit as Errunza et al (1999),
(4.1) below."®” Following the caution of Griffin & Karolyi (1998) that broad industrial
classification may not provide enough cross-sectional variation in returns across

industries, Datastream Level 4 (industrial sectors) classifications are used.

RI,t = B] Rj] t L AP, + Bn RjN,t + €Lt (4 1)

3

where Ry ; is the return on the /th foreign market index during period t, and
Rjj.oeennn ,Rjn are the returns on the N industrial indices. P,.....B, are the sensitivities

of the foreign index to the N industrial indices. g is an error term.

Errunza & Senbet (1981) suggests that MNCs enjoy more stable earnings than purely
domestic firms because of diversification of real asset portfolio, and they (MNCs) also
enable indirect merger of national capital markets. Kogut (1983) also notes that the
primary advantage of an MNC as differentiated from a domestic corporation lies in
the flexibility to transfer resources across borders through a globally maximising
network. Fatemi (1984) and Bartov et al (1995) suggest that the higher the degree of
international involvement, the lower the beta relative to the domestic market portfolio
and as such MNC stocks may provide some diversification benefits. In addition,
unlike cross-border diversification (IPD) which is susceptible to exchange rate risks,
Hung (1997) finds that the net volume effect of exchange rate changes on MNCs
overseas’ profits is trivial. Gao (2000) also finds that stock returns of US MNCs are
not significantly exposed to unanticipated changes in exchange rates because
exchange rates affects MNCs’ profitability through many different channels
(including foreign sales and foreign production) which may be offsetting to one
another. Note, however, that Jacquillat and Solnik (1978), Eun & Resnick (2001), and
Salehizadeh (2003) suggest that US investors can benefit from IPD over and above
diversification benefits of MNCs; hence MNCs may not be regarded as substitutes to
IPD. Thus, apart from their inclusion in our HMD portfolios, this study tests

exclusively the marginal diversification benefits obtained from the European MNCs.

1% See also Breeden et al (1989).

%7 For example, from the perspective of the UK investor, the portfolio D1 for Brazil are the fitted
values obtained from the regression of the Brazilian market index on the UK’s industry portfolios.
Mimicking portfolios D1 for Brazil are obtained-for the German-and French investors in similar -
fashion.
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To isolate the marginal diversification benefits of MNCs, portfolios (Dm) are

8 of a foreign market index

constructed using fitted values from stepwise regressions
on two domestic market indices (an index of listed companies that transact the
majority of their business within their domestic countries, and a small cap index to
capture any size effects following empirical evidence that stock returns of firms of a
similar size are more correlated with each other than stock returns of firms of different
sizes'®®) and a variety of MNCs. A portfolio (D2) is also constructed, using stepwise
regressions of the foreign market indices on the two market indices, the industrial
indices, and the MNCs. The returns on the portfolio (D2) are therefore the most
diversified portfolios using purely domestic assets i.e. without reference to claims on

foreign assets, even though they trade within the domestic markets.

The impact of Country and/or Regional Funds (CFs), which are generally regarded as
international assets that trade on a local stock exchange, on portfolio diversification
efforts has been investigated in several studies, especially those traded on stock
exchanges in the USA and the UK. Bekaert & Urias (1996) examines the
diversification benefits of emerging markets country funds traded on both the USA
and the UK stock markets as compared to IPD using the emerging market indices,
finding significant diversification benefits for UK-traded country funds, but not for
those traded in the USA. Errunza et al (1998) also suggests that the ability of US-
traded CFs to substitute for foreign market index returns is restricted, though they
may provide some diversification benefits. Errunza et al (1999) notes that CFs are
actively managed and trade at prices that differ from the market value of the
underlying securities on the local markets, and thus may undermine their ability to
mimic the respective local markets. They also find evidence that US-traded developed

and emerging market CFs provide some diversification benefits.

**® In similar spirit as Errunza et al (1999), the stepwise procedure is based on a forward and backward
p-value threshold of 0.20.
'*” See Huberman et al (1987) and Fama & French (1992) for more on size effects.
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The impact of CFs (where available) on our HMD effort is isolated in the regression:

Ry = ¢©1 Rpat + @2 Regy + &1 (4.2)

where R is the return on the /th foreign market index during period t,
Rp,,, is the return on portfolio (D2), and Ry . is the return on the relevant

country or regional fund. g, is an error term.

Given that regressions are based on the full sample of available weekly data on
market returns, for those CFs that were launched after the start date of our analysis,
Rcr, is set to zero in the weeks prior to the launch, as in Errunza et al (1999). In the
absence of country-specific CFs, an appropriate regional fund is used. The fitted
values from equation (4.2) above are the returns associated with portfolio (AD1).®,
and ®; are interpreted as weights of portfolio D2 and the CFs in the portfolio AD1.
The significance of these components in the portfolio AD1 can be easily evaluated by

their respective t-statistics.

The advent of globalization over the last decade enabled an increasing number of
companies to raise capital through equity issues beyond the borders of their home
market. Karolyi (1998) lists the potential advantages of cross-border listings,
including an enlarged investor base, enhanced local market trading for shares, and the
opportunity to raise new capital. Another key attraction for cross-border listing is the
possibility of a reduction in the company’s cost of raising capital by diversifying its
exposures to different market risks through reduction of share trading illiquidity and
an elimination of investment barriers. Recent research such as Miller (1999), Foerster
& Karolyi (1999), and Errunza & Miller (2000) have also documented that firms that
list abroad can achieve substantial gains from higher integration in world capital
markets. Moreover it appears that that the gains from cross-border listings are not
restricted to the listing firm but spillover to other stocks in the country. Fernandes
(2003) shows from a large sample of emerging markets that when a domestic firm
cross-lists, it also increases the integration of other firms in the local market. Thus,
cross-border listings appear to be a catalyst for the integration of the local market to

world markets. A large number of cross-border listings on the international markets
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190 especially in the USA, as compared to

take the form of Depository Receipts (DRs),
full share listings which are subject to more stringent requirements. Following
empirical evidence that adding DRs to domestic portfolios has substantial risk

1 although they may not replicate the well-diversified foreign

reduction benefits
market index, this study includes international dually-listed stocks in our HMD
mimicking portfolios. It is noted that dividends on the foreign stocks listed on the

European markets are paid in the respective European currency.

The portfolio AD2 is constructed by adding cross-listed stocks to portfolio ADI i.e.

the fitted values from the regression:

Ryt = @ Rpy, i + @y Rep, 1 + @3 Repst, T &1 (4.3)

where Ry  are Jth market returns, Rp,, , are D2 returns, Reg ¢ are country fund returns,

and Rcyisr, ¢« is return on the selected cross-listed equity.

In the case of multiple cross-listed equities, the one with the longest history is selected
from a subset of those that most enhance HMD in a statistically significant way, using
stepwise regressions.””> The coefficient ®; captures the portfolio weight and
significance of the selected cross-listed equity. Again if the selected cross-listing was
launched after the start date of our analysis, Rcpst, is set to zero in the weeks prior to

the launch.

% DRs are negotiable certificates that indirectly represent ownership of shares in the corporation for
domestic investors. These certificates denote depository shares which represent a specific number of
underlying shares remaining on deposit in the issuer’s home market. See Karolyi (1998) for literature
on DRs and cross-listed equities.

%! See Eun & Resnick (2001), Errunza et al (1999), and Karolyi (1998).

%2 Note that the selection of one cross-listed security (in the case of multiple listings) is also consistent
with evidence from Ziobrowsky & Ziobrowsky (1995) that the marginal diversification gains
associated with multiple equity acquisitions in a-single foreign country-versus the gains-available from -
the acquisition of only one equity asset is relatively small.
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Data.

Weekly equity returns from January 1994 to March 2004 (535 observations) are used
to construct diversification portfolios.'*? Empirical studies suggest that stock market
liberalisation'** especially in emerging markets have significant implications on the
degree of integration with developed markets.'” Since the literature suggests that
most emerging stock market liberalisation policies had been executed by the early
1990s,'*® this study focuses on diversification benefits for post-liberalization periods

only, thereby avoiding any potential bias due to liberalisation.

The FTSE All-World indices for international equity markets is used as a measure of
overall equity returns in each of the 37 foreign markets'®’ (19 developed (DMs), 6
advanced emerging (AEMs), and 12 emerging markets (EMs)), and a world
Portfolio.'”® These dividend-adjusted indices are constructed using over 90% of the
market capitalisation in each country and are available in four different currencies
(including the pound sterling and the euro) and are therefore suitable for this study

since focus is on the perspectives of investors in the UK, Germany, and France.

The domestic market portfolios are the FTSE Local Indices for the UK, France, and
Germany. The Local indices, which include only domestically-listed companies who
transact the majority of their business within their domestic markets, is therefore
exempt of MNCs stocks. This allows the testing of the marginal diversification
benefits of using MNCs stocks.'*® The second domestic market benchmark used is the

Cazenove & Rosenberg Smaller Companies Indices (CRI) (defined as an index of

' Due to data constraints, the analysis period differs for 3 countries: Brazil (11/94), Thailand (11/94),
and Russia (07/97).

1% Stock market liberalization is the decision by a country’s government to allow foreignets to
?urchase shares in that country’s stock market.

% Bekaert (1995), and Bekaert et al (1998) provide evidence that stock market liberalization increases
the correlation of the liberalizing market with world markets. The Errunza et al (1999) study used data
from 1976 — 1993, and thus their results may require updating.

1% See Henry (2000) for a review of literature on emerging stock market liberalisation dates. The latest
liberalisation date recorded in the study was November 1992 for India.

17 See Appendix C1 for full list of foreign markets. Note that the market indices of the three domestic
investors (UK, Germany, and France) are also foreign indices to one another. For example, the UK and
French market indices are also foreign indices to the German investor.

'8 The world portfolio is value-weighted and constructed from the market return indices of 49
countries.

' Errunza et al (1999) uses the S&P 500 index as its domestic benchmark portfolio. However, the
S&P 500 is found to contain 276 MNCs (see Crabb (2002)) so their study may not give a true picture of
the-extra diversification benefits using MNCs. e - - -
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small companies that international investors do not follow but are liquid enough to

trade) to control for possible size effects for each of the UK, France and Germany.*%

Industrial indices for the UK, France, and Germany are also derived from the FTSE-
All-World series, based on level four industrial classifications (industrial sectors).
There is a variation in the number of industrial indices (in brackets) used for each
domestic market i.e. UK (31), France (26), and Germany (21), either because of lack
of representation in specific industries as suggested in Griffin & Karolyi (1998) or

simply because of data unavailability.*"'

The MNCs (those with headquarters in UK, France, and Germany) used in the study
are selected from the 1994 List of Companies in the FTSE Multinationals Index.?*
The FTSE defines an MNC as a company that derives 30% or more of its revenue
outside the region in which it is incorporated. However, as suggested by Errunza &
Senbet (1984), measuring the degree of international involvement (hereafter DOI) this
way has apparent limitations. It will be difficult to distinguish between exporting
firms and ‘true’ MNCs using this criterion, and thus results on the marginal
diversification benefits of MNCs may be biased, especially in light of Errunza &
Senbet (1981).° As a result, this study considers another proxy of DOI —
geographical distribution of the firm’s operations i.e. the number of foreign
subsidiaries, as applied in Errunza & Senbet (1984). Therefore, from the FTSE list,
one selects those that had (as of 1994) and still have a number of foreign subsidiaries.
Some companies are also selected from the S&P Global 100 (an index of companies

whose businesses are global in nature), if they meet the criteria.

All data, including those on Country Funds and Cross-listed equities traded on the

domestic equity markets, are obtained from Datastream. Unlike the other two

2 This index is made up of companies with between £10m and £500m (for the UK), and between

£10million and £800million (for the other European countries).

?%! For robustness purposes, it is found throughout the study that the use of the broader level 3

industrial classification (10 economic sectors) does not enhance HMD efforts (with respect to

correlations and spanning) in each of the domestic countries as efficiently as the level 4 industries used.

2 Since 1994 is the start date of our analysis period, it is deemed appropriate to use the 1994 list of

MNCs.

*® Errunza & Senbet (1981) shows that while exporting reduces the variability of only consolidated
~sales revenue, international corporate diversification can-provide more stability to-both consolidated

sales and costs of production.
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countries, country funds are largely unavailable in France (as at the time of our data
collection). A list of eligible securities, containing details of all our tools of HMD are
presented in Appendix C2. It is noted that the set of country funds and cross-listings
used in this study is only a subset of those listed on various national stock exchanges
(especially the UK and Germany) given the need to exclude a number of the country
funds and cross-listings that are illiquid and/or very recently introduced (i.e. few data
points), and in the case of multiple CFs, those with the longest history are selected, in
line with Errunza et al (1999). The risk-free rates used are derived from the following
7-day rates: Euro-Sterling (UK), Euro-Mark (Germany), Euro-Franc (France), and
EURIBOR (Eurozone) rates.

Summary statistics for the foreign market indices in both UK sterling and the Euro are
reported in Tables 4.1(a) and 4.1(b) below, respectively.”** The behaviour of returns
in the developed, advanced emerging, and emerging markets over the sample period
appears to differ from that reported in previous studies. Although, it appears that
market volatility is still negatively correlated with the level of market development on

205 the same cannot be said about market returns.

average, as shown in the literature,
Developed Markets (DMs) returns are on average higher than those of Advanced
Emerging Markets (AEMs) and Emerging Markets (EMs) over the sample period

studies.?%

This is not particularly surprising since theory suggests that market
liberalisation (integrations) should decrease expected returns.””” However, it is
important to note that when the returns are denominated in the local currencies (see
Appendix C3), evidence still suggests that EMs returns are higher and more volatile
on average, than DMs returns. Thus, given these currency induced differences in
mean-variance characteristics, a caveat must be issued at this stage. Expressing
emerging market indices in European currencies (as done in this study) may further
synchronise their returns with those of equities in the domestic investors’ markets, and

may potentially direct results in favour of home diversification.

204 Summary statistics for the foreign indices, based on US Dollars are similar to those reported in
Tables 2a and 2b so discussions vis-a-vis previous studies should be facilitated.

2%% See Errunza et al (1999) and De Roon et al (2001), and Li et al (2003).

2% Traditionally, emerging market stock returns are usually higher (on average) than those of

developed markets.

27 See Bekaert & Harvey (2002) for theory and further empirical evidence on the impact of integration
on expected returns and market volatility. When recent data is analysed as in our case, there is mixed
evidence on the-characteristics of equity return-in‘developed-and emerging markets=see-also Liet al - -
(2003).
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Section 4.3: Measuring the potential of HMD Benefits.

This section discusses the methodologies for measuring the potential of home-made
diversification benefits: Unconditional Correlation Analysis and various Mean-

Variance Spanning tests.

Unconditional Correlation Analysis

Numerous studies’® show that high return correlation suggests a high degree of
similarity in the ‘undiversifiable’ systematic risks among the markets and thus the
higher the return correlation among markets, the lower the potential benefits of IPD.
On the other hand, lower return correlations among markets signify higher potential
benefits for IPD. The importance of correlation analysis in measuring diversification
benefits can be seen in the suggestions in many studies that investors in developed
markets will derive better IPD benefits by investing in emerging markets due to
differences in risk-return characteristics (low correlation) rather than diversifying
within highly correlated developed markets only.” Therefore the return correlation
between our constructed HMD portfolios and a target foreign market index is a
measure of HMD benefits. The higher the correlation, the greater the opportunity to
obtain international diversification benefits through domestically traded assets. In
other words, unconditional correlation analysis is an important tool for measuring the

ability of HMD portfolios to mimic foreign indices.

Mean-Variance Spanning Tests

The possibility of exhausting the benefits of international portfolio diversification
through mean-variance spanning tests is investigated. The concept of mean-variance
spanning, first developed in Huberman and Kandel (1987), is based on the idea that
for any partition of assets into a set of test assets, N, and benchmark assets, K, the
inclusion of additional test assets into the set of benchmark assets shifts the efficient
frontier to the left if and only if the test assets are not mean-variance spanned by the
benchmark assets. In other words, a set of K risky assets spans a larger set of N+K
risky assets if the minimum-variance frontier of the K-assets is identical to the

minimum-variance frontier of the K assets plus additional N assets. Huberman and

_?% See Shawky et al (1997) and the references therein. -
29 See Odier et al (1995).
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Kandel (1987) propose and apply a likelihood-ratio type test to the joint restrictions in

the linear model:

Ri’t = (1, + BRK,t+ et’ (4.4)

where R, , is the return on the /th foreign market,
w, is a constant, Rg , is the return on the domestic
benchmark assets (B is a / X K matrix).

The joint restrictions are:

@ =0,andB=1 (4.5)

Huberman and Kandel (1987) (hereafter, HK) test the hypothesis that monthly returns
on three size-based indices of NYSE stocks over twenty years span the minimum-
variance frontier of the monthly returns on thirty-three size-sorted portfolios, finding
evidence of spanning when ten or five years of data (subperiods) are used to construct
the HK statistic but rejecting spanning over the entire twenty-year period owing to
temporal instability of the coefficients of the underlying return-generating model. This
is perhaps not surprising since two key assumptions are made in the HK test:

homoscedasticity and normality in the error term.

Ferson et al (1993) developed a test of conditional mean variance spanning that
accommodates non-normal and heteroscedastic errors, based on Generalised Method
of Moments (GMM) estimation of equation (4.4) thus generalising the HK test.
Applying the test to the spanning hypotheses and sample of Huberman and Kandel
(1987), Ferson et al (1993) rejects the conditional mean variance spanning of the
sample, thus suggesting that the violation of the homoscedasticity and normality

assumptions may have implications on the results of spanning tests.

DeSantis (1995) and Bekaert and Urias (1996) (hereafter BU) also develop Stochastic
Discount Factor (hereafter SDF) GMM-based mean-variance spanning test, forming a
likelihood ratio-type test in which corrections for serial correlation are made to

- evaluate the diversification benefits from emerging équity markeét closed-end country
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fund traded in the UK and the USA. Their study suggests that the unconditional
format of the BU test is equivalent to the HK test, showing that the conditional format
evaluates restrictions on the coefficient of a system of regressions that are analogous
to the HK restrictions in the unconditional case. Bekaert and Urias (1996) also shows
that the power of the mean variance spanning test is extremely sensitive to the number
of benchmark assets, finding significant diversification benefits for UK country funds,
but not for US funds. However, they note that the power of the HK statistic is superior
to all moment-based tests. In addition, the simulated BU test statistic is based on a
small sample, and thus its applicability to larger samples may be flawed. De Roon et
al (2001) and Kan and Zhou (2001) find that GMM spanning tests under regression
approach (as in Ferson et al, 1993) are superior to the corresponding tests under the
SDF approach (as in Bekaert and Urias, 1996) when returns exhibit conditional
heteroscedasticity, but the two tests are not significantly different (even in small

samples) when returns are non-normally distributed.

Kan and Zhou (2001) introduce a Step-Down Procedure (hereafter, SDP) that re-
examines the two components of the spanning hypothesis (¢; = 0, and B; = 1)
individually rather jointly since statistical significance does not always correspond to
economic significance for the spanning tests (i.e. a low p-value does not always imply
there is economically significant difference between the two frontiers and a high p-
value does not always imply that the test assets do not add much to the benchmark
assets). The SDP test helps to identify the origins of the rejection of the spanning
hypothesis: if the rejection is due to the first test (o = 0), it is because the two
tangency portfolios are statistically very different, if on the other hand the rejection is
due to the second test (B = 1), it is because the two global minimum-variance

portfolios are statistically very different.?'°

De Roon et al (2001) incorporates market frictions into the regression-based tests of
spanning since prior applications of mean-variance tests assume the absence of market
frictions such as short-sales restrictions and transaction costs. Testing short selling

constraints involves testing equations (4.4) and (4.5), although inequality constraints
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have to be tested. A simpler version of the test is made possible when excess returns

are used i.e.:

K

R,—-R,=q, +Zﬂik(RkB; -R/)+¢, (4.6)
k=1

H,:aa<0 4.7)

where R;; is the return on the test asset (foreign market index);

R . is the risk-free rate;

R,g is the return on benchmark assets k, k = 1...4;

&, is the error term.

Notice that o above is tantamount to the Jensen alpha measure of portfolio
performance. The rationale behind the test is thus: when short sales are allowed, if an
asset has a positive (or negative) alpha, including the asset long (or short) would
improve the efficient frontier. However, when short-selling is constrained, then only
the inclusion of an asset with a positive alpha would improve the efficient frontier. De
Roon et al (2001) used an asymptotic Wald test statistic to test the restrictions in
equation (4.7), finding strong evidence for diversification benefits from 17 emerging
equity market when market frictions are excluded, but these benefits disappear when
investors face short sales constraints or small transaction costs. On the downside, the
test results indicate that there is a quick loss of power in the test as the number of
constraints increases (i.e. when a group of test assets is considered as opposed to

individual assets), and also in small samples.
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Section 4.4: Empirical Results.

This section presents and discusses the composition of the various diversification
portfolios, and then discusses empirical evidence with reference to the research

questions.

Composition of Home-Made Diversification Portfolios.

The compositions of the various HMD portfolios are presented in Appendix C4. The
assets in each column are presented in their order of significance following the

stepwise regressions.

The UK Investor.

For the UK investor, portfolio Dm contains one or both local benchmark portfolios,
and between five and nine MNCs stocks. However, for Belgium, Korea, and Thailand,
portfolio Dm contains only MNCs stocks. MNC stocks are also most significant in the
mimicking portfolio of some other countries. For example, the HSBC stock is the
most statistically significant asset in the Dm of Hong Kong, Taiwan, China, Korea,
and Thailand. This is perhaps not surprising since the HSBC has significant
operations in the south-east Asian sub-region. In most cases, the MNCs that enter into
a particular country’s Dm are those that have major operations in that country.
Evidence on the importance of international corporate diversification for market

integration is therefore provided here.

The industry portfolios also play an important role in the construction of portfolio D2.
For Germany, Taiwan, and Pakistan, the inclusion of industry indices leads to the
insignificance of the domestic market benchmarks. The dominance of the oil and gas
industry in the D2 portfolio of Australia and Norway may not be surprising, given the
importance of the oil industry within these two countries. Investment companies is
unsurprisingly the most significant industry in the D2 portfolios of thirteen countries
(mostly DMs), and the world portfolio. The parameter estimates for the portfolio AD1
illustrate the impact of country funds on HMD efforts. With the exception of Austria

and Pakistan, the various portfolio weights associated with the CFs are statistically
significant. In fact for Japan, USA, Argentina, Thailand, and Brazil, the CF portfolio

weights exceed those of other assets combined.
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An interesting feature of portfolios Dm and D2 is that it appears the UK small-cap
index is (more) significant in most markets especially the smaller DMs, AEMs and
EMs portfolios unlike the domestic benchmark index, which is statistically significant
in large DMs portfolios.?'! Size effects in returns characteristics therefore may have

important implications for diversification benefits.

Cross-listed securities undoubtedly enhance the HMD portfolios except that of Hong
Kong. For Ireland, the fact that the contribution of the CF to portfolio AD2 is
subsumed by cross-listings may not be surprising, given that 22 Irish cross-listings
(13 of which traded throughout our analysis period) were used in the analysis, in line

with evidence from Errunza et al (1999) on the impact of multiple cross-listings.

The German Investor

The tools for HMD diversification undoubtedly enhance the diversification benefits of
the German Investor. The underlying portfolio Dm for two out of thirty-seven
countries (Switzerland and China) is made up entirely of MNCs stocks. The number
of significant MNCs stocks varies from three for Mexico to eleven for Switzerland.
Again, significant MNCs in the portfolios appear to be those that have significant
operations in the respective countries e.g. Siemens in Australia and New Zealand 2'2
The industrial portfolios also enhance HMD benefits (as in portfolio D2) except for
five countries — the Netherlands, New Zealand, Thailand, Peru, and Israel, where
portfolios Dm and D2 are equivalent. All CFs included in portfolio AD1 provide
statistically significant diversification benefits, with the portfolio weight associated
with that of the UK being larger than that of all other assets combined. The cross-
listings in portfolio AD2 are also significant. For Japan and Korea, inclusion of the
cross-listings tremendously reduces the portfolio weights of the other assets

combined.

The French Investor

The French investor’s Dm portfolios for Brazil, Pakistan, and Thailand comprise of

MNCs stocks only. Again, most of the MNCs in the portfolios have significant

2! The same observations are noted in the German and French investors’ portfolios.
22 In"fact, the Siemens stock is the most significant asset in-portfolios Dm and-D2 of these two
countries.
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operations in the respective countries.’’> Adding industrial stocks, the local
benchmark indices become insignificant and are removed from D2 portfolios of
Japan, Chile, China, Colombia, Turkey, and Russia. Given the unavailability of CFs
in the French market, portfolio AD1 is not obtainable for the French investor. With
the exception of South Africa, it is also impossible to construct portfolio AD2 for
AEMs, and EMs. Cross-listed securities are significant in portfolio AD2 of the DMs.
For example, the portfolio weight of the Finnish company listed on the Paris Stock

Exchange subsumes that of all other assets combined.

On the ability of HMD portfolios to mimic Foreign Market Indices.

As discussed earlier, return correlation is an important measure of the ability of the
constructed HMD portfolios to mimic foreign market indices in answer to the first
research question. Table 4.2 below reports the unconditional correlations of the
foreign market indices with the domestic benchmarks portfolios;*!* and the HMD
portfolios D1, Dm, D2, AD1, and AD2.

The results in Table 4.2 provide strong evidence in support of the hypotheses that it is
possible to mimic foreign market indices with domestically-traded assets. It appears
that the sequential augmentation of the mimicking portfolios substantially increases
the ability of the UK, German, and French investors to substitute home-made
diversification for foreign asset based international diversification, in line with
Errunza et al (1999). For example, the correlation between the UK all-share index and
the Japan index is 0.33 (Table 4.2a), compared with 0.81 between the most augmented

portfolio (AD1) and the Japan index.

Further evidence on the potential of industrial diversification can also be deduced in
Table 4.2a. The correlations between the foreign market indices and their underlying
UK industrially diversified portfolios (D1) are higher than their correlations with the

three domestic market indices (local, small-cap, or all-share) for all DMs, AEMs, and

21 See for instance ST Microelectronics and Alcatel stocks in the Dm portfolios of the USA and
Canada respectively.

2" This study also tests correlations vis-a-vis domestic market indices that cover the entire local
markets i.e. the FTSE All-Share (UK), the CDAX General (Germany); and the SBF-250 (France). Note
that these indices represent over 95% of the total market capitalisation in each country.
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EMs. For instance, the highest correlation between the Pakistan index and a domestic
index is 0.10, whereas the correlation with the underlying D1 is 0.29. The same
results can be observed from the perspective of the German investor (Table 4.2b)
except that the underlying D1 for five countries (Denmark, France, Norway, Israel,
and Mexico) and the world portfolio cannot better mimic the foreign indices than the
German CDAX (i.e. same correlation). For the French investor (Table 4.2¢), higher
D1 correlations with the foreign indices are also evident except in one case, where the
correlation between Italy’s market index and the mimicking D1 is lower than the

correlation between the index and the SBF-250 index.

The impact of international corporate diversification (as with MNCs) on international
market integration can also be seen from Table 4.2. Comparing the unconditional
correlations between the foreign indices and the ‘truly’ local indices (I1) with the
correlations between the foreign indices and portfolio Dm, one finds that the ability to
mimic foreign indices is tremendously increased by MNCs. For example, the
correlation between the UK index of local companies (I1) and South Africa index
(0.34) is significantly lower that the correlation between the latter index and the
underlying portfolio Dm (0.73). Moreover, the fact that some Dm portfolios are made
up of MNCs stocks only, and many others have MNC stocks as the most significant

assets reinforces the argument for diversification using MNCs stocks.

With the exception of the Japan CF, and to a lesser extent, the New Zealand and USA
CFs, the UK investor’s ability to mimic DM indices with their CFs is not significantly
improved as correlations results under column AD1 in Table 4.2a show.”"® However,
the ability to mimic EM indices is significantly enhanced by their UK traded CFs,
corroborating Bekaert & Urias (1996) on the diversification benefits of UK-traded
emerging markets CFs. German-traded CFs also improve the ability to mimic their
underlying markets, as reflected by the correlation between AD1 and the respective

foreign market indices in Table 4.2b.

Results under column AD2 in Table 4.2a also show that international companies
traded in the UK enhance the AD1 (or D2 as in the cases of Australia and Canada) of

215 Note here that a regional fund is used-to-mimic the European-markets -as-opposed to a-more country-
specific fund, and this may have implications for the insignificance.
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DMs only slightly, whereas the improvements as shown in portfolio AD2 of AEMs
and EMs are more visible. On the other hand, foreign companies listed in Germany,
and to a lesser extent France, appear to enhance the ability to mimic DMs, AEMs, and
EMs indices significantly. For example, in Table 4.2b the correlation between the
Korea index and the underlying D2 (0.45) is much lower than that with the underlying
AD2 (0.81).

In general, the correlation between the domestic market indices and the various
foreign markets enables us to make a crucial point: country indices are inadequate
measures of the potential benefits of IPD because single market index does not
capture all possibilities for IPD within a local market, such that the fact that two
indices are weakly correlated does not necessarily mean IPD dominates national
diversification. Judging by the ability to mimic foreign indices (especially EMs which
according to literature provide more IPD benefits than DMs), the potential
diversification benefits of HMD in the three domestic countries is larger than would
be inferred by looking at national index correlations. Although one may not conclude
that HMD is a perfect substitute for IPD, it is also suggested that the gains from IPD

must be measured over and above gains associated with HMD.

Exhausting the benefits of IPD with domestically traded assets.

The mean-variance spanning tests discussed earlier are applied to investigate the
investors’ ability to exhaust IPD benefits using HMD. The K benchmark assets are

domestic assets whereas N test assets are the foreign market indices.

In this study, the domestic investors’ sets of K benchmark assets are similar to those
in Errunza et al (1999): Set I comprises industrial indices only, Set II consists of
industrial indices and MNCs stocks, and Set III contains all available HMD tools i.e.
industrial indices, MNCs stocks, CFs, and cross-listed securities. Following
suggestions of Bekaert and Urias (1996) and Errunza et al (1999), this study also
restricts the number of assets in each set to four, i.e. selecting the four assets that
maximise the probability of not rejecting spanning, as measured by the associated p-
value of the various spanning tests. When the restrictions in equations (4.5) and (4.7)

hold, then for every test asset (foreign market index), one can find a portfolio of four

188



assets (in each benchmark set) that has the same mean but a lower variance than the
test asset. Therefore, one may conclude that the N test assets are dominated or

spanned by the K benchmark assets.

Panel A of Table 4.3 below reports the p-values (the degree to which one can reject
the null of spanning) associated with the HK mean-variance spanning test statistics,
such that the higher the p-value the higher the probability that a particular foreign

market is spanned and hence does not enhance diversification benefits.

The results for the UK (Table 4.3a) are astonishing. The null hypothesis of spanning
cannot be rejected for all countries (EMs inclusive) and the world portfolio even at the
10% level of significance, using any of the benchmark sets. This is contrary to
Errunza et al (1999) in which the null of spanning is rejected in five of nine EM
indices, and may thus be further evidence of increased international markets
integration in recent years. Although the p-values increase from Set I to Set III, an
interesting result is that one can find four UK industrial indices (Set I) that span each
of the foreign market indices, again suggesting the importance of industrial

diversification.

Unlike the UK, the null hypothesis that German domestically traded assets can span
the foreign market indices is rejected for twelve market indices — two DMs (Australia
and Ireland), two AEMs (Brazil and Israel) and all EMs except Poland, Russia,
Turkey, and Thailand, as well as the world portfolio, as shown in panel A of Table
4.3b. Moreover, it appears that the probability of spanning increases tremendously
using assets in Set III. In fact in most cases where spanning cannot be rejected,
German industrial returns (set I) together with stock returns of the MNCs (set II) do
not span most of the foreign indices for which one cannot reject spanning. This
highlights the importance of country funds and cross-listed equities in the HMD

efforts of the German investor.

Spanning is rejected for four DMs (Australia, Austria, Denmark, and New Zealand),
two AEMs (Brazil and Israel), most EMs (except Argentina, Poland, Russia,
Thailand, and Turkey), and the world portfolio, using HMD tools traded in France

(Table 4.3c). The potential of industrial diversification is again demonstrated since
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assets in set I benchmark are sufficient to span 17 of the 24 markets for which the

hypothesis of spanning cannot be rejected.

In cases where one rejects spanning, the SDP of Kan and Zhou (2001) is used to
identify the ‘culprit’ i.e. the origins of the rejection. The results of the SDP (not
reported here) shows strong evidence that the rejection of spanning hypothesis is due
to the rejection of the hypothesis that B = 1 only, in almost all cases. This suggests
that the global minimum-variance portfolio can be improved by the foreign market

indices that are not spanned, but not the tangency portfolio.

For robustness purposes, this study applies regression-based GMM spanning tests of
Ferson et al (1993), adopting lagged returns and the spanning asset returns, Ry, as
conditional instruments. This test is particularly important since the error term in the
HK test may be non-normally distributed and/or more crucially, may exhibit
conditional heteroscedasticity. Panel B of Table 4.3 reports the Wald test p-values
associated with the null of spanning from the GMM tests. The results are largely
similar to those reported in Panel A (HK test), but with a few differences. Using assets
traded in France, the null of spanning cannot be rejected for the New Zealand index,
contrary to Panel A. Also, using German HMD tools, the null of spanning cannot be
rejected for Ireland and Argentina, again contradicting the HK test. This supports
evidence that the HK statistic may lead to over rejection of the spanning hypothesis if
the error term is heteroscedastic. In spite of these differences, the results in Panel A

are generally robust to conditional heteroscedasticity.

This study applies the De Roon et al (2001) test of spanning when market frictions
such as short sales constraints and transaction costs are considered,216 as set out in
equations (4.6) and (4.7). Given that such market frictions may be minimal for
domestically traded assets, only cases where there are market constraints on the
foreign market indices are considered. Since the diversification benefit of each market

is considered individually, the test should perform well. The 535 weekly observations

218 This test is-particularly important since the foreign indices used-here, especially those-of emerging
markets, may not be available to foreign investors due to legal restrictions and practical reasons.

190



should also minimise the small sample problems of the test as mentioned earlier.?"’

Note again that the number of benchmark assets in the test is still restricted to the four
that maximise the probability of not rejecting spanning. Panel C in Table 4.3 presents

the results of the test.

When short sales are constrained, one fails to reject the null hypothesis of spanning
for most markets, suggesting a reduction in the benefits of international portfolio
diversification, in line with De Roon et al (2001). Using UK-traded assets, again the
null of spanning cannot be rejected for all markets.”'® For the German investor, all
foreign markets are spanned except Colombia and Peru, whilst it is possible to span

all foreign indices (except Peru) with the assets listed on the French stock market.

As mentioned earlier, the o in equation (4.6) is tantamount to the Jensen alpha — a
measure of portfolio performance that addresses whether investors’ can improve their
portfolio efficiency by investing in the new asset. However, the correct test
specification here would be Hy: a = 0, and not as specified in equation (4.7). The
result of testing this hypothesis is very similar to those reported in Panel C and as
such need not be reported separately. This implies that investors in the UK, Germany,
and France may not improve the efficiencies of their HMD portfolios by investing in
equity assets traded in most foreign markets. Sharpe Ratios (defined as the ratio of
excess return to the standard deviation of return) also measure portfolio performance
by assessing whether one portfolio is preferred over another — i.e. another measure of
the economic benefits of a portfolio. De Roon & Nijman (2001) shows that if there is
intersection (i.e. a = 0), then there is no improvement in the Sharpe measure possible
by including the additional asset (foreign index) in the investor’s portfolio. Therefore,
the UK, German, and French investors (who are already home biased) may not prefer
portfolios containing the foreign market indices over portfolios of domestically traded

assets.

2'7 De Roon et al (2001) provides the simulated rejection rates of the Wald Test statistic when there are
short sales constraints on the new assets (foreign indices) only, for 50 years of monthly data (600
observations). : -

218 Note that in the case of Finland, the null of spanning is rejected at the 5% significance level only.
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Section 4.5: The Evolution of Diversification Benefits.

This section attempts to determine whether the ability to mimic foreign indices has

changed in recent years.

Time-varying equity returns correlations.

Several studies report significant time-variation in equity return correlations.?!’®* An
unstable correlation structure would suggest that the efficient frontier is continuously
changing, and therefore, the ability to mimic foreign market indices with domestically
traded assets may be changing. The crucial issue here is whether the time variation
manifests a trending behaviour i.e. are the correlations between our HMD portfolios
and the foreign market indices increasing over time, thereby suggesting reducing IPD

benefits?

Errunza et al (1999) investigates this issue using two methods: an unconditional
correlation analysis between the most augmented HMD portfolios and the underlying
foreign market index over three non-overlapping subperiods of equal length, and the
generalised dynamic covariance (GDC) structure of Kroner & Ng (1998). Finding,
under the first method, a tendency for emerging markets (EMs) correlations to
increase through time whereas developed markets (DMs) correlations have generally
not increased through time, Errunza et al (1999) find results under the second method
inconclusive. While the null of constant correlation cannot be rejected for most EMs,
the alternative hypothesis of quadratic (or time-varying) correlation can neither be
rejected even though they find evidence that the time-varying correlation model

outperforms the fixed correlation model using likelihood ratio statistic.
In addition to the sub-period unconditional correlation analysis, this study applies the

Dynamic Conditional Correlation (DCC) analysis, as described in the previous

chapter.

?1% See Shawky et al (1997) and the references therein, and Engle & Sheppard (2001) for evidence.
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Results.

In pursuit of the objective to determine whether there is a trending behaviour in the
time variation of HMD benefits, the results of the unconditional correlation between
the foreign indices and their most augmented HMD portfolio over two non-

overlapping subperiods are presented in Table 4.4 below.?°

Table 4.4a suggests the UK investor’s ability to mimic DM indices with HMD
instruments has generally increased except in the cases of Ireland and New Zealand.
Again the evidence generally suggests that DMs have become increasingly integrated
(except Austria, Ireland, and New Zealand) with the UK market. However, the ability
to mimic AEMs (except Korea, Mexico, and Taiwan) with the domestically traded
assets has reduced, even though they have become more correlated with the UK
market index. The evidence for EMs is also mixed: the ability to mimic five of the 12
EMs — Argentina, Malaysia, Peru, Russia, and Thailand, has not only reduced

significantly, but they also appear to have become less integrated with the UK market.

Evidence from Table 4.4b shows that the ability to mimic DMs, AEMs, and EMs with
equity assets traded on the German stock market increased (except for Austria and
Argentina) over the two subperiods even as they (foreign markets) became more
integrated with the German Market. Similar results can also be observed in Table
4.4c. Over the two subperiods, the ability to mimic DMs and AEMs with HMD tools
traded in France increased (except for Austria, Ireland, and New Zealand) as the
markets became more integrated with the French equity market. Again as in the UK,
the ability to mimic the stock indices of Argentina, Peru, Russia, Colombia, Malaysia,
and Thailand reduces in the second sub period, although the latter three countries have

become increasingly integrated with the French Market.

Overall, regardless of whether the correlations between our HMD portfolios and the
foreign market indices increased over time or not, evidence shows that international
equity markets are becoming more integrated (with few exceptions), thus suggesting a

reduction in IPD benefits.

220 Unconditional correlations between the foreign indices-and the domestic market-index (in brackets) -
are reported to see also any trending behaviour in IPD benefits.
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Following the application of the DCC model of Engle (2002) to investigate time
variation in the correlations, the null hypothesis of dynamic correlation cannot be
rejected in all cases, given the significance of the associated DCC parameters. The
time series of the conditional correlations between the foreign market indices, the
domestic indices, and the most augmented diversification portfolios are plotted in
Appendix C5. An attempt is also made to provide some explanations for the

fluctuations where possible.

The UK Investor.

Appendix) C5(a) reinforces evidence on the ability to mimic foreign indices with

domestically traded assets, showing higher correlations as domestic portfolios are
augmented with CFs and Cross-listed assets. Evidence in Appendix C5(a) closely
mirrors findings in Table 4.4a: the gains (if any) of international diversification
involving assets traded in large DMs appears to be disappearing since an increasing
trend is observable in index level correlations, except for smaller DMs — Australia,
Austria, Finland, Ireland, and New Zealand which show no clear trending behaviour
despite substantial time variation in correlations, in line with Longin & Solnik (1995)
which provides evidence of unstable correlation structure among seven major
countries. The increasing correlation between the UK market index and the world
portfolio suggests reducing IPD benefits. With the exception of Brazil, index level
correlations between the UK and AEMs also show an increasing trend. However, the
story is different with most EMs: no clear trend, except the rising correlations with
indices of Colombia and India. This means that EMs are still potential sources of IPD
benefits on the basis of index level correlations. It is important to note that the trends

observed here will not necessarily continue into the future.

As an attempt to explain time variation in the mimicking portfolios, the continuous
decline in the conditional correlation between the market index of Argentina and its
underlying AD1 portfolio especially from 2000 may not be unconnected to the series
of economic woes and political crises in the country during that period, leading to the

imposition of capital controls (prohibiting foreign investment in key economic
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sectors) in January 2002.2*' The convergence of HMD correlations to domestic
market correlations around January 2002 demonstrates the implications of capital
controls on the ability the mimic the underlying index. Appendix C5(a) also suggests
that the declining trend in the conditional correlation between the indices of Brazil
and Israel, and their mimicking portfolios is primarily due to the poorer performance
of their respective CFs (which are regional CFs anyways) in tracking the two indices,
given that correlations with their mimicking portfolios D2 do not suggest a declining
ability to mimic the markets. However this is not the case with the South African
index. The declining HMD/index correlations especially from January 2001 may have
been ignited by the introduction of foreign investment restrictions in key sectors
around that time (e.g. ceiling foreign investment in banking to 15 percent).One
observes sharp rises in the correlations between the AD1 portfolios and the indices of
Argentina, Brazil, Mexico, Korea, Malaysia, and India from mid-1997, perhaps in
response to the Asian financial crises which affected world markets, (emerging

222 Given that no visible trend can be observed in the case of

markets in particular).
Malaysia and Thailand (to a lesser extent), the decline in the ability to mimic the
Malaysian market suggested under the earlier sub-period unconditional correlation
analysis appears to be the result of the Asian crisis occurring during the first sub-
period. In the case of Peru, political and economic crises may also be responsible for
the decline in the ability to mimic the Peruvian market index.”® There is also mixed
evidence on the general trend of HMD/DM indices correlations, although a rising

trend is noticeable for the larger countries.

The German Investor

Appendix C5(b) does not show a clear pattern in the index level correlations of the
German CDAX and EM indices as in Table 4.4b. Whilst China, Colombia, and India

show a clear rising trend, others do not despite considerable time variation. Mixed

?2The management of the Latin America CF may have reduced (or withdrawn) investments in
Argentine equities due to the crises, disabling the ability to mimic the Argentine index. The fact that
the correlations between the Argentine index and the underling portfolio D2 does not drastically reduce
may support this view.

222 Empirical evidence suggests that markets are more correlated in periods of high market volatility. In
the case of India, the sharp and continuous rise through most of 1997 may also be due to the 1997
liberalisation of the Indian market through a series of policies including the increase of-foreign
ownership to 30 percent, perhaps enabling the UK-listed CF to make further investments.

25 For instance, the political crises of January 2000 which saw. the-ouster of President Fujimori led'to
massive capital outflows from the country. Note also the decline in the index level correlations.
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results are also found for AEMs and DMs. Therefore it is difficult to reach
conclusions on the future diversification benefits of investing in assets based in
foreign markets. The sharp rise in equity market correlations (especially AEMs and
DMs) following the September 11, 2001 attacks on the USA is noted. Conditional
correlations between EM indices and their underlying mimicking portfolios also show
substantial time variation, even though many do not a trend. The declining ability to
mimic the Argentine market may not be surprising as discussed above. The
correlation between Chile and its portfolio D2 rises from 1997, perhaps in response to
the new investment reforms especially on foreign ownership. Prior to 1998, it does not
appear that home diversification was better able to mimic the Polish market index.
Things however changed after December 1997, when foreign firms were allowed
seats directly on the Warsaw Stock Exchange (WSE) and the Banking Act (January
1998), intended to bring Poland’s banking regime in line with EU and international
standards went into effect. With the exception of Mexico, the ability to mimic AEM
indices with HMD is rising, even where index-level correlations show no such trend
as in the case of Brazil and Israel. Based on Appendix C5(b), the benefits of HMD
may have been boosted (from January 1998) by the Israeli government’s abolition of
limits placed on holdings of foreign securities, foreign money market instruments, and
foreign currency. Generally, the ability to mimic DMs with HMD shows a rising
trend, even where index-level correlations do not follow a similar pattern, as in the
case of Japan, Denmark, Norway, and Finland. German HMD portfolio correlations
with the Finnish and Italian markets significantly increased at the commencement of

the EMU in January 1999.

The French Investor.

Appendix C5(c) does not show a clear trend for Brazil, South Africa, Malaysia, Peru,
Russia, and Turkey. For all other AEMs and EMs, there is a rising trend (except
Argentina which shows a declining tendency). There is also a rising trend in DM
index correlations with the SBF-250, except those of Austria, Ireland, New Zealand,
and Japan where no clear pattern is visible. A sharp drop in index correlations with
the large EMU partners (Belgium, Germany, the Netherlands, Spain, and to a lesser
extent Italy) at the introduction of the single currency in January 1999 is noted, and is

perhaps not surprising since if currency volatility increases the correlation among
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equity markets?** then a reduction in currency volatility (as among EMU states) may
also lead to a reduction in equity market correlations. The impact of the US terrorist
attack in September 2001 on equity market correlations is also noted. Overall, it is
again difficult to conclude on the future of international portfolio diversification based
on these results. Interestingly, the euro launch sharply increased mimicking portfolio
correlations with the Italian and Spanish indices in January 1999. Apart from
Australia, Austria, Ireland and New Zealand, the mimicking portfolios/DM indices
correlations are on the uptrend. Evidence on the increasing ability to mimic the less

developed markets is also mixed.

The results in Appendix C5 suggest significant time variation in conditional
correlations in line with previous studies. From the analysis above, it seems that the
gains from international diversification based on the index level correlations are more
volatile than gains from the HMD portfolios, especially for DMs, in line with Errunza
et al (1999).

Section 4.6: Does the EMU offer any extra diversification benefits?

This section; (a) discusses issues conceming the potential of diversification across the
entire eurozone, (b) measures the gains over diversification within single EMU
countries, and (c) analyses whether any extra benefits of eurozone diversification is

likely to persist.

The Potentials of Eurozone Diversification for the eurozone investor.

Empirical evidence®” suggests that exchange rate risk is a crucial factor in IPD.
Kaplanis & Schaefer (1991) suggests that without the management of foreign
exchange risks, internationally diversified portfolios may be riskier than portfolios
entirely domestic. In fact, Levy & Limka (1994) shows that contrary to common
belief or assumption, it is not necessarily true that exchange-rate hedged portfolio

risks are smaller than those of the unhedged or partially hedged portfolio risks. The

4 See Eun & Resnick (1988).
2% See for instance Eun & Resnick (1988, 2001), and Ziobrowski & Ziobrwoski-(1995) for further
details.
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introduction of the single euro currency within the EU in January 1999 in essence
eliminated exchange rate related restrictions in investors’ portfolio composition within
the eurozone countries. In a speech226 in March 2002, the Vice President of the ECB,
Mr. C Noyer notes “the euro’s arrival in 1999 brought about fundamental changes in
the way governments, financial institutions, and the private sector operate in the
financial markets in the euro area and the rest of the world....... the euro has also
acted as a catalyst in the process of financial integration by widening and deepening
the euro area financial market....” (p.8). The European Commission also notes that
apart from the euro currency, a growing internationalisation of equity issuance,
increased cross-border mergers and acquisitions, and the consolidation of formal stock
exchanges (e.g. the creation of Euronext, which merged the Amsterdam, Brussels,
Paris, and Lisbon stock exchanges), have stimulated cross-border equity investments

227

within the eurozone”’ thereby suggesting a reduction in eurozone equity home

bias.??

One may expect that the EMU would lead to an increase in integration of European
Stock Markets, such that diversification benefits across eurozone countries may have
reduced significantly.””® Noyer (2002) notes a high and increasing degree of
synchronisation of economic activity within the euro area, not only over a longer
period of time but also in recent years such that the degree of convergence appears to
be approaching the levels recorded among states and regions of the USA.Z? It is
important to state however, that the elimination of currency risks may not necessarily
imply increased integration because national stock markets may still be segmented by
national regulations, transaction and information costs, and other asymmetric factors.
The EMU may therefore be viewed as a remover of barriers to intra-eurozone
diversification, perhaps making it more attractive for portfolio diversification

purposes.

226 See Noyer (2002) in references.

%27 See Directorate-General for Economic and Financial Affairs (2002) for further evidence on trends
across EMU stock markets..

228 See also Hardouvelis et al (2002a) and Baele et al (2004) on the decrease in eurozone home bias.
?® Due to the impact of globalisation on international equity markets, it may be difficult to ascribe
increased euro area equity market integration to EMU factors alone.

2% See also Yang et al (1999), Fratzscher (2001), and Baele et al (2004) for further evidence on
European stock market integration.
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Empirical studies also present strong evidence to suggest that there is increased
convergence in equity returns of the same sector across different countries of the
EMU, but that convergence across different sectors is small in comparison,”!
suggesting again that country effects in portfolio diversification are becoming smaller
and industrial effects larger in the Eurozone.”* The implication of this to the eurozone
investor is that the diversification benefits from investing in a French economic sector
(e.g. cyclical goods sector) may not be significantly different from benefits of
investing in the same sector in Germany or in any other eurozone country. Even if the
diversification benefits are significantly different, the difference should be reducing
over time, as country effects supposedly decrease. However, diversifying across the
entire eurozone industrial indices may yield benefits over and above individual
member state’s industrial diversification, and may better mimic foreign market
indices. Country effects in intra-eurozone portfolio diversification may be small if
individual EMU countries are considered, but may still be substantial when
aggregated as in eurozone data. An empirical investigation of this issue will not only
contribute to the growing literature on country versus sectoral effects in EMU
portfolio diversification, but will also provide evidence on the potential benefits of

diversifying across the entire eurozone sectors rather than across a single eurozone

country’s sectors.

From the FTSE All-World indices, weekly returns on the 10 economic groups (based
on level 3 industry classifications) i.e. resources, basic, general, cyclical goods, non-
cyclical goods, cyclical services, non-cyclical services, utilities, financials, and
information technology indices, are collected from January 1999 to March 2004 (274
observations) for the Eurobloc, Germany, and France. This broader industrial
classification is used to minimise any bias that may arise from a variation in the
number of industries represented within each country, since returns data on all ten
economic groups are available for the two countries and the entire eurozone. The
europhoric investor’s mimicking portfolios are the fitted values from a regression of
the each foreign market index on the Eurobloc’s ten sectoral indices, as in equation

(4.1). Mimicking portfolios of the eurosceptics are constructed in similar fashion.

21 See Directorate-General for Economic and Financial Affairs (2002) and Hardouvelis et al (2002b).
_* Again, it is difficult to suggest that this.is strictly due to EMU factors because Emiris (2004).finds
evidence of increased sectoral convergence worldwide.
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Table 4.5 shows that there is substantial diversification benefit to the German or
French investor who invests across eurozone sectors rather than diversifying across
their individual country sectors. The evidence shows that europhoric’s ability to
mimic foreign indices is higher than that of the eurosceptics (except in the case of
Pakistan and the French Eurosceptic), thus suggesting that the EMU provides some
extra diversification benefits. For instance, the unconditional correlations between the
Mexico’s index and the mimicking portfolios of the Europhoric, German, and French
Eurosceptics are 0.74, 0.55, and 0.62 respectively. As expected, there does not appear
to be much difference between the mimicking performance of the German and French

cross-sectoral portfolios (except in the case of Austria) from 1999°*3

and may suggest
EMU effects. Interestingly, the equity market indices of the other EMU member states
are more correlated with their underlying eurosceptics’ mimicking portfolios than
with the Eurobloc market index, again suggesting that industrial diversification

dominates country diversification within the EMU.

Evidence from Table 4.6 also suggests that the hypothesis of spanning cannot be
rejected for any foreign market index and the world portfolio using eurozone assets
unlike those of Germany and France, thus suggesting that it is possible for investors
within the eurozone to exhaust the benefits of an internationally diversified portfolio
by investing across the entire eurozone sectors. As shown in Tables 4.3b and 4.3c, the
most augmented portfolios (including industrial indices, MNCs stocks, and cross-
listed equities) in Germany and France do not span all their underlying foreign
indices, especially EMs, even when market frictions are considered.”* The spanning
abilities (with respect to the foreign market indices) of German sectoral indices and
those of France are almost equivalent whether there are constraints on short sales or
not, except that the French indices span the market indices of Norway and Thailand
whereas spanning is rejected with German data when there are no constraints on

short-selling.

3 Although not reported here, there are significant differences in the mimicking industrial portfolios of
the German and French investor prior to 1999.

4 Note that the results in Tables 5 and 8 are not directly comparable since they are based on different
data sets, from Jan 1994 — Mar 2004, and from Jan 1999 to Mar 2004 respectively. To make
comparisons more robust, this study tests spanning using Table 5 assets also from Jan 1999 to Mar
2004. Though not presented here, the results are largely similar.
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Is this extra eurozone diversification benefit fading away?

Figure 4.1 below plots the dynamic conditional correlation between the foreign
market indices and their underlying portfolios of the europhoric and eurosceptic
investors. If the correlations are converging, it may be an indication that the extra
diversification benefits (as far as industrial diversification is concerned) is declining
over time thus suggesting that it may be possible to exhaust eurozone diversification
benefits by investing across a single member country’s industries. In addition, this
would again suggest that country factors affecting EMU portfolio diversification may

be diminishing.

First, this study comments on the similarities between French and German industrial
diversification portfolios. From Figure 4.1, it is difficult to tell the difference between
the French and German mimicking portfolios of all AEMs and EMs, except those of
Chile, Colombia, Pakistan, and Thailand. There are also a few differences when the
mimicking portfolios of DMs are considered although crucially, the time variations in
the correlations between the German and French mimicking portfolios, and their

underlying foreign markets are mirror images in most cases.?*

Figure 4.1 suggests that the gains from investing across the eurozone’s industries are
more (less) volatile than the gains from the eurosceptics’ mimicking portfolios for
most DMs (AEMs and EMs). Moreover, the conditional correlations between the
europhoric portfolios and their underlying markets do not show any clear trend over
time regardless of their significant time variation, except those of Japan, Israel, Korea,

and China, where the correlations are rising over time.

The evidence for and against a diminishing ‘extra’ eurozone diversification benefits is
mixed. The conditional correlations between the two eurosceptics’ mimicking
portfolios and the foreign market indices have converged (at least one of them) to
those between the europhoric’s mimicking portfolios and the market indices of eleven
markets namely Austria, Canada, Hong Kong, Ireland, Sweden, USA, Korea, Mexico,

Argentina, Pakistan, and Poland. In most cases, the convergence occurred during

2 These differences are more pronounced (especially for the EMs) after September 2001.The French
mimicking portfolios generally (not always) dominate those of the German investor (in terms of ability
to'mimic foreign markets), even if these differences are generally statistically and-economically trivial
as spanning tests suggest in Table 8.
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2003. Results for some other countries show increasing divergence after an initial
convergence at certain periods (for example Peru), while others like Japan and China

are becoming increasingly different, all in favour of the eurozone diversification.

More importantly, the ability of the eurosceptics’ portfolios (especially the French
investor) to mimic their underlying EMU countries is approaching that of
europhoric’s portfolio, although very slowly as in the cases of Belgium, Finland, and
Spain.*® The convergence was boosted by the events of September 11, 2001. In
general, owing to this mixed evidence, one cannot conclude that diversifying in a
single EMU country may yield the same benefits as the entire eurozone
diversification.”*” Note also that the eurosceptics portfolios are based on the industries
of France and Germany — the largest economies within the eurozone. Substantial
‘extra’ diversification benefits may still exist for investors’ in the smaller EMU
countries who invest across the eurozone. In general, one point is clear: eurozone

diversification is very attractive for investors in the eurozone.

Section 4.7: Summary.

The main objective of this chapter is clear: is international portfolio diversification
still worthwhile for the UK, German, and French investors? Using weekly stock
returns of domestic industry portfolios, multinational companies, country funds, and
cross-listed securities over the period January 1994 to March 2004 to construct home
made diversification portfolios, it appears that these home-biased investors are better
able to mimic foreign market indices, than suggested by the national stock index
correlations. However, findings should not be viewed as evidence on the demise of
IPD benefits because investments in specific foreign equity assets (rather than indices)
may contribute significantly to the efficiency of the domestic investor’s portfolio.
Diversification across industries and MNCs are important sources of home made

diversification benefits. Stocks of multinational companies are quite useful in

2 From the trends in correlations, it is difficult to tell whether actual convergence will occur in most - . - -

cases.
27 Although, remember from Table 8 that the hypotheses of spanning cannot be rejected for most EMU
markets, using German and French industrial assets.
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mimicking the foreign equity markets in which they (the MNCs) have significant

operations.

Various tests of mean-variance spanning show that the investors may not benefit
significantly by including foreign market indices in their portfolio sets. In fact the null
hypothesis of spanning cannot be rejected for each of the 37 foreign indices and the
world portfolio using UK industrial assets, not to mention the other domestically
traded assets. A UK investor may therefore exhaust the benefits of IPD by
diversifying across UK industries. Unlike the UK, the sources of HMD benefits in
Germany, and to a lesser extent, France are the international stocks listed on their
respective stock exchanges. At least twenty four of the 37 foreign indices are spanned
by German (and French) domestically traded assets, suggesting that international
portfolio diversification still substantially dominates home diversified portfolios in
these two countries. However, these extra gains from IPD disappear when market

frictions such as short sales constraints are considered.

Using the dynamic conditional correlation analysis, one does not observe a clear-cut
trending pattern in all correlations between the foreign indices and their most-
augmented diversification portfolios, even though there is rise in many cases. The
general evidence suggests that international equity markets (especially developed
markets) have become increasingly integrated. Substantial time-variations exist in
correlations between emerging market returns and HMD portfolios of the three
European investors, as a result of changes in political and economic climate, national
and global events, and changes in market restrictions on foreign equity ownership, in

line with previous studies.

The potential effect of European economic and monetary union on domestic
diversification benefits is also assessed here. Even though the scope of HMD may be
restricted within each EMU member state, the erstwhile home biased investor who
takes advantage of the removal of exchange rates risks and other investment barriers
by diversifying across sectors of the entire eurozone is bound to increase the mean
variance efficiency of his portfolio. The ability of such ‘europhoric’ investor to mimic
foreign equity indices is far and above the mimicking capabilities of French and

German investors who continue to be ‘eurosceptics’ by diversifying only within their
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individual countries. In fact, the spanning tests suggest that diversification gains over
and above those obtainable by eurozone diversification are statistically and
economically insignificant. Another interesting finding is that it does not appear that
these ‘extra’ eurozone diversification benefits will decline in the near future, despite
evidence of increasing integration (or reducing country factors) among EMU member

equity markets.

Solnik (1974), a key study on the benefits of international portfolio diversification
asks: why not diversify internationally rather than domestically? In light of these
findings and the problems associated with IPD, one can say to the European investors:
why diversify internationally when domestic diversification provides similar benefits?

Empirical evidence is encouraged from other equity markets.
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List of Tables and Figures.
Table 4.1a: Summary statistics of weekly returns from Jan. 1994 — Mar. 2004 (in UK Sterling).

Mean Standard Minimum Maximum
Deviation
Developed Markets

Australia 0.00175 0.02415 -0.10481 0.08267
Austria 0.00128 0.02337 -0.07821 0.07777
Belgium 0.00171 0.02636 -0.08944 0.12464
Canada 0.00198 0.02866 -0.11673 0.12959
Denmark 0.00182 0.02342 -0.10911 0.08113
Finland 0.00451 0.05298 -0.24226 0.22576
France 0.00168 0.02853 -0.10463 0.11614
Germany 0.00133 0.03222 -0.11811 0.13878
Hong Kong 0.00042 0.03872 -0.19794 0.15807
Ireland 0.00204 0.02775 -0.12414 0.15963
Italy 0.00199 0.03496 -0.13290 0.20007
Japan 0.00011 0.03231 -0.10696 0.11472
New Zealand 0.00166 0.02967 -0.11852 0.15102
Netherlands 0.00123 0.02922 -0.09593 0.12597
Norway 0.00167 0.03014 -0.13924 0.15094
Spain 0.00234 0.03036 -0.11955 0.15648
Sweden 0.00271 0.03763 -0.15613 0.21929
Switzerland 0.00181 0.02682 -0.11221 0.14055
UK 0.00133 0.02190 -0.08460 0.10517
USA 0.00195 0.02687 -0.11051 0.09011

Average 0.00177 0.0303

Adv. Emerging Markets.

Brazil 0.00214 0.05530 -0.25092 0.21468
Israel 0.00189 0.03629 -0.13150 0.13107
Korea 0.00262 0.06325 -0.39904 0.35419
Mexico 0.00138 0.04953 -0.22390 0.23704
South Africa 0.00185 0.03680 -0.14456 0.13101
Taiwan 0.00024 0.04493 -0.14015 0.22246

Average 0.00169 0.0477

Emerging Markets

Argentina 0.00083 0.05747 -0.28647 0.29738
Chile 0.00065 0.03469 -0.14149 0.19409
China 0.00233 0.04865 -0.20963 0.24070
Colombia 0.00087 0.04206 -0.18082 0.21964
India 0.00071 0.03929 -0.15269 0.15418
Malaysia -0.00013 0.04978 -0.23307 0.41880
Pakistan 0.00106 0.05153 -0.20546 0.23231
Peru 0.00262 0.04381 -0.18856 0.24754
Poland 0.00087 0.05632 -0.24815 0.29882
Russia 0.00417 0.07308 -0.30565 0.62928
Thailand -0.00026 0.06768 -0.22853 0.34441
Turkey 0.00519 0.087’_71 -0.52474 0.44502

Average 0.00157 0.0543
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Table 4.1b: Summary statistics of weekly returns from Jan. 1994 — Mar. 2004 (in Euros).

Mean Standard Minimum Maximum
Deviation
Developed Markets

Australia 0.00206 0.02530 -0.10742 0.07921
Austria 0.00129 0.02195 -0.10111 0.06474
Belgium 0.00170 0.02580 -0.10282 0.13960
Canada 0.00230 0.02996 -0.11785 0.10828
Denmark 0.00209 0.02311 -0.11169 0.09661
Finland 0.00507 0.05411 -0.24170 0.24884
France 0.00175 0.02854 -0.11699 0.11514
Germany 0.00135 0.03165 -0.13026 0.14163
Hong Kong 0.00074 0.03995 -0.18752 0.15820
Ireland 0.00225 0.02799 -0.13350 0.14374
Italy 0.00279 0.03801 -0.13538 0.34209
Japan 0.00039 0.03245 -0.11582 0.11240
New Zealand 0.00169 0.02988 -0.12067 0.16751
Netherlands 0.00151 0.02944 -0.09758 0.12148
Norway 0.00193 0.02970 -0.14174 0.15353
Spain 0.00279 0.03063 -0.11545 0.15893
Sweden 0.00298 0.03751 -0.14563 0.20261
Switzerland 0.00207 0.02606 -0.12756 0.15692
UK 0.00167 0.02442 -0.08172 0.12103
USA 0.00228 0.02863 -0.11070 0.09688

Average 0.00204 0.03075

Adv. Emerging Markets.

Brazil 0.00262 0.05662 -0.25199 0.21788
Israel 0.00221 0.03721 -0.12525 0.11940
Korea 0.00296 0.06431 -0.40261 0.36855
Mexico 0.00171 0.05060 -0.22896 0.24023
South Africa 0.00213 0.03678 -0.14117 0.14466
Taiwan 0.00057 0.04597 -0.14724 0.23331

Average 0.00203 0.0486

Emerging Markets

Argentina 0.00113 0.05782 -0.28256 0.29137
Chile 0.00097 0.03578 -0.14289 0.18838
China 0.00260 0.04848 -0.20525 0.21443
Colombia 0.00121 0.04349 -0.17701 0.22977
India 0.00100 0.03958 -0.15074 0.14530
Malaysia 0.00018 0.05056 -0.23696 0.41646
Pakistan 0.00138 0.05225 -0.21406 0.21813
Peru 0.00292 0.04425 -0.18479 0.24152
Poland 0.00114 0.05618 -0.24712 0.29106
Russia 0.00423 0.07306 -0.29967 0.60736
Thailand 0.00016 0.06805 -0.23289 0.35864
Turkey 0.00545 0.08742 -0.52166 0.45390

Average 0.001864 0:.0547
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Table 4.2a: Unconditional Correlations of UK HMD portfolios with Foreign Market Returns.

I1, 12, and the FTSE All-Share are the local companies’ index, the small-cap index, and the UK FTSE
All-share index respectively. D1 denotes diversification portfolios based on industrial indices. Dm is a
diversification portfolio selected from the market indices 11 and 12, and MNCs using stepwise
regressions. D2 is a diversification portfolio selected from the market indices, industrial indices and
MNCs using stepwise regressions. AD1 are augmented portfolios in which D2 is augmented with CFs,
and AD2 are portfolios in which AD1 is augmented with the country’s representative cross-listed

securities.
11 12 FTSE D1 Dm D2 AD1 AD2
All-Share
Developed Markets
Australia 0.49 0.53 0.55 0.65 0.66 0.71 -- 0.72
Austria 0.34 0.37 0.38 0.52 0.56 0.59 -- --
Belgium 0.58 0.39 0.61 0.72 0.71 0.74 0.75 --
Canada 0.50 0.52 0.61 0.69 0.71 0.72 -- 0.74
Denmark 0.52 0.49 0.57 0.63 0.65 0.68 0.68 --
Finland 0.49 0.41 0.55 0.68 0.71 0.71 0.71 --
Germany 0.67 0.55 0.73 0.79 0.79 0.81 0.83 --
France 0.67 0.54 0.77 0.81 0.82 0.82 0.84 0.846
Hong Kong 0.45 0.39 0.53 0.64 0.77 0.78 0.792 0.797
Ireland 0.54 0.51 0.59 0.65 0.67 0.68 0.69 0.70
Italy 0.54 0.49 0.60 0.61 0.64 0.65 0.66 --
Japan 0.26 0.24 0.33 0.46 0.52 0.53 0.81
Netherlands 0.69 0.51 0.78 0.85 0.86 0.86 0.88 0.88
New Zealand 0.31 0.37 0.37 0.47 0.53 0.55 0.65 --
Norway 0.46 0.57 0.55 0.62 0.67 0.68 0.69 0.70
Spain 0.61 0.51 0.67 0.71 0.72 0.73 0.75 --
Sweden 0.59 0.59 0.67 0.76 0.76 0.77 0.79 --
Switzerland 0.61 0.43 0.67 0.75 0.75 0.75 0.77 --
USA 0.62 0.52 0.70 0.78 0.77 0.78 0.861 0.869

Adv. Emerging Markets

Brazil 0.32 0.36 041 0.52 0.52 0.53 0.70 -
Israel 0.27 0.37 0.34 0.45 0.47 0.49 0.59 0.63
Korea 0.32 0.31 0.36 0.53 0.56 0.59 0.60 --
Mexico 0.37 0.39 0.46 0.56 0.57 0.60 0.68 --
South Africa 0.34 0.43 0.43 0.55 0.73 0.75 0.79 0.84
Taiwan 0.23 0.26 0.28 0.51 0.51 0.56 0.64 -
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Emerging Markets
Argentina
Chile
China
Colombia
India
Malaysia
Pakistan
Peru
Poland
Turkey
Russia
Thailand

World

I1

0.29
0.32
0.10
0.14
0.18
0.16
0.05
0.16
0.25
0.22
0.27
0.23

0.71

12

0.31
0.37
0.12
0.18
0.31
0.16
0.10
0.24
0.34
0.26
0.37
0.21

0.59

FTSE

All-Share

0.35
0.38
0.14
0.17
0.24
0.21
0.08
0.21
0.31
0.26
0.37
0.28

0.81

208

D1

0.46
0.51
0.37
0.31
0.39
0.38
0.29
0.33
0.44
0.37
0.57
0.45

0.83

0.46
0.54
0.39
0.32
0.45
0.43
0.27
0.39
0.44
0.38
0.58
0.50

0.83

D2

0.47
0.56
0.40
0.38
0.45
0.46
0.29
0.40
0.45
043
0.61
0.55

0.86

AD1

0.55
0.66
0.48
0.39
0.52
0.54

0.49
0.48

0.64
0.72

0.87

AD2



Table 4.2b: Unconditional Correlation of German HMD portfolios with Foreign Market Returns.

I1, 12, and CDAX are the local companies’ index, the small-cap index, and the German CDAX general
index respectively. D1 denotes diversification portfolios based on industrial indices. Dm is a
diversification portfolio selected from the market indices I1 and 12, and MNCs using stepwise
regressions. D2 is a diversification portfolio selected from the market indices, industrial indices and
MNCs using stepwise regressions. AD1 are augmented portfolios in which D2 is augmented with CFs,
and AD2 are portfolios in which ADI is augmented with the country’s representative cross-listed

securities.
41 12 CDAX D1 Dm D2 AD1
Developed Markets
Australia 0.48 0.44 0.50 0.54 0.57 0.57 --
Austria 0.45 0.39 0.39 0.54 0.62 0.63 --
Belgium 0.69 0.50 0.63 0.70 0.76 0.76 --
Canada 0.58 0.44 0.63 0.64 0.67 0.68 --
Denmark 0.58 0.52 0.60 0.60 0.67 0.67 --
Finland 0.53 0.38 0.59 0.63 0.66 0.68 -
UK 0.69 0.51 0.70 0.72 0.74 0.74 0.84
France 0.81 0.57 0.80 0.80 0.83 0.83 --
Hong Kong 0.49 0.39 0.50 0.51 0.54 0.54 0.59
Ireland 0.56 0.51 0.56 0.60 0.65 0.65 -
Italy 0.56 0.48 0.63 0.64 0.74 0.75 --
Japan 0.32 0.27 0.33 0.38 0.41 0.42 0.52
Netherlands 0.82 0.58 0.78 0.80 0.84 0.84 --
New Zealand 0.35 0.33 0.38 0.41 0.44 0.48 --
Norway 0.53 0.47 0.57 0.57 0.67 0.67 --
Spain 0.70 0.55 0.74 0.76 0.79 0.79 -
Sweden 0.72 0.54 0.76 0.78 0.79 0.80 -
Switzerland 0.70 0.48 0.69 0.74 0.76 0.77 -~
USA 0.65 0.48 0.68 0.69 0.71 0.72 0.75

Adv. Emerging Markets

Brazil 0.45 0.39 0.46 0.48 0.51 0.52 0.68
Israel 037 0.35 0.40 0.40 0.49 0.49 --
Korea 0.35 0.29 0.37 0.44 043 0.45 --

Mexico 0.42 0.34 0.46 0.46 0.49 0.49 0.59
South Africa 0.44 0.36 0.46 0.51 0.52 0.52 -~

Taiwan 0.33 0.30 0.35 0.43 0.46 0.48 0.59
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0.60
0.70
0.78
0.71
0.80
0.68
0.88
0.89

0.75
0.87
0.80
0.92

0.74
0.87
0.87
0.86
0.89



Emerging Markets
Argentina
Chile
China
Colombia
India
Malaysia
Pakistan
Peru
Poland
Turkey
Russia
Thailand

World

I

0.35
0.39
0.16
0.24
0.26
0.23
0.10
0.24
0.34
0.23
0.39
0.26

0.76

12

0.27
0.32
0.18
0.23
0.26
0.19
0.13
0.25
0.29
0.27
0.34
0.24

0.57

CDAX

0.36
0.39
0.17
0.20
0.30
0.23
0.10
0.26
0.37
0.23
0.40
0.27

0.78
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D1

0.39
0.46
0.28
0.29
0.32
0.29
0.22
0.30
0.39
0.32
0.51
0.28

0.78

0.41
0.45
0.29
0.31
0.38
0.32
0.26
0.36
0.42
0.35
0.54
0.35

0.80

D2

0.42
0.46
0.30
0.34
0.38
0.32
0.30
0.35
0.42
0.36
0.56
0.35

0.81

AD1

AD2



- o

Table 4.2¢: Unconditional Correlations of French HMD portfolios with Foreign Market Returns.

I1, 12, and SBF250 are the local companies’ index, the small-cap index, and the French SBF250 index
respectively. D1 denotes diversification portfolios based on industrial indices. Dm is a diversification
portfolio selected from the market indices 11 and 12, and MNCs using stepwise regressions. D2 is a
diversification portfolio selected from the market indices, industrial indices and MNCs using stepwise
regressions. AD! are augmented portfolios in which D2 is augmented with CFs, and AD2 are
portfolios in which AD1 is augmented with the country’s representative cross-listed securities.

nn 2 SBF250 D1 Dm D2 ADI1
Developed Markets

Australia 0.50 0.48 0.53 0.59 0.61 0.62 -
Austria 038 0.39 0.34 0.46 0.55 0.56 --
Belgium 0.69 0.47 0.65 0.74 0.78 0.78 --
Canada 0.65 0.50 0.68 0.69 0.73 0.73 --
Denmark 0.56 0.52 0.58 0.61 0.63 0.64 --
Finland 0.54 0.41 0.60 0.69 0.76 0.77 --
Germany 0.81 0.64 0.81 0.82 0.85 0.86 --
Hong Kong 0.49 0.42 0.52 0.55 0.56 0.59 --
Ireland 0.55 0.48 0.56 0.61 0.63 0.65 --
Italy 0.60 0.55 0.68 0.64 0.75 0.75 --
Japan 0.38 0.30 0.38 047 0.50 0.50 --
Netherlands 0.83 0.59 0.80 0.82 0.86 0.87 --
New Zealand 0.36 0.37 0.39 0.52 0.51 0.55 --
Norway 0.54 0.54 0.59 0.63 0.69 0.72 --
Spain 0.72 0.57 0.76 0.77 0.80 0.79 --
Sweden 0.72 0.60 0.75 0.78 0.81 0.81 --
Switzerland 0.69 0.49 0.70 0.75 0.77 0.77 --
UK 0.75 0.54 0.76 0.77 0.79 0.80 -
USA 0.70 0.49 0.70 0.71 0.75 0.75 -

Adv. Emerging Markets

Brazil 0.45 0.38 0.47 0.49 0.53 0.56 -
Israel 0.38 0.37 0.40 0.44 0.47 0.48 --
Korea 0.36 0.33 0.39 0.48 0.50 0.50 --
Mexico 0.49 0.40 0.51 0.52 0.55 0.57 -
South Africa 043 041 0.45 0.53 0.57 0.58 -
Taiwan 0.32 0.31 0.35 0.45 0.47 0.50 --
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AD2

0.81
0.75

0.92
0.91

0.76
0.80
0.94

0.79
0.80
0.83
0.83
0.84
0.88

0.67



Emerging Markets
Argentina
Chile
China
Colombia
India
Malaysia
Pakistan
Peru
Poland
Turkey
Russia
Thailand

World

n

0.38
041
0.15
0.21
0.28
0.24
0.11
0.24
0.33
0.23
0.36
0.27

0.80

12

0.33
0.35
0.16
0.20
0.26
0.21
0.10
0.27
0.35
0.26
0.36
0.26

0.59

SBF250

0.39
0.42
0.17
0.22
0.32
0.24
0.11
0.26
0.37
0.25
0.37
0.28

0.82

212

D1

0.44
0.51
0.36
0.31
0.43
0.37
0.26
0.36
0.41
0.34
0.50
0.38

0.83

Dm

0.47
0.48
0.31
0.31
0.39
0.39
0.24
0.34
0.44
0.35
0.53
0.42

0.85

D2

0.48
0.52
0.35
0.32
0.43
041
0.26
0.39
0.46
0.38
0.55
0.48

0.85

AD1

AD2
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Table 4.4a: Unconditional Correlation over Subperiods (UK).
The table presents weekly unconditional correlation figures between each foreign market index and its
most augmented diversification portfolio over two non-overlapping subperiods of nearly equal lengths
i.e. January 1994 — December 1998, and January 1999 — March 2004. The unconditional correlation
between a foreign market index and the UK FTSE-All Share index are reported in brackets.

Subperiods
Developed Markets Jan. 1994 — Dec. 1998 Jan. 1999 — Mar. 2004
Australia 0.69 (0.55) 0.75 (0.56)
Austria 0.59 (0.50) 0.58 (0.30)
Belgium 0.66 (0.56) 0.80 (0.63)
Canada 0.72 (0.63) 0.74 (0.60)
Denmark 0.60 (0.53) 0.73 (0.59)
Finland 0.61 (0.51) 0.74 (0.57)
France 0.76 (0.69) 0.88 (0.82)
Germany 0.77 (0.65) 0.85 (0.77)
Hong Kong 0.78 (0.67) 0.79 (0.58)
Ireland 0.76 (0.67) 0.66 (0.53)
Italy 0.54 (0.45) 0.79 (0.75)
Japan 0.81 (0.35) 0.82 (0.32)
Netherlands 0.85 (0.72) 0.89 (0.81)
New Zealand 0.71 (0.47) 0.59 (0.31)
Norway 0.67 (0.54) 0.74 (0.58)
Spain 0.73 (0.64) 0.77 (0.69)
Sweden 0.70 (0.61) 0.84 (0.70)
Switzerland 0.71 (0.60) 0.81 (0.71)
USA 0.81 (0.62) 0.89 (0.74)
DM Average 0.71 (0.57) 0.77 (0.60)
Adv. Emerging Markets
Brazil 0.73 (041) 0.67 (0.42)
Israel 0.64 (0.27) 0.57 (041
Korea 0.47 (0.30) 0.74 (0.43)
Mexico 0.65 (0.38) 0.71 (0.56)
South Africa 0.84 (0.43) 0.75 (0.46)
Taiwan 0.66 (0.27) 0.66 (0.29)
AEM Average 0.66 (0.34) 0.67 (0.42)
Emerging Markets
Argentina 0.72 (0.40) 0.40 (0.32)
Chile 0.67 (0.38) 0.66 (0.41)
China 0.44 (0.06) 0.45 (0.21)
Colombia 0.37 (0.20) 0.36 (0.15)
India 0.37 (0.12) 0.55 (0.32)
Malaysia 0.62 (0.25) 0.41 (0.20)
Pakistan 0.28 (0.06) 0.31 (0.11)
Peru 0.49 (0.22) 0.41 (0.13)
Poland 0.45 (0.29) 0.55 (0.38)
Russia 0.68 (0.47) 0.59 (0.33)
Thailand 0.77 (0.32) 0.70 (0.29)
Turkey 0.37 (0.25) 048 (0.27)
EM Average 0.52 (0.25) 0.49 (0.26)
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Table 4.4b: Unconditional Correlation over Subperiods (Germany).
The table presents weekly unconditional correlation figures between each foreign market index and its
most augmented diversification portfolio over two non-overlapping subperiods of nearly equal lengths
i.e. January 1994 — December 1998, and January 1999 — March 2004. Correlations with the German

CDAX General index are reported in brackets.

Developed Markets
Australia
Austria
Belgium
Canada
Denmark
Finland
France
Hong Kong
Ireland
Italy
Japan
Netherlands
New Zealand
Norway
Spain
Sweden
Switzerland
UK
USA
DM Average
Adv. Emerging Markets
Brazil
Israel
Korea
Mexico
South Africa

Taiwan
AEM Average

Emerging Markets
Argentina
Chile
China
Colombia
India
Malaysia
Pakistan
Peru
Poland
Russia
Thailand
Turkey
EM Average

Jan. 1994 — Dec. 1998

0.51 (0.44)
0.74 (0.62)
0.72 (0.68)
0.66 (0.57)
0.67 (0.56)
0.59 (0.57)
0.86 (0.72)
0.57 (0.44)
0.69 (0.56)
0.87 (0.47)
0.73 (027)
0.87 (0.76)
0.42 (0.32)
0.66 (0.56)
0.81 (0.69)
0.75 (0.69)
0.83 (0.70)
0.82 (0.63)
0.81 (0.58)
0.71 (0.57)

0.69 (0.46)
0.39 (0.42)
0.74 (0.27)
0.57 (0.34)
0.71 (0.48)

0.46 (0.27)
0.60 (0.35)

0.45 (0.42)
0.43 (0.37)
0.30 (0.07)
0.35 (0.20)
0.36 (0.15)
0.36 (0.20)
0.27 (0.02)
0.35 (0.30)
0.40 (0.32)
0.75 (0.50)
0.61 (0.27)
0.33 (0.16)
0.41 (0.24)
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Jan, 1999 - Mar. 2004

0.69 (0.52)
0.68 (0.35)
0.81 (0.69)
0.73 (0.59)
0.87 (0.59)
0.71 (0.51)
0.91 (0.86)
0.61 (0.55)
0.86 (0.57)
0.88 (0.63)
0.88 (0.36)
0.94 (0.85)
0.47 (0.42)
0.80 (0.53)
0.92 (0.72)
0.93 (0.74)
0.89 (0.71)
0.91 (0.72)
0.90 (0.68)
0.81 (0.61)

0.72 (0.47)
0.53 (0.44)
0.89 (0.43)
0.63 (0.56)
0.74 (0.46)

0.66 (0.37)
0.69 (0.44)

0.39 (0.31)
0.50 (0.43)
0.47 (0.22)
0.34 (0.22)
0.53 (0.32)
0.45 (0.26)
0.35 (0.18)
0.36 (0.21)
0.62 (0.42)
0.79 (0.35)
0.58 (0.31)
0.41 (0.28)
0.48 (0.29)



Table 4.4c: Unconditional Correlation over Subperiods (France).

The table presents weekly unconditional correlation figures between each foreign market index and its
most augmented diversification portfolio over two non-overlapping subperiods of nearly equal lengths
i.e. January 1994 — December 1998, and January 1999 — March 2004. Correlations with the French
SBF-250 index are reported in brackets.

Subperiods
Developed Markets Jan. 1994 — Dec. 1998 Jan. 1999 — Mar. 2004
Australia 0.56 (0.49) 0.67 (0.53)
Austria 0.57 (0.49) 0.55 (0.29)
Belgium 0.70 (0.68) 0.86 (0.70)
Canada 0.73 (0.62) 0.76 (0.66)
Denmark 0.55 (0.47) 0.68 (0.61)
Finland 0.83 (0.48) 0.97 (0.58)
Germany 0.87 (0.72) 0.93 (0.86)
Hong Kong 0.53 (0.43) 0.65 (0.55)
Ireland 0.67 (0.57) 0.64 (0.53)
Italy 0.59 (0.54) 0.89 (0.65)
Japan 0.79 (0.34) 0.81 (0.40)
Netherlands 0.91 (0.75) 0.95 (0.88)
New Zealand 0.57 (0.43) 0.54 (0.30)
Norway 0.77 (0.57) 0.81 (0.57)
Spain 0.78 (0.73) 0.83 (0.72)
Sweden 0.77 (0.65) 0.86 (0.76)
Switzerland 0.79 (0.65) 0.86 (0.71)
UK 0.79 (0.70) 0.87 (0.79)
USA 0.85 (0.61) 0.90 (0.75)
DM Average 0.71 (0.57) 0.79 (0.62)
Adv. Emerging Markets
Brazil 0.54 (0.43) 0.57 (0.50)
Israel 0.37 (0.29) 0.57 (0.45)
Korea 0.42 (0.29) 0.58 (0.43)
Mexico 0.48 (0.35) 0.68 (0.61)
South Africa 0.65 (0.44) 0.68 (0.44)
Taiwan 0.40 (0.26) 0.55 (0.36)
AEM Average 0.47 (0.34) 0.60 (0.46)
Emerging Markets
Argentina 0.56 (0.44) 0.42 (0.33)
Chile 0.47 (0.37) 0.57 (0.47)
China 0.34 (0.07) 0.35 (0.23)
Colombia 0.37 (0.20) 0.28 (0.23)
India 0.25 (0.21) 0.54 (0.34)
Malaysia 0.43 (0.23) 0.40 (0.29)
Pakistan 0.27 (0.04) 0.27 (0.19)
Peru 0.41 (0.32) 0.35 (0.17)
Poland 0.40 (0.28) 0.57 (0.44)
Russia 0.61 (0.44) 0.49 (0.34)
Thailand 0.52 (0.28) 0.43 (0.36)
Turkey 0.34 (0.18) 041 (0.27)
EM Average 0.41 (0.25) 0.42 (0.30)
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Table 4.5: Benefits of Euro Zone Diversification.
The table presents the unconditional correlation figures (Jan. 1999 to March 2004) between the various
investors’ portfolios and the foreign market indices. The ‘Europhoric’ investor is the one that
diversifies across the 10 economic groups (based on level 3 industrial classifications) of the entire euro
zone. The ‘Eurosceptics’ diversify across the 10 economic groups of their respective countries only i.e.
Germany and France.

Europhoric German French Euro bloc
Investor Eurosceptic Eurosceptic Index
Developed Markets.
Australia 0.72 0.57 0.63 0.59
Austria 0.60 0.41 0.31 0.26
Belgium 0.89 0.69 0.75 0.68
Canada 0.78 0.66 0.72 0.69
Denmark 0.70 0.62 0.63 0.65
Finland 0.96 0.69 0.73 0.67
France 0.97 0.82 -- 0.94
Germany 0.97 -- 0.84 0.91
Hong Kong 0.71 0.57 0.61 0.61
Ireland 0.71 0.61 0.59 0.58
Italy 0.88 0.82 0.84 0.81
Japan 0.62 0.38 0.46 0.39
Netherlands 0.97 0.95 091 0.88
New Zealand 0.57 041 0.47 0.38
Norway 0.73 0.57 0.66 0.66
Spain 0.92 0.88 0.89 0.84
Sweden 0.88 0.78 0.84 0.81
Switzerland 0.89 0.76 0.78 0.77
UK 0.87 0.75 0.82 0.82
USA 0.85 0.73 0.77 0.77
Adv. Emerging Markets
Brazil 0.64 0.51 0.56 0.50
Israel 0.65 0.44 0.48 0.47
Korea 0.65 0.47 0.53 0.49
Mexico 0.74 0.55 0.62 0.62
South Africa 0.61 0.56 0.52 0.50
Taiwan 0.52 0.46 043 0.40
Emerging Markets
Argentina 0.40 0.38 0.35 0.36
Chile 0.64 0.47 0.53 0.47
China 0.38 0.32 0.30 0.25
Colombia 0.49 0.28 0.32 0.23
India 0.53 038 0.44 0.39
Malaysia 0.39 0.34 0.38 0.32
Pakistan 0.30 0.29 0.36 0.18
Peru 0.51 0.30 0.24 0.22
Poland 0.61 0.49 0.53 0.50
Turkey 0.40 0.31 0.33 0.30
Russia 0.49 041 041 0.36
Thailand 0.53 0.34 0.50 0.35
World 0.91 0.80 0.85 0.87

225




9CC

1o veo 91°0 000°0 0000 L9°0 0000 10000 §c0 ueder.
€0 o 1€°0 §9°0 L1°0 650 3 4] L00 89°0 Al
. ¥5°0 810 LTO 100 0000 €20 0000 0000 sto vsw_ob.
[4x1] 10 1o 1£4) 610 £€’0 120 600 €10 Suoy mqvm
o 170 £€°0 ¥S0 - 1440 1o - L80 ban:ow,u
LT0 1440 £€°0 000°0 0000 vEo 0000 0000 124\ 2N
1€°0 yTo 960 670 a4l L9°0 1241 €0 6L°0 EE:E
£v'0 reo o 0000 0000 £v'0 0000 0000 170 Jrewua(
e0 £C0 ££°0 [44)] 810 €20 80°0 900 81°0 epeue)
L8°0 £v'0 ¥9°0 €s0 yeo0 9¢°0 81°0 820 L90 wni3[ag
€10 600 120 000°0 0000 9¢'0 0000 0000 o eLgsny,
veo o wo 000°0 0000 1240 0000 0000 [4AV) eljeysny
SIABIAl
Joudlyj UBULIdY  JU0ZOINF [IUAI] UBUMLIIS  JUOZOINY  YIUdlg UBULIID) auozoany padopaaag
(sopes )a0ys ou) 3so ], Smuuedg 1S9 PIeM NI D (ST0) 1591 Sutnuedg -H
J Pued 4 Pueq V pued

"K[oA11d2dsax aouel pue ‘AueuLny ‘duozoing 3t jo sofjojuod dnoid
SIWUOUOIS (] Y} JO INOJ UTLIUOD YOUSI] PUE ‘UBULIAD) ‘2UOZOINY paweu suwm|o)) 007 YR — 6661 Arenue[ pouad sjdwes oy3 1940 (( [oueyd) oney adreys oy wr uwﬁno
pue (O [oued) (1007) I8 12 U00Y 3 ‘(d [3Ued) 359 WINID (€661) [2 12 U0siag (V [9ued) (L861) [9PUEY % UEULIDGNH Jo 5153} Suruureds qrm pajeroosse sonjea-d oy Jo podoy

[ou0Z0IN] ) JutuuedS IJUCIIEA-UEIJA] JO SISO, 0 F QB L




810

600

£T0

170

1220

(43

URLIERE

[44)]

1€°0

vTo

o

(44

£€0

UEULIJN)

(4% (]

8C0

veo

Zro

61°0

€£°0

auozoinyg

(soes 110ys ou) )53 Smiuuedg

£e0

[44V

170

£vo

v1°0

o

1¢°0

£1’0

170

o

§s0

£e’0

900

600

170

98°0

L90

19°0

£e0

94

ce0

ST0

60°0

LTT

9¢0
0000

£C0

o
0000

o

Joualy

0000
LTo
Lo
90
[£0

0000

$s0

910

000

1v°0

620

0000

LTo

HRULId®)  JuozZoAny

1591 PleM INIAD

£v'o

000°0

o

£€0

600

0000

0000

8¢0

Vo

€60

950

890

9L°0

Vo

o

80

650

Svo

L8°0

o

€0

§9°0

810

0000

91°0

£C0

0000

170

qoudLg

200

0000

1o

0

0000

§T0

uewLIIN)

050

6£0

170

1e0

ce0

68°0

auozoany

(ST0) 1521 Suruuedg MH

0000

<o

600

peo

81°0

0000

£€’0

£e0

0000

1T0

800

00

000°0

0000

£C0

ero

§T0

£v'o

£e0

9.0

LTOo

170

1340

i

uemie],
eIy nos
031X
mEoM_m_
_oﬁmH. _
__Nﬁmm
umuuxhwz

SuiSramy
‘ApV

oouerjy
VSl
PUBIOZIMS
uspamsg
uredg
AemioN
PUB[EaZ MIN

SPUBLISYION



Se0

910

$$°0

£€°0

€£0

00

b0

170

o

o

170

BUETE|

peo

Lro

(431

170

9L°0

v00

0

Svo

61°0

60°0

£1°0

£vo

7o

aeurIdn

8L°0

££0

Sv'o

(4%

680

8C°0

8v'0

1224

o

10

L9°0

Y0

£e0

auozoany

(sares yi0ys on) )sa ], Suiuuedg

Lro
o
|
,
|

8¢¢C

000°0

SV
(A1)
16°0
14740)
00070
0000
Iro
o
000°0
000°0
600°0
LT0

JouaLg

0000

6v'0

0000

££°0

6£0

0000

0000

200

1¢°0

0000

0000

0000

00

UBULIdY) auozo.iny

IS9L PIeM NIND

8¢°0

0T0

85°0

€e’0

98°0

Lro

¥e0

LLO

veo

S0

eo

Iv'o

8670

0000

61°0

Ie0

870

LE0

0000

0000

60°0

o

000°0

0000

00070

910

qouday

0000

870

000°0

§eo

o

0000

000°0

000°0

810

000°0

0000

0000

6000

uBuLIdN)

9¢°0

61°0

§S0

120

L8O

61°0

[4R(]

L90

(44

910

€C0

148"

LLO

2U0Zzo.any

(ST0) 353 Sutuuedg M-H

U—hOB,_
Aaxm],
puefleql
eIssny’
puejod
niag
uelsiyed
eISAR[RIA
elpyj
eIquiojop)
BUIYD
AYD
BUNUSIY

iS)ONIBIN
Suidiawy




Figure 4.1: Dynamic Conditional Correlations (DCC) between foreign market indices and
diversification portfolios of (a) the German and French eurosceptic investors (who invest across sectors in
their respective countries only, and (b) europhoric investors (who invest across Eurozone sectors),
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Summary and Conclusions

This thesis addresses some outstanding issues in literature pertaining to: causal links
between exchange rates and stock prices; the pricing of exchange rate risks in equity
markets and the implications of the European Economic and Monetary Union (EMU)
on both exchange rates and total equity market risk premia in some participating and
non-participating countries and effects on equity market integration; and finally, the
potential benefits of intra-country equity portfolio diversification in three European
equity markets (and the entire eurozone) as an alternative to cross-country equity

acquisitions which are susceptible to currency risks amongst other inherent risks.

Chapter 2 applies cointegration and granger-causality models to investigate whether
identified directions of causality between exchange rate changes and market index
movements are robust to industrial characteristics, in light of the general view held in
theoretical models of exchange rates determination and previous empirical studies that
they are. The evidence is in support of both the traditional approach that exchange
rates granger-cause stock prices and the portfolio approach that stock prices granger-
cause exchange rates in the countries considered. This is evidence that the two
variables may encourage some predictability in each other. However, the fact that the
direction of causality in each country (a) may vary with industry when the country’s
stock market index is disaggregated into industry portfolios (i.e. industry-specific),
(b) is subject to time variations with the possibility of a change in causality sign, and,
(c) is subject to the choice of exchange rates base currency and the influence of
external equity market movements; may undermine the usefulness of causality

information to economic agents, particularly domestic policy-makers.

Notwithstanding, the results from the US market have significant implications.
Firstly, the tendency for US stock price movements to granger-cause US dollar rates,
regardless of stock market disaggregation, time period, and exchange rate
information, provides an explanation for the insignificance of the exchange rate
exposure coefficient in US firms as found in many previous studies (e.g. Jorion,
1990). This ‘rigidity’ in the direction of causality in the US market may result from
US economic closeness in comparison to other countries in the study, and the

dominance of the US stock market. Secondly and consequentially, the tendency for
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stock price movements to lead exchange rates vis-a-vis the US dollar in all the
countries suggests that the US equity market movements has a major impact on the
direction of causality between exchange rates and equity prices in other markets.
Thirdly therefore, for future research on the causality between exchange rates and
stock prices especially in non-USA countries to be useful to economic agents and
policy-makers, the research methodology must seriously address the potential
implications of external market influences on the results. The real impact of such
external market movements can only be assessed when comparisons are made with
the results of causality tests between exchange rates and stock price movements that
arise from domestic conditions only i.e. idiosyncratic movements. As suggested by
Vassalou (2000), idiosyncratic movements in exchange rates can be derived from
residuals of a regression of the domestic currency values on the currencies of major
trading partner. The same procedure can be used to derive idiosyncratic equity market

movements.

Evidence in Chapter 3 shows that more than half of equity return variations in all six
countries are explained by the macroeconomic variables innovations, in line with the
‘acid test’ of the empirical validity of the APT suggested in Antoniou et al (1998b),.
Importantly, the crucial APT cross-equation pricing restrictions i.e. the null
hypotheses that the prices of risk are the same for all assets in each country cannot be
rejected. With respect to the main objectives, the evidence shows that exchange rate
risk is significantly priced in equity markets. However, the plausibility of the notion
that fixing exchange rates and adopting a single currency (as under the EMU) will
reduce currency risks is debatable, at least from an equity market perspective. Prior to
the commencement of the EMU, currency risks were of little importance in the French
equity market. After a short period of romance with the new currency, the perception
of market agents changed. The exchange rate risk premium rose sharply with an
unprecedented level of volatility in both France and Germany. Although this rise
(though steady in this case) is also noticeable in the Italian equity market, the
volatility that characterised the Lira exchange rate premium pre-1999 cannot be seen.
On the other hand, evidence from the Netherlands shows a decline in the currency risk
premium perhaps courtesy of the nature of its foreign trade. On the currency risk
premium front therefore, the larger EMU countries of France and Germany do not

appear to have benefited from their joining the EMU so far. However, at the
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introduction of the euro banknotes and coins in January 2002, there is a sharp fall in
the currency risk premiums in France and Germany, and more stability can be seen in
the premiums for the Netherlands and Italy. With the exception of Germany, the total
equity market premiums in the eurozone countries have reduced significantly since
the commencement of the EMU, suggesting a downturn in the risk premia associated
with other macroeconomic variables, notably inflation. Both currency and total equity
market premia for the UK declined over the period, whereas the US market does not

appear to have been affected by the EMU.

In general, it appears that the eurozone equity markets considered have responded
somewhat differently to the euro single currency, giving some credibility to the notion
put forward by Frankel (1999) that no single currency regime is right for all countries
or at all times. Therefore, exchange rates arrangements as under the EMU may not
necessarily reduce currency risks. Policy directed towards other risk-bearing
macroeconomic variables such as inflation may be necessary to reduce the total equity
market risk premium. However, since only three and a half years of post-EMU data is
analysed, it may be too early to judge the currency risk effects of the monetary union

and even the single currency.

Over the last three decades, the benefits of diversifying equity portfolios
internationally have been sounded in many quarters, even if such practice has not
been overwhelmingly embraced. It is widely believed that cross-country equity
acquisitions reduce total portfolio risks without sacrificing expected returns. Evidence
in Chapter 4 reverses this view by bringing to light diversification benefits that can
accrue to investors in the UK, France, and Germany who diversify within their
domestic equity markets only. As suggested by correlation analysis and tests of mean-
variance spanning, the potential of home diversification is significantly enhanced by
the stocks of multinational companies, country funds, and cross-listed securities, such
that any extra benefit from investing internationally is insignificant. This however
does not declare the death of international portfolio diversification, but rather suggest
that exchange rate risks and other risks directly associated with international equity
acquisitions may be avoided at very little cost to the European investor. Again as
demonstrated, the EMU offers unprecedented diversification benefits to the eurozone

investor, and more importantly, this benefit does not appear to be airﬁihisﬁing.
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