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Abstract 

Exchange Representations in Kohn-Sham Theory 

Kohn-Sham density functional theory (DFT) is the most widely used method in quan­

tum chemistry. It has the potential to provide accurate results at low computational 

cost. The quality of a DFT calculation is determined by the exchange--correlation en­

ergy functional. Hybrid functionals, which contain a fraction of exact orbital exchange, 

are extensively used due to their accuracy in a variety of applications. However, as 

commonly implemented, these functionals are outside the Kohn-Sham scheme, since 

the exchange operator is not a local multiplicative potential. In order to handle orbital 

dependent functionals correctly, schemes which determine a local multiplicative poten­

tial must be employed. The implementation and application of several such methods 

is the focus of this thesis. 

In Chapter 1 we outline the Hartree--Fock scheme, which defines the exchange 

energy, and overview wavefunction based procedures that recover correlation energy. 

Alternative theories based on the electron density are then considered and the founda­

tions of modern DFT are reviewed. The formalism of the optimized effective potential 

(OEP) method is introduced, which is the rigorous way to handle orbital dependent 

functionals. 

A number of approximations to the exchange only OEP method are outlined in 

Chapter 2 and their implementation is described. The methods are applied to the 

calculation of NMR shielding constants, highlighting differences between the approxi­

mations; their use in the construction of multiplicative hybrid functionals is also con­

sidered. In Chapter 3 these approximations are further investigated in the calculation 

of excited states and structural perturbations. 

In Chapter 4, the theory and implementation of a direct optimization procedure to 

determine OEPs is outlined, along with an implementation of the constrained search 

procedure, which allows the determination of the Kohn-Sham exchange-correlation 

potential from any input density. Chapter 5 compares the performance of the approx­

imate exchange potentials with those of OEP, highlighting the presence of correlated 

character in some of the approximate methods. 

The OEP implementation is extended to include hybrid exchange-correlation func­

tionals in Chapter 6. The performance of these methods for the calculation of NMR 

shielding constants, rotational g tensors and transition metal NMR chemical shifts is 

investigated. In all cases, substantial improvements over conventional results are ob­

tained. In Chapter 7 DFT is used to investigate an interaction of relevance in organic 

chemistry. Concluding remarks ·are given in Chapter 8. 
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Chapter 1 

Introduction and Background 

In this chapter many key concepts relevant to the work in this thesis are introduced. 

The techniques necessary to approximately solve the time-independent Schrodinger 

equation for molecular systems are outlined. The wavefunction-based Hartree-Fock 

theory is briefly reviewed before describing methods for introducing the electron cor­

relation missing in the Hartree-Fock scheme. Kohn-Sham density functional theory 

is introduced as a formally exact, density based, computationally efficient, alternative. 

The approximations required for its practical application to molecular systems are dis­

cussed with special reference to the exchange-correlation representation. The chapter 

concludes with an outline of the optimized effective potential (OEP) method, which is 

one of the central topics of this thesis. 

1.1 The Schrodinger Equatoon 

In 1926 Schrodinger presented his non-relativistic wave equation [1-6], 

iiw = inaw 
at (1.1.1) 

This equation provides a mathematical model powerful enough to describe all non­

relativistic chemical systems. The equation was not derived but rather postulated 

from a consideration of the classical Hamilton-Jacobi equation. The operator fi is the 

Hamiltonian operator and is the sum of operators corresponding to all energy contri­

butions in the system. For a molecule with N electrons and M nuclei the Hamiltonian, 

in atomic units, may be written as 

N M .N M N N M M 

ii = -~ ~\77- ~ ~ _1 \7~- '""~ ZA + ~~ 2._ + ~ ~ ZAZB (1.1.2) 
2~ 2~MA ~~r·A ~~r·· ~~ RAB 

i=l A=l i=l A=l t i=l j>i tJ A=l B>A 
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The first two operators describe the kinetic energy contributions of the electrons and 

nuclei, respectively. The third term describes the electron-nuclear Coulombic inter­

actions and the last two describe the electron-electron and nuclear-nuclear repulsion. 

The masses of the nuclei are MA and their atomic numbers are ZA; the nuclear-nuclear 

separations are described by R and the inter-electronic distances by r. 

The wavefunction Ill which satisfies the Schrodinger equation must be everywhere 

single valued, finite and continuously differentiable up to second order. The wavefunc­

tion is a complex quantity, depending on the spatial and spin coordinates of all the 

particles in the system, as well as time. Whilst the wavefunction itself has no physical 

meaning, the Born interpretation [7) shows that its square is a probability density, 

with the caveat that the wavefunction is normalised. This interpretation leads to the 

constraint for finite systems that the wavefunction must be square integrable 

(1.1.3) 

since there must be a finite probability of finding the particles somewhere in space. 

This also implies that far from the system Ill approaches zero. 

The time-dependent form of the Schrodinger Eqn. (1.1.1) with a Hamiltonian of 

the form of Eqn. (1.1.2) may be simplified by a separation of variables since the 

Hamiltonian is independent of time. Applying this separation the wavefunction may 

be written as 
'lf(t) = We-iEtjn (1.1.4) 

and the time-independent Schrodinger equation is 

iiw = Ew (1.1.5) 

For a given ii there may be an infinite number of Ill's, each with their corresponding 

eigenvalues, E; the eigenstate with lowest energy, E0 , is described by the groundstate 

wavefunction, w0 . 

In choosing the Schrodinger equation as the mathematical model a number of ap­

proximations have already been introduced. By negelecting relativity the concept of 

electron spin does not arise (a deficiency which is corrected by the Dirac equation [8, 9]). 

However, for any reasonable theoretical description of a molecular system spin must 

be included. In order to achieve this for the electrons without explicitly considering 

relativity, spin is introduced as a new degree of freedom with two states. The Pauli 

principle [10) states that the wavefunction must be symmetric under the exchange of 

two identical bosons and antisymmetric under the exchange of two identical fermions. 
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The introduction of spin also leads to terms in the Hamiltonian of the system that 

describe the interactions of the spin of the particles with the magnetic moments due 

to the orbital motion of the electrons. These terms are required if spin orbit coupling 

and hyperfine splitting effects are to be considered. However in general these terms are 

not included. The Schrodinger equation is extremely difficult to solve for all but the 

simplest systems. In order to attempt its solution for molecular systems a number of 

further approximations must be made. 

1.2 The Born-Oppenheimer Approximation 

In 1927 Born and Oppenheimer [11] introduced a method to make possible the approx­

imate solution of the non-relativistic time-independent Schrodinger equation. Their 

approximation allowed the separation of the Schrodinger Eqn. (1.1.5) into nuclear and 

electronic parts. The complete solution to the equation is then obtained by solving the 

electronic equation at fixed nuclear geometries and inserting the resulting potential 

into the nuclear equation. The electronic Schrodinger equation may be written as 

(1.2.1) 

where W i is now the electronic wavefunction and the electronic Hamiltonian is 

(1.2.2) 

The solutions to Eqn. ( 1.2.1) enter the nuclear Schrodinger equation 

(1.2.3) 

in the form of the potential energy surface Vj (R) constructed from the electronic en­

ergy Ej and the nuclear-nuclear repulsion energy at each geometry. In the Born­

Oppenheimer approximation the total wavefunction may be considered as consisting 

of two parts, one which describes the nuclear motion and a second which describes the 

motion of the electrons as though the nuclei were fixed in their instantaneous posi­

tions. The electrons are then described as following the nuclear motion adiabatically, 

which means that the electrons do not make transitions from one state to another but 

instead the electronic state is progressively deformed by the nuclear displacements. In 

certain circumstances such as the description of photochemical processes it is necessary 
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to go beyond the Born-Oppenheimer approximation because more than one electronic 

energy surface must be considered. In the majority of calculations, and all of those in 

this thesis, the Born-Oppenheimer approximation is sufficiently accurate for chemical 

application. 

1.3 Hartree-Fock Theory 

A simple mathematical form for the electronic wavefunction is now required to enable 

the approximate solution of the electronic Schrodinger equation. To this end the orbital 

approximation to the many electron wavefunction is now introduced. W is written in 

terms of one electron functions called spin orbitals, Xj(xi), where xi is a combined 

space and spin coordinate. Each spin orbital may then be written as a product of 

spatial and spin parts 

(1.3.1) 

where '1/Jj ( r) corresponds to the spatial function and the spin functions are a( s) (spin 

up) and f3(s) (spin down). 

If the electronic Hamiltonian of Eqn. (1.2.2) consisted purely of one electron oper­

ators, hi, then a set of one electron equations could be derived, which take the form 

(1.3.2) 

where we have defined the spin orbital, xj(xi), as a one electron wavefunction. The 

total wavefunction, w, could then be written as the Hartree product [12-14] of these 

one electron spin orbitals 

(1.3".3) 

However, even if the Hamiltonian could be written as a sum of one electron terms the 

Hartree product would not be a suitable form for the wavefunction since it distinguishes 

between different electrons and the wavefunction is not antisymmetric with respect to 

the interchange of the space and spin coordinates of any two electrons. To introduce 

the antisymmetry condition for the wavefunction, as required by the Pauli principle, 

we can apply an antisymmetrisation operator 

A= (N!t~ I)-1)P p (1.3.4) 
p 
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to the Hartree product, where p is the parity of the permutation P. This operator 

selects the antisymmetric component of the Hartree product and gives the Slater de­

terminant (SD) [15, 16] 

(1.3.5) 

This determinant has the desired properties for the wavefunction; interchanging the 

coordinates of any two electrons corresponds to interchanging two rows of the deter­

minant which results in a change of sign for the wavefunction. 

The Hartree-Fock scheme [12-14, 17, 18] is defined by approximating the wave­

function as a single Slater determinant and finding the expectation value of the true 

electronic Hamiltonian with this wavefunction. This expectation value 

~ N ~ 1 N N 

Esn = ('l!sniHeiWso) = L(ilhli) + 2 L L[(iiljj)- (ijiJi)] 
i=l i=l j=l 

(1.3.6) 

is a functional of the spin orbitals from which the single determinant is constructed. 

The first term consists of the kinetic and nuclear-electron contributions to the energy 

which are evaluated as one electron integrals 

(1.3. 7) 

The second term contains the Coulomb and exchange energies which arise naturally 

when a single determinant is used to approximate the wavefunction, and are calculated 

as two electron integrals 

(1.3.8) 

(1.3.9) 

Following the variational principle the Hartree-Fock equations are then derived by 

minimising Eso with respect to the spin orbitals under the constraint that they remain 

orthonormal. This is achieved by the multiplier method of Lagrange, and results in 

N 

frxi = LEijXj 

j=l 

(1.3.10) 
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where Eij is the matrix of Lagrange multipliers and F is the Fock operator given by 

N 

F= h+ ~Jj -kj (1.3.11) 
j=l 

in which the first term consists of the kinetic and nuclear-electron one electron operators 

(1.3.12) 

The second term consists of the Coulomb and exchange operators which are defined 

by their effect when operating on spin orbital Xi(x1) as, 

(1.3.13) 

KjXi(xi) = [/ xj(x2)r1lxi(x2)dx2] Xj(xi) (1.3.14) 

Eqn. (1.3.10) is not in the form an eigenvalue problem. It can be shown that there will 

always exist a unique set of spin orbitals such that the matrix of Lagrange multipliers 

is diagonal. This defines the canonical Hartree-Fock equations 

(1.3.15) 

The Hartree-Fock equations have been presented in terms of the general one electron 

spin orbitals which are the product of spatial and spin parts. To derive matrix equations 

two approaches can be adopted, either the spatial parts of the a and /3 spin orbitals 

are allowed to be different (Unrestricted Hartree-Fock), or they are constrained to be 

the same (Restricted Hartree-Fock). 

1.3.1 Unrestricted Hartree-Fock (UHF) Theory 

In the UHF case the spatial functions corresponding to electrons of a and /3 spin are 

allowed to be different 

·(x) = { 1/.;j(r)a(s) 
XJ 1/.J] ( r) /3 ( s) 

(1.3.16) 

In order to derive a set of equations for the spatial orbitals the above expressions for 

the spin orbitals are inserted into the Hartree-Fock equations and the spin is integrated 

out, giving 

(1.3.17) 
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where (]' is a spin label and the Fock operators are defined by 

N" N"
1 

fra = h + L [ J; - k;] + 2:: Jf' (1.3.18) 
i=l i=l 

The Coulomb and exchange operators are analogous to those defined previously but 

with the orbitals restricted to one spin. Since any given electron in the molecule 

experiences Coulombic repulsion from all of the other electrons, irrespective of spin, 

the Fock operators and hence the spatial equations for each spin are not independent. 

The two equations must therefore be solved simultaneously. 

To solve the UHF equations the spatial orbitals are expanded in terms of a basis set. 

Basis sets are typically defined for each nucleus. Basis functions in common use fall into 

two types; Slater-type atomic orbitals (STOs) [19] and Gaussian-type atomic orbitals 

(GTOs) [20]. For a nucleus centred at A= (Ax, Ay, Az) the STO radial functions are 

(1.3.19) 

where a: is a nucleus dependent exponent, N is the normalisation constant, and the 

angular momentum of the function, L = k + l + m. 

Whilst the STOs have desirable properties in that they can closely resemble the 

exact hydrogenic wavefunctions, having cusps at the nuclei and decaying exponentially, 

integrals over these functions are difficult to compute. In 1950 Boys [20] suggested that 

GTO basis functions could be used in their place 

(1.3.20) 

since integrals over these functions are computationally simple and efficient to evaluate. 

However since they have incorrect nuclear cusps and decay too quickly, many more of 

them must be used to achieve accurate results. This is offset by the large reduction 

in effort required to evaluate their integrals. Typical basis sets attempt to reproduce 

STO type behaviour by using contractions of several GTO functions 

PA 

¢i(r) = N L Cip(X- Ax)k(y- Ay)1(z- Az)me-apir-AI
2 

(1.3.21) 
p=l 

where PA defines the depth of contraction and Cip are the contraction coefficients. 

Commonly used examples are the correlation consistent sets of Dunning [21] and the 

split-valence sets of Pople [22-24]. In the calculation of molecular properties a judicious 
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choice of basis set can be essential to obtain converged results. For example, in the 

calculation of nuclear magnetic shielding constants or spin-spin coupling constants 

it is essential that the basis set contains high exponent functions, whereas for the 

calculation of excitation energies it is essential that the basis set contains many diffuse 

(low exponent) functions. 

The basis set expansion of the molecular orbitals in terms of the chosen basis 

functions, ¢, is 

(1.3.22) 

This can be substituted into the Hartree-Fock equations and then multiplying from 

the left by another basis function and integrating gives the Pople-Nesbet [25] matrix 

equations 

:L (Ff11 - EiS>-11 ) c;i = o (1.3.23) 
J1 

The indices >. and f.l label the basis functions, S is the overlap matrix and F is the 

matrix representation of the Fock operator. The Pople-Nesbet equations are solved 

using the self-consistent field (SCF) procedure in which a starting set of orbitals are 

chosen, the corresponding Fock matrix is constructed and a new set of orbitals (the 

eigenfunctions of the Fock matrix) are computed. This procedure is then iterated 

until the orbitals no longer change between iterations; this is termed self consistency. 

The convergence of the SCF procedure can be difficult and so several methods have 

been proposed for acceleration of the process. Common implementations use the direct 

inversion in the iterative subspace (DIIS) method of Pulay [26] and the level shifting 

scheme [27]. 

1.3.2 Restricted Hartree-Fock (RHf) Theory 

The RHF equations can be obtained from the UHF equations by forcing Na = Nf3 and 

'1/Jj = '1/Jj so that all the spatial orbitals are now doubly occupied with two electrons of 

opposing spin. The spatial orbital one electron equations can be written as 

(1.3.24) 

where the Fock operator now becomes 

N/2 

F = h + L [ 2J - ki] 
i=l 

(1.3.25) 
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with the sum running to N /2 since the orbitals are now doubly occupied. Introducing 

the basis set expansion results in the Roothaan-Hall [28, 29] matrix equations 

2:.: (F>..Jl- Cis>-Jl) cjli = o 
J1 

(1.3.26) 

The Hartree-Fock method is exact for one electron systems. Ho'Y"ever for general many 

electron systems the Hartree-Fock solutions are approximate. In the next section 

methods which improve upon the Hartree-Fock wavefunction are considered. 

1.4 Introducing E~ectron Correlation 

The broadest definition of electron correlation is to say that at a given moment in time 

the motion of any one electron is dependent on the motion of all of the other electrons. 

The Hartree-Fock scheme includes the exchange interaction which arises due to the 

Pauli principle and keeps electrons of like spin apart, resulting in a lowering of the 

electronic energy. The Hartree-Fock energy is however still above that of the exact 

energy since the wavefunction is approximate. This leads to the Lowdin definition [30] 

that "the correlation energy for a certain state with respect to a specified Hamiltonian 

is the difference between the exact eigenvalue of the Hamiltonian and its expectation 

value in the Hartree-Fock approximation for the state under consideration." 

(1.4.1) 

The correlation energy can be further broken down _into dynamic and non-dynamic 

contributions. Dynamic correlation is due to the short range instantaneous interaction 

of the electrons which cannot be modelled by the average nature of the Hartree-Fock 

approximation. Non-dynamic correlation is a long range effect which is a result of the 

fundamental failure of a single Slater determinant to adequately describe the wave­

function. The lack of non-dynamic correlation is especially important when describing 

the dissociation of molecules. There are several wavefunction based approaches for 

recovering the correlation energy and these are now outlined. 

1.4.1 Configuration Interaction 

In order to describe electronic correlation accurately it is necessary to include the in­

terelectronic distance. One conceptually simple way to achieve this is the configuration 

interaction ( CI) approach. In CI theory the wavefunction is expanded as a linear com-
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bination of all possible excited determinants from some reference determinant, w0 , in 

the form 

<I>= coWo + L cfwf + L cfJwfj + ... (1.4.2) 
ia j>i,b>a 

where for example 'l!f represents a Slater determinant created by a single excitation 

from the reference state. The CI scheme is variational and the optimal expansion 

parameters may be determined by a mipimisation of the energy. When all possible 

excited state determinants are included the scheme is called full CI (FCI) and gives 

the exact correlation energy within a given basis set. FCI is impractical for all but 

the smallest systems so the series must be truncated, but the calculations are then no 

longer size consistent [31-33]. This means that the energy of an infinitely separated 

system will not be equal to the sum of the energies of its individual components. For 

the CISD method (using only singly- and doubly-excited determinants) the Davidson 

correction [34] was proposed to approximately fix this problem. A better solution to the 

size-consistency problem is the quadratic configuration interaction method, in which 

additional higher excitation terms which are quadratic in the expansion coefficients are 

added [35]. 

1.4.2 Coupled Cluster Theory 

In coupled cluster ( CC) methods [36-38] the size consistency is restored at all levels of 

truncation. The wavefunction is represented by 

(1.4.3) 

where 
h h 1 h2 1 h3 ~ 1 h k 

exp(T) = 1 + T + -T + -T + ... = ~ kl T 
2 6 k=O . 

(1.4.4) 

and T is the cluster operator which generates the excited determinants. The most 

widely used coupled cluster approach is the CCSD method in which only single and 

double excitations are included. Other schemes exist which attempt to include higher 

terms in an approximate fashion, for example CCSD(T) which includes a perturba­

tive treatment of the triply excited contributions. The CC method is not variational, 

although its application over the past two decades has demonstrated its accuracy. 

A variant of the coupled cluster approach, which is closely related to the CCSD 

scheme, is the Brueckner Doubles (BD) scheme [39-41] in which rather than using a 

Hartree-Fock single determinant as the reference a new set of orbitals are calculated, 

defined such that the single excitation amplitudes for the resulting determinant are 
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zero. These orbitals are determined at each step of the coupled cluster calculation and 

as such the procedure is slightly more computationally demanding. In most cases the 

use of Brueckner orbitals offers little advantage. However in cases where the Hartree­

Fock wavefunction may exhibit instabilities, such as molecular dissociation, the use 

of the Brueckner scheme is preferred since the reference on which the coupled cluster 

calculation is based may not suffer from the instabilities. 

1.4.3 M{iJIIer-Piesset Perturbation Theory 

The Hartree-Fock wavefunction is an approximate eigenfunction of the exact Hamilto­

nian. However there exists a system for which the Hartree-Fock wavefunction is exact. 

The Hamiltonian for this system is 

(1.4.5) 

and is referred to as the Hartree-Fock non-interacting system. The difference between 

H0 and the exact Hamiltonian may be regarded as a perturbation. This is the basis of 

M~ller-Plesset theory which applies Rayleigh-Schrodinger perturbation theory to the 

electronic structure problem. The Hartree-Fock energy is recovered at first order and 

so correlation is introduced at higher orders. For example the second order energy is, 

E
2 

= -~"' [(ai lbj) - (ajl bi)]
2 

4 ~ c + cb- £·- c · 
ijab a · l J 

(1.4.6) 

This level of perturbation theory is called MP2 [42] theory and typically recovers 70-

80% of the correlation energy. Unfortunately convergence of the M~ller-Plesset series 

is not guaranteed. In fact it can diverge and display oscillatory behaviour, especially 

when the Hartree-Fock determinant is a poor reference. As such most applications of 

M~ller-Plesset theory are limited to the MP2 level. The MP2 method is not variational 

but is size consistent. 

The problem with the above wavefunction based methods is that they are com­

putationally much more expensive than the Hartree-Fock scheme, which scales as N 4 

where N is a measure of system size. For example the CISD, CCSD and BD methods 

scale as N 6 and inclusion of higher excitations makes the situation worse; for CCSD(T) 

the scaling is N 7 and rises to N 8 for CCSDT. The MP2 approach scales as N 5 and 

represents the least computationally demanding way to introduce electron correlation. 

However, all of these methods are difficult to apply to large chemically and biologically 

relevant systems. 
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1.5 Early Theories Based on the E~ectron Density 

An attractive alternative is to develop a theory based on the electron density, 

(1.5.1) 

which is the probability of finding an electron in volume element dr with arbitrary 

spin, whilst the other N - 1 electrons have arbitrary positions and spins in the state 

represented by W. The function p( r) is dependent on only three spatial variables, 

is non-negative, vanishes at infinity and when integrated gives the total number of 

electrons 

j p(r)dr = N (1.5.2) 

At the positions of the nuclei the density displays cusps which are related to the nuclear 

charge, Z, by 

lim [~ +2ZA] p(r) = 0 
r;A-->0 ur 

(1.5.3) 

These properties of the electron density suggest that it may prbvide enough information 

to form the basis of an electronic structure theory. The relatively simple nature of the 

electron density compared to the wavefunction inspired several early attempts at a 

density functional theory (DFT). 

1.5.1 The Thomas-Fermi Model 

In 1927, Thomas and Fermi [43, 44] independently derived a method for calculating 

the electron distributions and fields in heavy atoms. The Thomas-Fermi and related 

schemes may be regarded as first generation density functional methods. For a uniform 

gas distribution of electrons the kinetic energy is given by 

(1.5.4) 

Then by adding the classical expressions for the nuclear-electron and electron-electron 

potentials the energy of an atom can be written as a functional of the density 

E[p] = ~(37r2 ) 213 Jp513 (r)dr- zj p(r) dr + ~ JJ p(r)p(r') drdr' 
10 r 2 lr- r'l (1.5.5) 

However the approximation to the kinetic energy is poor and the effects of exchange 

and correlation are completely negelected. Energies predicted by the Thomas-Fermi 

model are typically too low by around 20%. The density obtained from the model 
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also shows serious defects. There is no shell structure present and it is infinite at the 

nucleus. Furthermore when the model is applied to molecules, none are stable with 

respect to dissociation [45, 46]. As such the model is completely unsuitable for chemical 

systems. 

1.5.2 The Thomas-Fermi-Dirac Model 

A number of refinements to the Thomas-Fermi model were proposed, the first of which 

was the addition of an approximate exchange energy term 

(1.5.6) 

to give Thomas-Fermi-Dirac Theory [47]. This model was also unsuccessful when 

applied to chemical systems. The energies that were already too low in the original 

model are further lowered and the shortcomings of the original model remain. However 

this idea of deriving a functional for the exchange energy of a uniform electron gas and 

applying it to non-uniform electron densities in atoms and molecules still finds use in 

modern density functional theory. 

1.5.3 The Thomas-Fermi-Dirac-Weizsacker Model 

In 1935 Weizsacker [48] suggested a correction to the Thomas-Fermi kinetic energy 

functional of the form 
r, [ ] = ~ J IV' p( r) 12 d 

w p 8 p(r) r (1.5.7) 

This correction attempts to take account of the inhomogeneity of the electron de~sity 

and is the first example of a gradient correction to a density functional. The total 

kinetic energy can then be written as 

(1.5.8) 

where A is an adjustable parameter. In Weizsacker's original work A = 1. However 

from gradient expansion techniques a value of~ is proposed [49] and from fitting to the 

energies of hydrogenic atoms a value of i is proposed [50]. Inclusion of this correction 

term can lead to energies much closer to the Hartree-Fock energy for atoms and the 

density no longer diverges at the nucleus. Molecular binding is also possib~e but the 

method is still not accurate enough for chemical application. 



1. Introduction and Background 14 

1.5.4 The Slater Xa Method 

In 1951 Slater [51] proposed replacing the complicated non-multiplicative Hartree-Fock 

exchange operator with a multiplicative potential. The Hartree-Fock equations can be 

written 

[ ~ ~ J <pj(r')<pj(r') 
1 

I:f=l J 'Pi(r)<pji:'2~:t)<p;(r') dr'] 
h(r) + L I 'I dr - *( ) ( ) 'Pi(r) = Ei'Pi(r) j=l r - r <pi r 'Pi r 

(1.5.9) 

where the exchange operator has been replaced by an equivalent potential acting on 

the ith orbital. In order to obtain a single potential common to all of the one electron 

equations Slater proposed replacing the exchange operator with an average over all of 

the orbitals according to the density, resulting in 

[ 

N * ( ') ( ') ""'N ""N J 'Pi(r)<pj(r')<pj(r)<p;(r') d '] 
h(r) + L J 'Pj r ~<pj' r dr'- L......i=l L...-j=l N * lr-r'f r 'Pi(r) = Ei'Pi(r) 

j=l lr r I Li=l 'Pi (r)<pi(r) 
(1.5.10) 

The Slater exchange potential can be written more succinctly as 

VS!ater(r) = - 71s J p(r', r)p(r, r') dr' 
x p(r) lr- r'l 

(1.5.11) 

where ns is the spin degeneracy. 

Slater suggested further simplification by replacing the averaged exchange charge 

density with that of a uniform electron gas, in which case the exchange potential 

becomes 

3 (3)~ 1 vx"(r) =-a- - p3(r) 
X 2 7r 

(1.5.12) 

Here the adjustable exchange parameter a has been introduced, which was equal to 1 

in Slater's original work. Taking a to be ~ gives the local density approximation to 

the exchange potential derived by Dirac. Using the potential of Eqn. (1.5.12) with a 

chosen value of a to solve approximate Hartree-Fock equations is called the Slater Xa 

method. Although this approach found widespread application in physics it did not 

make much impact in chemical applications. 

1.6 Modern Density Functional Theory 

In 1964 Hohenberg and Kahn (HK) [52] gave a sound foundation for a theory based on 

the electronic density, p( r), and showed that the density associated with the ground 
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state of a molecule may be determined variationally. In 1965 Kahn and Sham (KS) [53] 

derived a set of equations that can be solved self-consistently and include the effects 

of electron correlation. These two key papers form the basis of all modern density 

functional theory (DFT) schemes. 

1.6.1 The Hohenberg-Kohn Theorems 

Consider a group of electrons moving under the influence of a time-independent external 

potential, v ( r). For non-degenerate ground states, W, Hohenberg and Kohn showed 

that for a given v ( r) there exists one unique corresponding electron density p( r) and 

vice versa. Mathematically this is expressed by saying that v ( r) is a unique functional 

of p(r). The proof of this proceeds by considering the case of two potentials, v(r) 

and v'(r), with corresponding ground states W and W'. The potentials are subject to 

the condition that v(r) =F v'(r) +constant, so that W =F W' since the wavefunctions 

must satisfy different Schrodinger equations. This means that there are two different 

Hamiltonians, iJ and H', with different ground state energies Eo and Eb. 

Assume that Wand W' correspond to the same electron density. Using W' as a trial 

wavefunction with the Hamiltonian fi, evaluating its expectation value and using the 

variational principle gives the inequality 

E0 < E~ + j p(r)[v(r)- v'(r)]dr (1.6.1) 

Similarly using W as a trial wavefunction for H' gives the inequality 

Eb <Eo+ j p(r)[v'(r)- v(r)]dr (1.6.2) 

The addition of these two relations cancels the integral terms and we obtain the con­

tradiction that 

Eo + Eb < Eb + Eo (1.6.3) 

Hence v(r) is to within an additive constant a unique functional of p(r). This im­

portant result is the first Hohenberg-Kohn theorem (HKl). Bright-Wilson gave an 

elegant explanation of why p( r) determines v( r). He stated that the cusps of the elec­

tron density give us the positions of the nuclei and their slopes allow us to determine 

their atomic numbers. Hence p(r) determines v(r). Since p(r) also integrates to the 

number of electrons, N, then it follows that p(r) determines the complete electronic 

Hamiltonian and all properties which may be determined from it. This establishes a 

firm foundation for a theory of electronic structure based on the density rather than 
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the wavefunction. 

The second Hohenberg-Kohn theorem (HK2) gives a variational principle in terms 

of the density. HKl establishes that the exact p(r) may be uniquely associated with a 

v(r) and hence determJne ii and W. Let us also consider a trial density p(r) which is 

associated with v(r), ii and ~. From the variational principle we have 

(1.6.4) 

giving the variational principle in terms of the energy as a functional of the density 

E[p];? E[p] (1.6.5) 

The variational principle requires that for the true density the energy is a minimum 

subject to the constraint that the integral of the density is equal to the number of 

electrons 

bE[p] - p,b [! p(r)dr- N] = 0 

which gives the Euler-Lagrange equation 

_ ( ) bT[p] bVee[P] 
1--t- v r + bp(r) + bp(r) 

(1.6.6) 

(1.6.7) 

If the exact form of T[p] and Vee[P] were known then the solution of this equation would 

yield the exact density p( r). 

1.6.2 The v-representability Problem 

The Hohenberg-Kohn theorems assume that p(r) is associated with a ground state 

wavefunction of some Hamiltonian, ii, of the form 

(1.6.8) 

with the external potential v(r). This is termed v-representability. It has been shown 

that certain reasonable trial densities are not v-representable [54, 55]. It is also as­

sumed that there is no degeneracy in the ground state. Levy was able to solve both 

of these issues by reformulation of the proof into a constrained search over trial wave­

functions yielding a chosen electron density such that only the N-representability of p 

is required [54, 56]. He noted that the true ground state wavefunction could be distin­

guished from the set of wavefunctions yielding the exact ground state density by the 
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minimisation of the expectation value of T + Vee and so defined the universal (in the 

sense that it is independent of the external potential) functional 

The energy in terms of this functional can then be written as 

E - ~}} [F[p] + J v(r)p(r)dr] 

minE[p] 
p-TN 

(1.6.9) 

(1.6.10) 

and the search only requires the N-representability of the density, the conditions for 

which are known, namely that the density should be everywhere positive, integrate 

to the number of electrons and J I'V p~ l2dr < oo, which are satisfied by all reasonable 

trial densities. The restriction to a non-degenerate ground state is also lifted since the 

proof now focuses on the wavefunctions which yield a selected density, and so only 

the wavefunction giving the required density will be selected from a degenerate set. 

The N-representability condition is a weaker constraint than v-representability and all 

v-representable densities are N-representable by definition. 

1.6.3 The Kohn-Sham Equations 

Kohn and Sham [53] were able to work from the HK theorems to derive a set of 

equations that could be solved self consistently and include the effects of electron 

correlation. They began by further partitioning the energy as 

E = J Vext(r)p(r)dr + ~ JJ P~~~~? drdr' + Ts[P] + Exc[P] (1.6.11) 

The first term corresponds to the interaction of the electrons with the fixed nuclear 

framework and the second is the classical Coulombic repulsion of an electron density 

with itself. The third term is the kinetic energy for a system of non-interacting elec­

trons with the same density as the real system and the final term is the Kohn-Sham 

definition of the exchange-correlation energy. Using this partitioning only the final 

term is unknown and consists of the exchange and correlation energies along with a 

kinetic energy contribution to account for the difference between the kinetic energy of 

the real system and the non-interacting system. The fact that Ts gives a good approx­

imation to the kinetic energy of the interacting system is important since the kinetic 

contribution to the electronic energy is by far the largest. Functional differentiation of 
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the above energy expression with respect to the density subject to the constraint, 

j p(r)dr- N = 0 (1.6.12) 

yields 

[ ( ) J p(r') d 1 5Ts[P] 5Exc[P]]-
Vext r + jr- r'l r + 5p(r) + Op(r) - J1, 

(1.6.13) 

where J1, is the Lagrange multiplier. This is exactly the same as the Euler-Lagrange 

equation for a non-interacting system with a density equal to that of the interacting 

one moving in the effective potential vs(r) = Vext(r) + VJ(r) + Vxc(r) 

(1.6.14) 

A single Slater determinant is an exact eigenfunction of the Hamiltonian for a non­

interacting system and so the Kohn-Sham scheme is in principle exact but with a 

machinery similar to that of the Hartree-Fock method. Following the derivation of the 

HF scheme we can write a set of one electron equations for this system as 

[ -~V'2 _ LM ZA J p(r') d, 5Exc[P]l . _ .. 
2 + I 'I r + J: ( ) 'Pt - Et'Pt 

A riA r- r up r 
(1.6.15) 

where the term in square brackets defines the Kohn-Sham operator and consists of 

kinetic, nuclear-electron, Coulomb and exchange-correlation terms. The Coulomb, 

exchange-correlation and external potentials are all local multiplicative operators de­

fined as the functional derivatives of the corresponding energy contributions with re­

spect to the density. The density may be obtained via 

N 

p(r) = L I'Pi(r)l 2 (1.6.16) 
i=l 

where N is the number of electrons and 'Pi are the Kohn-Sham single particle orbitals. 

The energy is calculated in a similar way to the Hartree-Fock scheme, but with the 

exchange-correlation energy in place of the exchange energy 

N A 1 N N 

EKS = L(ilhli) + 2 L L(iiljj) + Exc[P] 
i=l i=l j=l 

(1.6.17) 

These equations can be solved self-consistently in the same fashion as the Hartree-Fock 

equations discussed in Section 1.3. However, since the single determinant in the Kohn-
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Sham scheme is not used to approximate the wavefunction of the interacting system 

but rather to describe a non-interacting system with the same density, the equations 

are formally exact and can in principle include all effects of electron correlation if an 

accurate form for Exc is known. 

1.6.4 Applying the Constrained Search to the Kahn-Sham System 

It is also possible to employ the Levy constrained search formalism [56] within the 

Kohn-Sham scheme. This allows the determination of the Kohn-Sham exchange­

correlation potential, orbitals and eigenvalues associated with an input electron density. 

In the Kohn-Sham partitioning of the total energy of Eqn. (1.6.11), all terms except 

the non-interacting kinetic energy are explicit functionals of the density and so for a 

given input density are fixed. However the non-interacting kinetic energy is an implicit 

density functional since it depends on the orbitals which are themselves functionals of 

the density. As shown by Levy and Perdew [57] the Kohn-Sham orbitals are returned 

from the minimisation 

Ts[P] = min I Wsn lrl Wsn \ 
'llsn-->Po \ I (1.6.18) 

where Wsn is the Slater determinant constructed from the Kohn-Sham orbitals, Ts is 

the kinetic energy of the non-interacting reference system and the sum of the squares 

of the occupied orbitals is constrained to give the input electronic density, p0 . Thus 

the constrained search distinguishes the closed shell determinant which gives the lowest 

energy from the set of determinants that give the input density. 

There are several schemes in the literature which attempt to implement this ap­

proach. In Chapter 4 the implementation of the Wu-Yang (WY) procedure [58] is 

described in detail and in later chapters its performance in application to various prob­

lems is examined. An alternative approach is the procedure of Zhao, Morrison and 

Parr (ZMP) [59] which is outlined here and applied in Chapter 2. 

In order to force the calculated density to be equal to the input density, p0 ( r), ZMP 

introduced a constraint of the form 

C[ ] = ~ J J [p(r) - Po(r)][p(r') - Po(r')] d dr' = 0 p, Po 2 lr- r'l r (1.6.19) 

where p(r) is the density used during the minimisation. Introducing a Lagrange mul­

tiplier, >.., the potential associated with the constraint may be written as, 

v"(r) = ). j p(r')- Po(r') dr' 
c lr- r'l 

(1.6.20) 
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Minimisation of Ts with respect to the orbitals then gives the differential equations, 

(1.6.21) 

The form of Eqn. (1.6.21) is not particularly useful for implementation since it puts 

a large burden on the constraint potential. This may be reduced by adding to it the 

nuclear-electron and Coulomb potentials. Modifying the Coulomb potential by the 

Fermi-Amaldi factor (1- 1/N) also ensures the correct -1/r long range behaviour of 

the exchange-correlation potential. This results in the equation 

(1.6.22) 

As A---+ oo, Eqn. (1.6.22) gives the Kohn-Sham orbitals and so represents the Kahn­

Sham equations. The exchange-correlation potential, Vxc ( r), can be identified as 

(1.6.23) 

In the application of the ZMP procedure to molecular calculations we employ Gaussian 

basis sets to represent the orbitals. The use of a finite basis set in ZMP calculations 

can cause a problem since it is not always possible to exactly describe a high quality 

input density in terms of N orbitals, so the solution point p>-(r) = p0 (r) may not 

be obtainable. As a consequence, when the value of A becomes large the exchange­

correlation potential exhibits unphysical oscillatory structure and so a choice must be 

made for a finite value of A which gives the best approximation to Vxc(r) [60). 

1. 7 Exchange Correlation Functionals 

If Exc[P] were exactly known then the KS-DFT scheme would be exact within the 

Born-Oppenheimer approximation. However no exact mathematical form is known 

for Exc [p] and so it must be approximated. The quality of this approximation is the 

limiting factor in the accuracy of results that can be obtained within the KS-DFT 

method. Unfortunately no systematic strategy exists for the development of Exc[P] 

functionals. Several different types of approximation are available and the development 

of new approximations is an active area of research. 
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1. 7.1 The Local Density Approximation 

In their initial paper, Kahn and Sham proposed the first approximation to Exc [p], 

which is now known as the local density approximation (LDA). The LDA is based on 

the uniform electron gas. In this model electrons are evenly distributed on a positive 

background charge. It is possible to derive a highly accurate expression for Exc, the 

exchange-correlation energy per electron in a uniform electron gas. The form of the 

LDA is 

E~cDA[p] = j p(r)Exc[p(r)]dr (1.7.1) 

This is essentially Exc weighted by the probability of finding an electron at the point, 

p( r). The quantity Exc [p( r)] may then be further divided into the exchange contri­

bution Ex[p(r)] and the correlation contribution Ec[p(r)]. The exchange part can be 

treated by the simple expression due to Dirac [47] as discussed for the Thomas-Fermi 

model. However the treatment of the correlation contribution is more difficult since 

there is no corresponding simple expression known for Ec· Following the high accuracy 

quantum Monte-Carlo simulation results of Ceperley and Alder [61], several analytic 

forms were proposed by Vasko, Wilk and Nussair (VWN) [62] in 1980 and remain the 

most commonly used today. Despite the severe approximations involved in the appli­

cation of the LDA to molecular systems, the results obtained from it are surprisingly 

good, in most cases comparable with those of the Hartree-Fock scheme. It is possible 

to achieve good vibrational frequencies, equilibrium structures and dipole moments. 

However bond energies are significantly too high giving a consistent overbinding of 

molecules. This has been rationalised in terms of the treatment of the exchange energy 

in the LDA by Ernzerhof, Perdew and Burke [63]. 

1. 7.2 Generalised Gradient Approximation 

In order to improve over the accuracy of the LDA, new functionals which include 

the gradient of the density, \7 p( r), were developed. The LDA can be thought of as 

the first term in a Taylor expansion. The full expression is the gradient expansion 

approximation ( G EA) which models a system where the density is slowly varying 

(1. 7.2) 

The G EA however performs in general no better and often worse than the LDA. The 

reasons for this can be explained in terms of exact relations for the exchange-correlation 

hole which are not satisfied by the GEA but are satisfied by the LDA; consequently 
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the GEA potential diverges at long range. The solution to this problem with the GEA 

has been to apply corrections which force the functionals to obey the relations for the 

true exchange-correlation hole. The new functionals derived in this fashion are then 

called generalised gradient approximations (GGA's) and have the general form 

(1. 7.3) 

Normally E~GA is split into exchange and correlation contributions which are derived 

separately. Two approaches to the development of GGA functionals have evolved. The 

first is to derive the functionals from first principles based on relations that are known 

to be true for the exact exchange-correlation functional. The second approach is to 

develop functionals by fitting to semi-empirical parameters. Some argument about the 

validity of the semi-empirical approach exists, but Becke [64] has argued in its defence 

that since we are approximating an exact but unknown functional Exc [p] then either 

approach is equally valid to shed light on the underlying functional form. Commonly 

used examples of semi-empirical GGA functionals are BLYP [64, 65] and HCTH [66], 

whilst non-empirical examples include PW91 [67] and PBE [68]. Many GGA func­

tionals have been designed specifically for the accurate calculation of certain chemical 

properties, for example the KT series of functionals [69, 70] derived with a focus on 

magnetic response properties. The use of GGA functionals can lead to significantly 

improved calculations of thermochemical properties compared with the LDA and the 

BLYP functional [64, 65] did a great deal to popularise density functional theory in 

chemistry. 

1. 7.3 Failures of the LOA and GGA Exchange Functionals 

The exchange energy accounts for the bulk ( I"V90%) of the exchange-correlation energy 

and its functional form is defined by the Hartree-Fock approximation. Unfortunately 

the LDA and GGA exchange functionals in current use have deficiencies in the form of 

their exchange potentials. Firstly since the Coulomb potential, VJ(r) = J ~~~;, 1 dr', is 

the classical repulsive potential of the electron density with itself there is a spurious self 

repulsion contribution for each electron. In the Hartree-Fock method (which defines 

_the exchange energy) this self interaction error is neatly cancelled by the non-local 

Hartree-Fock exchange potential 

_ LN J <p;(r)<pj(r')<pJ(r)<pi(r')d '/ ~( ) ·( ) 
I I 

r <p, r <pt r 
r- r' 

j=l 

(1.7.4) 
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which for the case where i = j becomes exactly the negative of the Coulomb potential. 

Thus an electron in an occupied orbital experiences repulsion from only the other 

N - 1 electrons. The case is different however for the unoccupied orbitals. Since the 

summation over j in Eqn. (1. 7.4) runs over only the occupied orbitals then for an 

unoccupied orbital this cancellation cannot occur. Thus if an electron were placed 

into one of these orbitals it would experience repulsion from all N electrons. As a 

consequence the Hartree-Fock unoccupied orbitals generally have positive eigenvalues 

and are unbound. 

In contrast the Kahn-Sham exchange operator is a local multiplicative potential, 

vx(r), which acts on both the occupied and unoccupied orbitals equally. The exact 

Kahn-Sham exchange potential should ensure that all orbitals are self interaction free, 

correcting the deficiency of the Hartree-Fock approximation for the unoccupied or­

bitals, and hence must exhibit a -1/r asymptotic behaviour. Unfortunately the LDA 

and commonly used GGAs are not self interaction free and because they are based 

on the density and its gradient they are unable to reproduce the correct asymptotic 

potential, instead decaying exponentially to zero. This leads to potentials which give 

a reasonable approximation to the shape of the true exchange potential in valence re­

gions but are poor in asymptotic regions. Consequently only a few of the unoccupied 

orbitals are bound and properties such as excitation energies which depend sensitively 

on the unoccupied orbital eigenvalue spectrum are often poor. Although a method has 

been proposed by Perdew and Zunger to correct for the self interaction error explicitly 

in these functionals, it has not found widespread use [71). 

A second way in which the LDA and GGAs are deficient is that they fail to exhibit 

the discontinuous behaviour of the derivative of the electronic energy with respect to 

particle number. As the particle number passes through an integer from the electron 

deficient side to the electron abundant side, the exact Kahn-Sham potential should 

'jump' upwards [72). Since neither the external or Coulomb contributions to the po­

tential display this behaviour it must be introduced by the exchange-correlation paten-

. tial. The LDA and GGA potentials are the derivatives of exchange-correlation energies 

which are continuous with respect to the variation in particle number and so they do 

not display this property. It may be argued that these so called continuum functionals 

average over the discontinuity, and so the resulting eigenvalues in the valence regions 

are shifted upwards by approximately half of the discontinuity. 

To apply a correction to the shape of the GGA or LDA potentials in the asymptotic 

regions as r __, oo the potential could be altered to approach a positive value as -1/ r. 

Such a correction was proposed by Tozer and Handy [73]· in which the potential in the 
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asymptotic region is replaced by 

1 
Vxc = -- + EHOMO + I 

r 
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(1.7.5) 

where EHOMO is the HOMO eigenvalue and I is the ionisation energy of the system, 

which may be obtained from separate calculations; the sum of the two terms approx­

imates half of the derivative discontinuity. Unfortunately this scheme is not varia­

tional, although energies remain close to those of the original functionals employed 

since changes in the asymptotic potential have little effect on the electronic energy. 

This approach is employed in Chapter 3. Similar procedures have been proposed by 

other authors, see for example Refs. [74-76] 

Whilst the asymptotic correction may be effective in correcting the shape of the 

Kohn-Sham potential it still averages over this discontinuity. This may have severe 

implications when GGA or LDA potentials are applied to the calculation of time­

dependent properties involving well separated subsystems such as dissociation, ioni­

sation [77] or charge transfer [78, 79] processes since the GGA and LDA exchange­

correlation kernels (the derivative of the exchange-correlation potential with respect 

to the density) fail to display the required discontinuity. One way in which the above 

mentioned shortcomings of the LDA and GGA exchange potentials may be overcome 

in DFT is the use of orbital dependent functionals. 

1. 7.4 Meta-Generalised Gradient Approximations 

An obvious next step to improve over the generalised gradient approximation func­

tionals is to include higher order gradient corrections. A number of functionals have 

been developed which include the Laplacian, "V2p [8Q-82]. However the inclusion of 

the Laplacian can cause computational difficulties arising from the numerical sensitiv­

ity of the exchange-correlation Kohn-Sham matrix elements when this term is intro­

duced [83]. An alternative approach is to include the non-interacting kinetic energy 

density 
1 N 2 

Tu = 2 L I"V<pi,u(r)l 
i 

(1. 7.6) 

Functionals which include either the Laplacian or the non-interacting kinetic energy 

density are called meta-GGAs. Examples include PKZB [84], TPSS [85] and VSXC [86]. 

This class of functionals is still in the relatively early stages of development and im­

provements over conventional GGA functionals in chemical applications have yet to be 

fully explored. 
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1. 7.5 Hybrid Functionals 

The exchange energy is defined by the Hartree-Fock scheme. It is also possible to use 

this orbital dependent form within the KS-DFT scheme by replacing the HF orbitals in 

the HF exchange energy expression by the KS orbitals. This could then be combined 

with a correlation functional effectively resulting in a version of the HF scheme which 

is corrected for the effects of electron correlation. This was proposed by Kohn and 

Sham [53] in their original paper and has been studied more recently and denoted as 

HF-KS theory. However the results obtained using the HF-KS scheme have been dis­

appointing [87], owing to the difficulty of deriving a correlation functional appropriate 

for use with the non-local exchange energy, although recently some progress has been 

made in this direction [88]. 

Motivated by the adiabatic connection [89-92], an alternative to treating the full 

exchange contribution exactly is to include only a fraction of orbital exchange in combi­

nation with a GGA exchange-correlation functional. The resulting class of functionals 

are called hybrid functionals and represent the most successful and widely used func­

tionals in KS-DFT. In genreal hybrid functionals have the form 

EHYBRID = EGGA + EGGA + c Eo 
XC X C X X (1. 7. 7) 

where E~ is the orbital dependent exchange energy expression of the Hartree-Fock 

scheme 

Eo=-~ JJ cp;(r)rpj(r')rpj(r)rpi(r') drdr' 
x ~ lr-r'l 

t) 

(1. 7.8) 

evaluated with the Kohn-Sham orbitals. The first such approximation was the 'Half 

and Half' functional of Becke [93] containing 50% orbital dependent Hartree-Fock 

exchange. It was recognised however that this amount of exchange is far from optimal 

and a number of semi-empirical hybrid functionals soon followed. The most popular 

and widely available of all is the B3L YP functional of Stevens et al. [94]. This functional 

has the form 

EB3LYP = (1 _ a)ELSDA + aEo + bELYP + cELYP + (1 _ c)ELSDA 
XC X X X C C (1. 7.9) 

where a = 0. 20, b = 0. 72, and c = 0. 81. The success of this functional in many applica­

tions including transition metal chemistry has lead to its enormous popularity. Other 

popular semi-empirical hybrid· functionals follow the B97 form proposed by Becke [95]. 

Examples are the B97-1 [66], and B97-2 [96] functionals, the latter of which is used ex-
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tensively throughout this thesis. It is notable that hybrid functionals generally contain 

20-25% of exact exchange. This observation has been rationalized by Burke, Ernzerhof 

and Perdew [97] in the context of perturbation theory. 

1.8 The Optimized Effective Potential Method 

In the Kahn-Sham scheme the exchange-correlation potential is defined as the deriva­

tive of the exchange-correlation energy with respect to the density. However in most 

standard implementations, the potential corresponding to the orbital dependent part 

of hybrid functionals is evaluated as the derivative with respect to the orbitals. It can 

therefore be argued that these approaches are outside the Kahn-Sham formalism. In 

order to bring these approximations back into the Kahn-Sham scheme it is necessary 

to employ the optimized effective potential (OEP) method which delivers the lowest 

energy state for an orbital dependent functional subject to the constraint that the 

exchange-correlation operator is a local multiplicative potential. 

Like many of the ideas discussed in this introduction, the optimized effective po­

tential approach was suggested long before the beginning of Kahn-Sham theory. Stim­

ulated by Slater's 1951 paper [51] proposing a simplification of the Hartree-Fock prob­

lem, Sharp and Horton [98] suggested the following variational problem. Find the 

potential, the same for all electrons, with respect to which the energy is stationary. 

Sharp and Horton presented integral equations for the problem and proposed an ap­

proximate way to solve them. It was not until 1976 that Talman and Shadwick [99] 

first solved the OEP problem numerically for atoms using the Hartree-Fock energy 

functional. The exchange potential arising from the solution of the exchange-only 

OEP equation may be identified as the exact exchange potential in the Kahn-Sham 

scheme [100]. 

The OEP scheme is now outlined. The Kahn-Sham potential may be written as 

Vs(r) = Vext(r) + VJ(r) + Vxc(r) (1.8.1) 

which is the sum of the external, Coulomb and exchange-correlation potentials. The 

exchange-correlation potential is defined as the derivative of the exchange-correlation 

energy with respect to the density 

) 
8Exc 

Vxc(r = bp(r) (1.8.2) 

In the OEP approach a form for the exchange-correlation energy which is orbital 
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dependent is chosen. Using the chain rule for functional derivatives twice, we can write 

the exchange-correlation potential as 

(1.8.3) 

The last term is the inverse of the density response function for a system of non­

interacting particles, x;1 (r", r), which relates changes in the density with changes in 

the Kohn-Sham effective potential 

op(r) = J dr1Xs(r, r1)bvs(r1
) (1.8.4) 

Acting with the response operator on both sides of Eqn. (1.8.3) gives 

J d I ( I) . ( I ) - ""'J d I [ oExc Ocpi(r
1

) OExc ocp;(r
1

)] 

r Vxc r Xs r , r - ~ r x . ( 1) x ( ) + x * ( 1) x ( ) . ucp1 f UV8 f ucpi f UV8 f 
t 

(1.8.5) 

From first order perturbation theory the the functional derivative of the orbitals with 

respect to the potential is known [101] 

ocpi(r1
) _I: ·( )cp;(r)cpj(r

1
) 

- 'Pt r 
ov (r) E:·- E: · 

s Ji'i t J 

(1.8.6) 

The density response function of the non-interacting system can also be expressed in 

terms of the orbitals and eigenvalues as [101] 

( 
1) _ ""'~ cp;(r)cpa(r)cp~(r1 )cpi(r1 ) + 

Xs r,r - ~~ c.c. 
i a Ci- E:a 

(1.8. 7) 

Substituting these into Eqn. (1.8.5) gives the OEP integral equation 

2;::: J dr1 [vxc(r1
)- Uxci(r1

)] Gsi(r1
, r)cpi(r)cp;(r1

) + c.c. = 0 (1.8.8) 
t 

where 

(1.8.9) 

(1.8.10) 

The same expression can be reached by demanding that the energy is stationary with 

respect to the potential. The orbital dependent energy functional has not been specified 
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in these equations. Originally in the literature the exchange-only case was considered 

since the form of the orbital dependent exchange energy is known by definition from 

the Hartree-Fock scheme. In Chapter 6 the OEP scheme is applied to other orbital 

dependent energy functionals. 

The solution of Eqn. (1.8.8) must be carried out at each iteration of the Kohn-Sham 

calculation. Many different strategies have been devised to attempt this; most use a 

finite basis set to discretise the OEP equation and then solve it algebraically. These 

methods have been developed for solids [102-104] and molecules [105-108]. Recently 

an iterative scheme for the calculation of the OEP potential was developed by Kiimmel 

and Perdew [109]. However most of these approaches are not suitable for application 

to larger chemically relevant systems. 

An alternative approach is to ensure that the effective potential depends on a set of 

scalar parameters and directly optimize the energy with respect to these parameters. 

Several implementations of this type have been suggested [110-112] and of these the 

approach due to Yang and Wu [112) is particularly applicable to molecular systems. 

The implementation and application of this method forms a significant part of this 

thesis. 

In Chapter 2 the implementation of several approximations to the OEP exchange 

potential are described and applied to the calculation of NMR shielding constants. 

Chapter 3 extends the investigation to excitation energies and structural perturba­

tions. The implementation and testing of the Yang-Wu OEP procedure [112] and 

WY constrained search [58] methods are described in Chapter 4. A comparison of 

the approximate exchange only methods of Chapter 2 with the exchange-only OEP is 

presented in Chapter 5, paying particular attention to the potential, frontier orbitals, 

density, eigenvalues and electronic energies from each approach. In Chapter 6 the OEP 

implementation is extended to include hybrid functionals and these are applied to the 

calculation of rotational g tensors and particularly challenging transition metal NMR 

chemical shifts. Chapter 7 describes the application of DFT methods to a problem of 

relevance to organic chemistry. Conclusions are presented in Chapter 8. 
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Approximate Exchange: Magnetic 

Response 
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In this chapter we describe our implementation of several approximations to the exact 

OEP exchange potential and apply them to the calculation of magnetic response prop­

erties. Their use in multiplicative hybrid functionals is explored and the potentials 

from these approaches are compared with those obtained using the Zhao-Morrison­

Parr procedure. 

2.1 Exchange Only Methods 

In exchange only Kahn-Sham theory the Born-Oppenheimer electronic energy may be 

written as 

(2.1.1) 

where Ts is the non-interacting kinetic energy, Eext describes the interaction between 

the density and the external potential due to the nuclei, EJ is the classical electrostatic 

Coulomb repulsion of the density, and Ex is the exchange energy. These energy con­

tributions are evaluated from the exchange only Kahn-Sham orbitals 'Pi(r) which are 

the solutions to exchange only Kahn-Sham equations of the form 

(2.1.2) 

where Vext(r) and VJ(r) are the external and Coulomb potentials, vx(r) is the multi­

plicative exchange potential 

(2.1.3) 
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and ci are the Kohn-Sham one electron eigenvalues. 

The exchange energy is defined by the Hartree-Fock scheme and may be calculated 

by the orbital dependent energy functional of Eqn. (1.7.8). If this functional is to be 

used in Kohn-Sham theory then the evaluation of the exchange potential according to 

Eqn. (2.1.3) is non-trivial and the optimized effective potential (OEP) scheme outlined 

in Section 1.8 must be employed. The solution of the OEP Eqn. (1.8.8) is difficult 

and a number of simplifications have been proposed to allow the determination of 

approximate exchange potentials. The implementation and application of several such 

schemes is described in this chapter. 

2.2 The Slater Exchange Potential 

The first approximate exchange potential considered is the Slater potential (also known 

as the average Fock approximation) [51]. Although this potential was proposed some 

14 years prior to the advent of Kohn-Sham theory it may be regarded as a Kahn­

Sham exchange potential [113]. It displays the correct -1/r asymptote and occurs 

as the leading term in many approximations to the exact exchange potential. In this 

section we outline our implementation and testing of the Slater exchange potential as 

suggested by Della Sala and Garling [114]. The Slater potential may be written in the 

form 
VS!ater(r) = -~ """"'ji ·tpi(r)tp ·(r) J dr''Pj(r')'Pi(r') 

x p(r) ~ 3 3 lr- r'l 
t"'>) 

(2.2.1) 

where jij = 2 for i =/= j and jij = 1 for i = j. To evaluate this expression would 

require calculation of the electrostatic potential of the overlap density for all products 

of occupied orbitals at each point on the quadrature grid. This is computationally 

demanding and so instead, following Della Sala and Garling [114], we employ the 

resolution of the identity in the basis set and evaluate the Slater potential as 

VS!ater(r) = ~Tr [QX(r)] 
x p(r) 

(2.2.2) 

where X(r) = x(r)xT(r) and x(r) contains the basis functions. The matrix Q is defined 

by Q = ~S- 1KP + ~PKS- 1 where P = I:i uiuf is the density matrix, u contains the 

molecular orbital coefficients and the matrix S is the basis function overlap matrix. 

We have implemented this method in the CADPAC quantum chemistry code [115]. 
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2.3 The localized Hartree-Fock Method 

The Slater potential provides a link between the local exchange potential in the Kahn­

Sham scheme and the non-local exchange potential in the Hartree-Fock scheme by 

carrying out a weighted average according to the density. In 2001 Della Sala and 

Garling [114] suggested a derivation of an approximate Kohn-Sham exchange potential 

by considering the link between the single determinants in the two theories. They 

began from the assumption that the Kohn-Sham exchange only and Hartree-Fock 

determinants are the same. Hence there would exist one Slater determinant which could 

simultaneously satisfy the Kohn-Sham and Hartree-Fock non-interacting equations 

(2.3.1) 

(2.3.2) 

where the operators in square brackets are the sum of the corresponding one electron 

operators for the HF and KS formalisms respectively. 

To derive an expression for the exchange potential, Eqns. (2.3.1) and (2.3.2) are 

multiplied by the Hermitian adjoint of the Slater determinant, <I>t, and the two are 

subtracted. Integration over the spatial variables of all but one electron and summation 

over all the spin variables gives 

1 

N 

1 

N 

1 

N 

L 'Pi(r)vx(r)cpi(r)- 'Pi(r) [v~L'Pi] (r) + ~ 2.::.:: 'Pi(r)cpi(r) \'Pj lvx- v~LI 'Pj) 
i i,j 

i,j 

L \'Pj lvx- v~LI 'Pj) p(r) 
j 

(2.3.3) 

The second term of this equation is equal to the right hand side and so cancels it. 

Division of the resulting equation by the electron density and rearranging gives an 

expression for the exchange potential 

Vx(r) = 

(2.3.4) 

which is the key expression in the LHF scheme. The first term may be identified as 

the Slater potential [51], allowing us to write the exchange potential as a sum of the 
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Slater potential and a correction term 

Vx(r) - v;later(r) + v~or(r) 

- P~;) L 'Pi(r) [v~L'Pi] (r) 
t 

+ n(;) L Jij'Pi(r)'Pj(r) ('Pj lvx- v~LI 'Pi) 
p i0 

32 

(2.3.5) 

This equation now determines the exchange potential up to an additive constant. The 

constant is fixed by inserting the KS canonical orbitals and ensuring that for the highest 

occupied orbital 

(2.3.6) 

The exchange potential then has the same asymptotic behaviour as the Slater potential 

and approaches zero as --1/r. If the KS and HF determinants were in fact equal then 

the potential of Eqn. (2.3.5) could replace the complex non-multiplicative operator 

in the HF scheme without altering the resulting orbitals. However since the non­

multiplicative exchange operator can never be replaced exactly by a multiplicative 

counterpart (in a complete basis set) the determinants can never be exactly equal and 

hence the LHF potential represents an approximation to the operator. To implement 

the above scheme in the CADPAC quantum chemistry code the LHF equations must be , 

transformed to a set of matrix equations. 

In matrix form the Slater potential is given by Eqn. (2.2.2), which uses the resolu­

tion of the identity. Hence whilst this is exact in a complete basis set it becomes only 

approximately so in a finite one. We will discuss the effect that this has on practical 

calculations later. The correction potential may be re-written in matrix form as 

p~;) Tr[(UCUT)x(r)xT(r)] 

P~;) Tr[RX(r)] (2.3.7) 

where R = UCUT and U is constructed from theN column vectors for the occupied 

orbitals in the basis set. The elements of theN x N matrix C are given by 

(2.3.8) 

except when i = j = N, in which case we choose Cij = 0. All of the expressions required 

to efficiently evaluate the LHF potential in a self consistent scheme are now in place. 

At each iteration in the LHF method the following steps are performed, starting from 
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the orbitals and exchange potential of the cycle before. 

1. The Coulomb potential is calculated as in standard codes; 

2. A new Slater potential is calculated according to Eqn. (2.2.2); 

3. The correction term is assembled according to Eqn. (2.3.7) and the correction 

potential calculated; 

4. The new KS exchange potential is calculated by summation of the two terms; 

5. A new Hamiltonian operator is constructed and diagonalized to give a new set 

of orbitals. 

On the first iteration, only the Slater potential is calculated since the correction term 

requires the multiplicative exchange potential of the previous cycle for its construction. 

The LHF scheme can be implemented by constructing the LHF potential at each it­

eration of the SCF cycle. Although in practice this scheme does converge to give the 

LHF exchange potential, the number of iterations required is excessive, making even 

simple calculations very time consuming. 

2.3.1 Accelerating the Convergence of the LHF Method 

As an alternative to the iterative LHF scheme, a second scheme exists in which the 

local KS exchange potential is calculated directly using the canonical HF orbitals. This 

non-iterative approach effectively transforms the HF orbitals and eigenvalues into KS 

orbitals and is called the transformation LHF (TLHF) scheme [114]. In the TLHF 

scheme the canonical HF orbitals, 'l/Ji, are used and the requirement 

(2.3.9) 

is imposed. The expression for the TLHF exchange potential is analogous with Eqn. 

(2.3.5) for the LHF potential but with the Kohn-Sham orbitals replaced by the Hartree­

Fock ones. Defining the quantity 

(2.3.10) 

allows the TLHF exchange potential to be written as 
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To calculate the TLHF exchange potential via this equation the coefficients Cij are 

required. In order to find these coefficients the above expression is manipulated into a 

set of linear equations which can be solved for Cij. This is achieved by multiplying Eqn. 

(2.3.11) by the product 'l/Jk(r)'ljJ1(r) then integrating over r, subtracting ('1/Jk lv~LI 'I/J1) 

from both sides of the equation and multiplication by ../Jki. This results in the set of 

matrix equations 

[I- M]e = t (2.3.12) 

in which 

M _ ~j d '1/Jk(r)'I/Jt(r)'I/Ji(r)'I/Jj(r) 
kl,ij- nsv )kl]ij r p(r) (2.3.13) 

tkl = V);;z ( '1/Jk lv~later - v~L I '1/Jl) (2.3.14) 

and the vector e contains the coefficients ckl· The solution of these matrix equations 

is most efficient, especially in the case of larger systems, if the conjugate gradient 

procedure is used. The factors .JJ0 and ../Jki are included in the definition of Cij and 

tkl in order to ensure that the matrix M is symmetric. This allows the selection of a 

subroutine designed to work only for symmetric matrices [116]. This is more efficient 

because the computationally expensive product Me is then required only once per 

conjugate gradient step. In our implementation of the TLHF scheme in CADPAC we set 

the initial guess at the solution by constructing a matrix C whose elements are given 

by 

(2.3.15) 

A vector e is then constructed from the lower triangle of this matrix. The matrix T 

is constructed according to Eqn. (2.3.14) and its lower triangle stored as the vector t. 

At each step of the conjugate gradient procedure we require the vector e-Mc which 

for its construction requires the product Me. In order to evaluate this product we 

do not explicitly construct the matrix elements of M but rather we determine the 

correction potential of Eqn. (2.3. 7), (n)v~or, using the coefficients at that stage of 

the conjugate gradient procedure c~;). Then the matrix elements ( '1/Jk I (n)v~or I '1/Jt) are 

calculated and multiplied by the factors VJki which gives the required product Mc(n). 

The set of matrix equations can be solved provided that the matrix M does not have an 

eigenvalue equal to 1. This is the case in all practical applications and so no. problem 

arises with the evaluation of the TLHF potential. The TLHF scheme therefore consists 

of the following steps, 

1. Carry out a HF calculation; 

2. Calculate the Slater potential from the HF orbitals according to Eqn. (2.2.2); 
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3. Calculate tkl according to Eqn. (2.3.14) and determine the coefficients Cij by 

solving Eqn. (2.3.12) using the conjugate gradient procedure. Construct the 

correction potential according to Eqn. (2.3.7); 

4. Calculate the TLHF exchange potential; 

5. Construct a new Hamiltonian operator and diagonalise to give a new set of or­

bitals. 

The potential and orbitals resulting from the TLHF scheme as described above are 

not quite the same as those obtained from the LHF scheme introduced earlier. The 

reasons for this can be traced to the fact that the asymptotic behaviour of the Hartree­

Fock orbitals is different to the Kohn-Sham orbitals. However if we iterate steps 2-5 

of the TLHF procedure then the LHF solutions are obtained but in significantly fewer 

iterations. The final set of coefficients cij from each iteration is used as the starting 

guess for the next, which leads to progressively fewer conjugate gradient iterations as 

the calculation converges. This procedure allows the application of the LHF scheme to 

a much wider range of molecules. 

2.3.2 The Asymptotic Behaviour of the LHF Potential 

Examination of Eqns. (2.2.2) and (2.3.7) shows that the LHF potential will be subject 

to numerical problems in asymptotic regions. This arises due to dividing through by an 

almost vanishing density, which cannot be accurately held within machine precision. To 

circumvent this problem Della Sala and Garling suggested [114] replacing the potential 

in regions where the density falls below 10-7 a.u. with the potential from the multipole 

expansion 

vasymp(r) =- 1 J p(r') dr' 
x (nsN) lr- r'l (2.3.16) 

This expression is already routinely evaluated in the CADPAC code for KS calculations 

using the asymptotic correction scheme of Tozer and Handy [73]. 

By forcing the LHF potential to approach zero as -1/r asymptotically we may 

introduce an approximation because for regions, that are on the nodal plane of the 

HOMO, the exact exchange potential can be shown to approach a constant value [117, 

118]. This behaviour is lost by artificially enforcing the asymptotic potential of Eqn. 

(2.3.16). Garling has presented a method which allows the calculation of the LHF 

potential in asymptotic regions whilst maintaining this behaviour [118]. At present 

this is not implemented in our LHF code and so throughout this thesis we restrict our 

LHF calculations to molecules in which the HOMO has no nodal plane. 
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2.3.3 The Resolution of the Identity and Basis Sets 

The derivation of the Slater potential in Eqn. (2.2.2) involves the resolution of the 

identity. An alternative is to evaluate the Slater potential numerically. This approach 

has been taken by Della Sala and Garling [114], however calculations of properties using 

either approach give very similar results for even moderately large basis sets. Recently 

other schemes for the efficient evaluation of the Slater potential have been suggested 

which employ density fitting techniques [119]. 

The evaluation of the Slater potential according to Eqn. (2.2.2) relies on the expan­

sion of [v~1 <pi] in the orbital basis set. When basis sets are derived they often contain 

core functions which are contractions of several Gaussian functions. This helps to keep 

the basis sets small and so improves computational efficiency. The contractions are 

usually optimized so that the representation of the Hartree-Fock orbitals is as accu­

rate as possible. Unfortunately these contractions are far from optimal for the basis 

set expansion of the quantity [v~1cpi], degrading the quality of the Slater potential 

calculated. 

For first row atoms basis sets generally contain few contracted functions and so 

the Slater potential calculated using standard basis sets may be reasonably accurate. 

However for atoms after the first row, basis sets contain progressively more contractions 

as the core becomes larger. This can lead to serious defects in the Slater potential. 

Evaluating the Slater potential numerically is one solution to this problem, although 

it is computationally demanding. Alternatively we can remove the contractions from 

the basis sets completely so that they become sufficiently flexible to represent both the 

orbitals and the quantity [v~1 <pi]· This is the approach taken in the current work. 

2.4 The Kll Method 

After the work of Talman and Shadwick [99] to enable the solution of the numerical 

OEP equation for atoms, it was not until the early 1990's that interest in the OEP 

approach was further stimulated by the implementation of a simple approximation to 

the OEP exchange potential by Kreiger, Li, and Iafrate (KLI) [120]. The KLI potential 

retains many of the key features of the true exchange only OEP. It reduces to the LOA 

in the uniform electron gas limit; for finite systems as r --t oo it behaves as -1/ r; the 

highest occupied orbital eigenvalue satisfies the generalised Koopmans theorem; and it 

displays the integer discontinuity of Section 1.7.3. 

The KLI potential is derived by making an approximation which was originally 
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proposed by Sharp and Horton [98]. In the OEP integral Eqn. (1.8.8) the replacement 

<pj(r)cp*(r') 1 
Gsi(r, r') ='"""" J ~ -;;\ [o(r- r') - 'Pi(r)<p:(r')J 

6 E·- E· u.E 
j-j:.i 2 J 

(2.4.1) 

is made which leads to the KLI potential 

(2.4.2) 

where Wxci = ~(Uxci(r) + u~ci(r)), with Uxci of Eqn. (1.8.9), and Vxci and Wxci denote 

the averaged values of Wxci and Vxci over the ith orbital, respectively. That is 

Wxci = j dr I'Pi(rW Wxci(r) 

Vxci = j dr I'Pi(r)l 2 Vxci(r) 

(2.4.3) 

(2.4.4) 

It may be noted that for the exchange-only case the KLI potential can be separated 

into two contributions. The first may be identified as the Slater potential of Section 

1.5.4 and the second is often referred to as the response or correction term. So we may 

write the KLI potential as 

VKLI(r) = vSlater(r) +'"""" I'Pil
2 

(v . _ w ·) 
XC X 6 ( ) Xt Xt 

i p r 
(2.4.5) 

The KLI potential is determined only up to an additive constant, as is the exact 

potential, and this constant is chosen such that v~LI ---+ 0 as r ---+ oo. This requires. 

that the VxN = WxN where N denotes the HOMO. This also has the consequence that 

the generalised Koopmans theorem is satisfied. This requirement determines one of 

theN constants of Eqn. (2.4.5). The other N- 1 may be found by multiplying Eqn. 

(2.4.2) by lcpj(r)l 2 and integrating over r, resulting in 

where 

and 

N-l 

Vxj = v~}ater + L Mij (vxi- Wxi) 

i=l 

M·. = J cpj(r)<pj(r)<p7(r)<pi(r) d 
21 p(r) r 

(2.4.6) 

(2.4.7) 

(2.4.8) 
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giving the matrix equation for the coefficients as 

N-1 

- """ (J M) -1 (~later M - ) Vxi = ~ - ij Vxj - ijVxj (2.4.9) 
j=l 

The KLI equations clearly bear a close resemblance to the LHF equations. In fact 

replacing Eqn. (2.3.10) with 

(2.4.10) 

causes the TLHF equations to become the TKLI equations which may be solved by the 

same methods. So we may use our LHF implementation to solve the KLI equations 

simply by replacing the off diagonal elements of the matrix C with 0. 

2.5 Other Approximate Exchange Potentials 

In 2001 Gritsenko and Baerends proposed another approximation to the exchange po­

tential in Kohn-Sham theory [121]. Their approach, denoted CEDA (common-energy­

denominator approximation), recognises the fact that the Sharp-Horton replacement 

for the Green's function used in the KLI scheme levels the eigenvalue differences for the 

occupied-occupied and occupied-unoccupied orbital pairs, which may be substantially 

different. The alternative replacement 

1 """'f?j(r)Y?j(r1
) c5(r- r1

) 1 ~ * 1 ~ 1 * 1 Gsi(r, r) = ~ . _ . ~ 6. - ~ L..,.. 'Pi(r)'Pj (r) + L..,.. ~'f?j(r)Y?j(r) 
'..J.. Et E1 c uc . ·..J.· Uc11 
trJ J Jrt 

(2.5.1) 

is made in the OEP integral Eqn. (1.8.8) which maintains the true eigenvalue differ­

ences ~Eij for the occupied-occupied pairs but replaces the occupied-virtual eigenvalue 

differences with the common denominator ~c. Following a derivation analogous to 

the one presented for the KLI potential a set of matrix equations are obtained which 

are equivalent to those obtained under the LHF approximation for closed shells. This 

approach gives a more formal insight into the link between the KLI and CEDA/LHF 

approaches as compared with the OEP equation. The inclusion of the exact occupied­

occupied eigenvalue differences in the Green's function of the CEDA approach may be 

regarded as an improvement over the Sharp-Horton approximation used in the deriva­

tion of the KLI potential. The potential which results also has the desirable property 

that it is invariant with respect to a unitary transformation of the orbitals, which is 

not the case for the KLI potential. 
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Table 2.1: Electronic energies and eigenvalues of the Ne atom calculated using 
exchange-only approaches in Eh 

Slater KLI LHF OEP HF 
E -128.500679 -128.544832 -128.544808 -128.5454 -128.547094 
101 -32.076390 -30.802103 -30.770286 -30.8200 -32.772441 
102 -1.751203 -1.707260 -1.707266 -1.7181 -1.930389 
£3,4,5 -0.912020 -0.849401 -0.849559 -0.8507 -0.850409 

2.6 Testing the S~ater, LHF and Kll ~mplementations 

We have implemented the Slater, LHF and KLI approximate exchange potentials in 

the CADPAC quantum chemistry code [115), as described above. In order to check the 

accuracy of our implementation we compare our results with those reported in the 

literature. For the neon atom, accurate values of the total energy and the occupied 

orbital eigenvalues have been reported for both the Slater and KLI potentials [109, 113]. 

For the LHF method, values of the total energy, HOMO eigenvalue and HOMO-LUMO 

gap have been reported for a large uncontracted basis set in Ref. [114]. 

To begin with we compute the total electronic energy and occupied eigenvalues 

for the neon atom using the extensive uncontracted Partridge-3 basis set [122] with 

each of the three approaches. The results are presented in Table 2.1. For the Slater 

potential the results reproduce the values in Ref. [113]. For the KLI potential the 

values reproduce those in Ref. [109]. This indicates that the Partridge-3 basis set is 

sufficiently saturated to provide an accurate description of the occupied orbitals and 

gives an accurate total energy. Also presented are the LHF results for the same basis 

set. The LHF total energy is remarkably close to the KLI value. This may in general be 

expected since the matrix elements (<pi lvx - v~L I l.{!j) arising in the evaluation of the 

LHF correction potential will vanish unless both orbitals belong to the same irreducible 

representation and those which are non-zero will be small unless they have significant 

spatial overlap. Hence the neglect of the off-diagonal terms in the KLI approach causes 

only a small change. 

The exchange potentials corresponding to the Slater, KLI and LHF approximations 

are presented in Figure 2.1. In each case the potentials are compared with the exact 

exchange only OEP potential [123]. The Slater potential displays the correct asymp­

totic decay but the 1s-2s intershell peak is described poorly and the potential in the 

core is significantly too negative. The KLI and LHF methods are very similar and 

are much closer to the OEP potential. They are very slightly too positive in the core 

region and slightly underestimate the 1s-2s intershell peak. 

We have reproduced the values reported in Ref. [113] for the Slater potential and 

since this potential is the leading term in the KLI and LHF potentials we now restrict 
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Figure 2.1: Approximate exchange potentials for the Ne atom calculated using the 
Partridge-3 basis set (solid lines) compared with the OEP exchange only potential 
(dotted lines) 
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ourselves to tests of the latter two approaches. For the Ne atom and CO molecule we 

used the extensive GEO basis set defined in Ref. [114] to calculate total energies, HOMO 

eigenvalues and HOMO-LUMO gaps. For both methods the values reproduced those in 

Ref. [114]. For Ne and CO we note that the total energies and HOMO eigenvalues were 

also close to the previously reported values in Refs. [124-127]. These tests demonstrate 

the accuracy of the KLI and LHF implementations and the implied accuracy of the 

Slater potential. 

A more challenging test is to reproduce property calculations that make use of 

the LHF potential and orbitals. Garling and co-workers calculated excitation energies 

using the LHF potential in Ref. [128]. They employed the LDA exchange-only ker­

nel in time-dependent density functional theory (TDDFT) calculations with the LHF 

potential to determine excitation energies for several molecules. For the N2 molecule 

Table 2.2 presents excitation energies calculated using our implementation with a 6-

311G+(2df) basis set augmented by 2 additional s,p and d functions (whose exponents 

were determined by continuation of the progression in the original basis). These addi­

tional diffuse functions ensure an accurate description of the Rydberg orbitals. It was 

confirmed that addition of further diffuse functions had minimal effect on the values 

presented in Table 2.2. Results are also presented using an uncontracted version of 

this basis set. In regions where the density fell below 10-8a.u. the LHF potential was 

replaced by the multipole expansion of Section 2.3.2. For comparison the results of 

Ref. [128] obtained using the XCU1 T basis set, containing additional contractions of 

the primitive functions which are re-optimized to aid calculation of the Slater potential, 

are also presented. Comparing our results for the contracted basis with the XCU1 T 

values, we see that for the highest electronic state the agreement is relatively poor. 

This reflects the fact that in a finite basis set the resolution of the identity used in the 

implementation of the Slater potential can lead to inaccurate results. Uncontracting 

the basis set removes this problem and agreement with the XCU1 T values is better 

than 0.05 eV. Table 2.3 presents results for the CO molecule. Agreement with the 

literature values [128] is typically within 0.1 e V for both the uncontracted and XCUl T 

basis sets. The remaining differences can be attributed to differences in the integration 

grids. We note that the LHF excitation energies of the valence states are surprisingly 

close to the experimental values despite the exchange-only nature of the theory as ob­

served in Ref. [128]. The accuracy of the Rydberg states may be expected from the 

fact that the LHF potential exhibits the correct -1/r asymptote. 
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Table 2.2: LHF excitation energies for N2 , in eV 
State 6-311 G+(2df) 6-311G+(2df) XCU1T 

Contracted Uncontracted Ref. [128] 
a 1I19 9.55 9.58 9.57 
an~;;- 10.23 10.21 10.20 
w1.6.u 10.81 10.78 10.77 
a"l~+ 12.63 12.34 12.31 

Table 2.3: LHF excitation energies for CO, in eV 
State 

A1I1 
Jl~­

Dl.6. 
Bl~+ 

Cl~+ 

E1rr 

6-311G+(2df) 6-311G+(2df) 
Contracted Uncontracted 

8.70 8.70 
10.71 10.71 
11.16 11.16 

9.34 10.85 
10.85 11.85 
11.71 11.72 

XCU1T 
Ref. [128] 

8.78 
10.62 
11.07 
10.93 
11.89 
11.82 

2. 7 The Calculation of NMR Shielding Constants 

42 

The calculation of magnetic properties is an area in which KS-DFT has not been 

able to match the accuracy of traditional correlated high level ab initio methods. A 

problem with applying the KS-DFT scheme to the magnetic properties of molecules is 

that the Hohenberg-Kohn theorems on which the theory is based are no longer strictly 

valid. This is because for a molecule in a magnetic field, Exc depends not only on 

the density but also on the current density, j ( r). Whilst some attempts have been 

made at developing functionals which include this dependence, it is thought that the 

effects of j(r) are relatively small [129, 130]. Thus in most calculations of magnetic 

properties such as NMR shielding constants, standard functionals are employed using 

the approximation that Exc[p,j] ~ Exc[p]. 

In 1950 Ramsey [131, 132] used perturbation theory to derive an expression for 

the elements of the shielding tensor. In order to make practical use of the Ramsey 

expressions in the Hartree-Fock and Kohn-Sham schemes we require a knowledge of 

how the molecular orbitals respond to the magnetic field. The coupled perturbed equa­

tions [133, 134] take a single determinant wavefunction which is optimized, either in 

the Hartree-Fock or Kohn-Sham sense, and determine the first order changes required 

in the molecular orbitals such that self consistency is maintained in the presence of 

a field. The coupled perturbed equations for a magnetic field perturbation may be 

written as 

I: ( H2)ai,biC~ = -l~i 
bj 

(H2)ai,bj = (ca- C:i)8ai,bj + ~[(ajjbi)- (ab!Ji)] 

(2.7.1) 

(2.7.2) 
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where (H2)ai,bj is the magnetic Hessian matrix, l~i is the angular momentum integral 

matrix, and ~ is the fraction of orbital dependent exchange. If shielding constants are 

determined directly from Hartree-Fock orbitals or using Kohn-Sham hybrid function­

als the Hessian is non-diagonal and the coupled perturbed equations must be solved. 

Properties determined in this way are referred to as coupled. If GGA functionals 

are used then the magnetic Hessian becomes diagonal and the response contribution 

reduces to _za 
C CX_ bj 

b"-
J (Eb-Ej) 

(2.7.3) 

When the response is determined in this fashion the calculation of properties is referred 

to as uncoupled. In terms of the molecular orbitals and eigenvalues the shielding tensor 

may be constructed as 

. (J:!f3 = L(ji(r · rA£5af3- rar~)rA:3 Jj)- LCbj [Ull~r:43 lb) + (bll~r::t 3 lj)] (2.7.4) 
j ~ 

where j and b are the occupied and virtual molecular orbitals respectively. 

In the calculation of magnetic properties such as the shielding tensor extra terms 

are introduced into the Hamiltonian of the system depending on the magnetic flux 

density B and a vector potential A, whose curl is B. One possible solution for the 

vector potential is 
1 

Ao = -B x (r- 0) 
2 

(2.7.5) 

where 0 is an arbitrary origin. This means that the vector potential is not unique 

since the gradient of any arbitrary function of position may be added to Eqn. (2. 7.5) 

without changing the physical field; such a transformation defines a change of gauge. 

When the gauge is changed the wavefunction must change its phase such that phys­

ical observables are independent of the gauge origin. This behaviour is difficult to 

reproduce for approximate wavefunctions in finite basis sets. For large basis sets no 

special consideration of the gauge problem is required [135]. However for large sys­

tems where the use of extensive basis sets leads to prohibitive computational costs 

alternative methods to circumvent the gauge problem have been devised in which 

gauge factors are introduced either into the atomic orbitals of the basis set or into 

the molecular orbitals resulting from the solution of the coupled perturbed equations. 

Many approaches have been developed; examples include individual gauges for local­

ized orbitals (IGLO) [136, 137], gauge including atomic orbitals (GIAO) [138-140], the 

localized orbitals/localized origins (LORG) [141] method, and the individual gauges 

for atoms in molecules (IGAIM) [142) approach. 

In this thesis we make use of the LORG and GIAO methods. The LORG approach 
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applies the random phase approximation (RPA) to Ramsey's equations using a set 

of localized orbitals. Using the properties of the RPA solutions, an expression for 

the shielding tensor can be derived which avoids the introduction of gauge dependent 

orbitals. The gauge origin is replaced by local origins relative to the magnetic nuclei 

which are at the centroids of the localized orbitals. Alternatively, in the GIAO approach 

gauge factors are included in the atomic orbitals as first proposed by London [138]. The 

GIAO method is particularly rapidly convergent with respect to the size of the basis 

set and is currently the preferred method for the evaluation of shielding constants in 

large systems. 

In the next section we use the calculation of isotropic shielding constants (one third 

of the trace of the shielding tensor) to examine differences· between the exchange-only 

Kohn-Sham potentials. This quantity is a particularly sensitive probe of differences 

in the exchange potentials since it is governed entirely by the orbitals and eigenvalues 

through Eqn. (2.7.4). We compare our results with those obtained using the multi­

plicative Kohn-Sham (MKS) procedure of Ref. [143] via the method of Zhao, Morrison 

and Parr [59] described in Section 1.6.4. We then extend the application of these ap­

proximate exchange potentials to use in hybrid exchange-correlation functionals and 

examine their behaviour as the fraction of exchange, ~, is varied from 0 to 1. 

2.7.1 Exchange-Only NMR Shielding Constants 

Initially we consider the isotropic NMR shielding constants calculated using the LDAX, 

B88X, Slater, KLI, LHF and MKS(HF) exchange potentials, as well as values from 

the conventional Hartree-Fock method. The results for a set of 21 small main group 

molecules are presented in Table 2.4. 

In the MKS(HF) approach an approximate exchange potential corresponding to a 

Hartree-Fock density is calculated via the ZMP method. This potential is then read 

back into a separate calculation and the NMR shielding constants are computed in 

an uncoupled fashion. The shielding constants from the LDAX, B88X, Slater, KLI 

and LHF procedures are also computed in an uncoupled manner. These values can be 

compared with the Hartree-Fock shieldings which are evaluated in a coupled manner. 

For all shielding calculations the Huzinaga IGLO IV basis set [144, 145] was employed 

with the LORG gauge formalism [141]. For molecules of the size considered here with 

this choice of large orbital basis set, LORG shielding constants have been shown to be 

very close to those obtained using the CIAO formalism [146]. For the evaluation of 

the ZMP potential in the MKS procedure a TZ2P basis set [147] was used in order to 

reduce computational cost. This mixed basis set procedure was justified in Ref. [143] 
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Table 2.4: Exchange only shielding constants in ppm 
Mol Nucl LDAX B88X Slater KLI LHF MKS(HF) HF Expt. 
HF F 416.3 408.4 437.1 431.9 428.0 424.4 414.7 419.7 
H20 0 337.0 324.8 344.3 344.9 342.9 337.7 328.7 357.6 
CH4 c 195.3 185.4 186.6 195.3 195.5 192.1 195.2 198.4 
co c -14.9 -10.4 -80.1 -2.0 2.5 25.6 -23.2 2.8 

0 -87.0 -76.0 -75.9 -7.8 -5.1 42.2 -84.6 -36.7 
N2 N -86.4 -80.8 -127.7 -54.3 -49.3 -7.9 -109.9 -59.6 
F2 F -271.5 -265.3 -385.6 -211.5 -217.5 -37.3 -168.4 -192.8 
0'00' 0' -1495.5 -1449.2 -1473.6 -1103.3 -1135.6 -625.1 -2819.5 -1290.0 

0 -912.0 -897.2 -861.2 -771.9 -760.9 -571.3 -2739.4 -724.0 
PN p -60.3 -20.2 -68.5 81.0 79.3 227.3 -79.2 53.0 

N -412.1 -403.8 -379.2 -262.5 -284.8 -194.1 -480.5 -349.0 
H2S s 748.2 700.8 722.9 761.6 758.4 740.4 722.1 752.0 
NH3 N 269.3 257.0 265.2 270.2 270.1 265.4 262.2 273.3 
HCN c 67.5 72.8 40.1 79.1 82.0 95.0 72.1 82.1 

N -56.0 -43.7 -64.8 0.9 28.6 30.3 -48.4 -20.4 
C2H2 c 101.4 107.8 86.4 118.9 119.6 126.7 115.8 117.2 
C2H4 c 42.0 47.1 17.8 65.9 66.7 76.0 59.9 64.5 
H2CO c -38.3 -22.7 -90.9 -14.5 -8.4 15.3 -5.8 -4.4 

0 -508.5 -439.1 -409.7 -237.9 -257.7 -154.4 -436.8 -375.0 
N'NO N' 92.9 91.2 53.1 114.6 115.9 127.5 63.8 99.5 

N -1.9 -3.4 -26.5 17.2 22.4 28.5 -32.5 11.3 
0 184.8 175.6 173.0 217.9 221.0 241.6 175.4 200.5 

C02 c 51.0 51.4 23.0 63.0 65.1 69.9 52.8 58.8 
0 213.8 214.8 207.3 249.0 249.7 266.8 223.3 243.4 

OF2 0 -656.8 -621.9 -837.9 -527.7 -583.0 -270.8 -440.6 -473.1 
H2CNN' c 168.1 159.8 143.8 172.5 174.5 169.9 164.9 164.5 

N -58.3 -62.1 -113.9 -33.2 -26.4 -11.3 -11.2 -43.4 
N' -155.0 -164.8 -280.0 -102.5 -103.1 -67.5 -298.8 -149.0 

HCl Cl 967.4 937.8 973.0 985.9 980.5 962.0 958.2 952.0 
802 s -60.3 -206.0 -328.4 -133.5 -120.4 -55.3 -312.5 -126.0 

0 -412.1 -272.6 c255.2 -124.4 -129.1 -54.4 -280.7 -205.0 
PH3 p 597.0 557.4 558.2 600.7 600.1 592.8 586.8 599.9 

d -44.9 -42.2 -69.7 18.2 16.2 75.2 -143.1 
ldl 50.2 42.2 72.1 28.5 28.5 78.5 149.1 
ldl% 80.5 57.3 216.3 30.0 27.3 93.4 90.3 

Omitting 03 

d -34.8 -33.9 -63.6 14.8 13.4 52.9 -34.4 
ldl 40.4 33.9 66.2 22.6 24.0 56.5 40.8 
ldl% 84.5 59.9 229.6 31.3 28.5 97.2 83.1 
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since only a spatial representation of the exchange potential is required. 

Relative to experiment the results in Table 2.4 give mean absolute errors, ldl, in the 

order HF > MKS(HF) >Slater> LDAX > B88X > KLI ~ LHF. Since these theories do 

not include the effects of electron correlation we would expect the results to be poor in 

comparison with experiment. This is indeed the case for the HF, MKS(HF), and Slater 

values. The LDAX and B88X values are similar and are closer to experiment. It has 

been argued previously that these approximations actually introduce some correlation 

for molecules and so this may not be a surprising result [148]. The LHF and KLI 

results are again very similar, as was observed for the Ne atom. However they are 

unexpectedly close to experiment, with mean absolute errors of just 28.5 ppm, making 

them comparable with the conventional GGA functional HCTH, which for the same 

set of molecules gives a mean absolute error of 32.4 ppm. This is in spite of the 

fact that the approximations do not include any consideration of electron correlation. 

These observations are consistent with the excitation energy calculations of Ref. [128]. 

The differences between the results indicate significant differences in the various KS 

exchange representations. 

2.7.2 HOMO-LUMO Eigenvalue Differences 

For uncoupled shielding constants determined by Eqn. (2. 7.4) the paramagnetic con­

tribution depends on the inverse of the occupied-virtual Kohn-Sham eigenvalue dif­

ferences. If the diamagnetic component remains approximately constant along with 

the numerator of the paramagnetic term, then methods which yield large occupied­

virtual eigenvalue differences will tend to give larger total shielding constants. This 

behaviour has been widely observed [149-152]. For a subset of the 21 molecules where 

the variation in the shielding constants is particularly pronounced, the HOMO-LUMO 

gaps for LDAX, B88X, Slater, KLI, LHF and MKS(HF) are presented in Table 2.5 

along with the near exact values of Ref. [152] obtained using the ZMP procedure on 

Brueckner-Doubles coupled cluster densities. In each case we see that the LDAX and 

B88X functionals underestimate the gap, consistent with a systematic underestimation 

of the shielding constants in Table 2.4. The MKS(HF) procedure consistently over es­

timates the gap leading to shielding constants which are too large. Use of the Slater 

potential leads to shieldings which do not show a systematic trend. This is because the 

potential is particularly poor in the core region and so the occupied orbitals are severely 

degraded (see also Table 2.1), changing the diamagnetic contribution and paramagnetic 

numerator significantly. The LHF an.d KLI potential correct the Slater potential in the 

core region. Both methods lead to HOMO-LUMO gaps which are surprisingly close to 
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Table 2.5: HOMO-LUMO gaps calculated with exchange-only methods in Eh 
Molecule LDAX B88X Slater KLI LHF MKS(HF) Near Exacta 
co 0.251 0.260 0.247 0.266 0.267 0.290 0.27 
N2 0.300 0.307 0.316 0.317 0.319 0.351 0.32 
F2 0.126 0.137 0.144 0.152 0.147 0.234 0.16 
PN 0.159 0.163 0.185 0.179 0.175 0.200 0.17 
H2CO 0.122 0.134 0.147 0.156 0.154 0.187 0.15 
OF2 0.121 0.131 0.137 0.155 0.141 0.221 0.16 
so2 0.134 0.136 0.151 0.153 0.153 0.173 0.15 
a Ref. [152] 

the best estimate values of Ref. [152], rationalising the good performance LHF and KLI 

approaches. This issue will be investigated further in Chapter 5. Since the occupied­

virtual eigenvalue differences are the key quantities in the evaluation of excited states 

by TDDFT these observations also go some way towards explaining the observations 

of Ref. [128]. 

2.8 Extension to Hybrid Functionals 

In order improve the accuracy of the NMR shielding constants relative to experiment 

we must use functionals which include the effects of electron correlation. Wilson and 

Tozer have demonstrated the high accuracy of uncoupled shielding constants evaluated 

via the MKS scheme applied to electron densities of hybrid functionals [143]. Subse­

quently we have confirmed [153] that applying the ZMP procedure to a Hartree-Fock 

density, scaling the resulting potential and adding it to the GGA component of a hy­

brid functional yields essentially the same accuracy results, with mean absolute errors 

for each procedure differing by less than 1 ppm for the B97-2 functional form when 

applied to the 21 molecules of Table 2.4. This ·corresponds to solving a Kohn-Sham 

equation of the form 

[ 
1 >72 GGA c l -2 V + Vext + VJ + Vxc + <,Vx 'Pi= Eii.{Ji (2.8.1) 

The MKS results for the B97-2 functional have a mean absolute error of just 15.1 ppm. 

Unfortunately the MKS procedure requires the evaluation of an exchange potential via 

the numerically difficult ZMP method. The high quality of the results obtained provides 

us with the impetus to consider other approximations to the exchange potential of Eqn. 

2.8.1, in the calculation of NMR shielding constants, thus avoiding the need to perform 

a ZMP calculation. Specifically we consider the Slater, KLI and LHF approximations 

to the exchange potential. A similar approach based on the B3LYP hybrid functional 

was considered by Hieringer et al. in Ref. [154]. 
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Table 2.6 presents multiplicative hybrid shielding constants calculated using the 

B97-2 hybrid functional [96) form. Conventional coupled results are presented along 

with uncoupled results from functionals in which the v~KS(HF) (prefixed M), v~later (pre­

fixed S), v~LI (prefixed K) and v~HF (prefixed L) exchange representations are used. 

Errors are presented relative to experiment and the mean absolute errors indicate 

that the quality of the approximations follows the trend M(B97-2)>K(B97-2)~L(B97-

2)>S(B97-2)>B97-2. All of the multiplicative hybrids outperforming the conventional 

B97-2 functional. The highest quality results are the M(B97-2) values which approach 

the quality of the best ab initio calculations. As expected the L(B97-2) and K(B97-2) 

results are of similar quality but both are notably worse than the M(B97-2) results, 

reflecting the differences in the LHF and MKS exchange representations observed in 

the previous section. This indicates that the amount of exchange included in conven­

tional hybrid functionals is not appropriate for functionals based on these multiplicative 

potentials. 

2.8.1 Varying the Fraction of Orbital Exchange 

Wilson and Tozer [152) have demonstrated that for multiplicative hybrids in the MKS 

scheme, an amount of orbital exchange in the range 0.2- 0.3 is optimal for the cal­

culation of NMR shielding constants. This is consistent with the fraction found in 

conventional hybrid functionals such as B97-2 (0.21), B3LYP (0.20) and PBEO (0.25). 

We now consider the behaviour of Slater, KLI and LHF based hybrid functionals as 

the fraction of orbital exchange is varied between 0 and 1. We employ the functionals 

of Ref. [152) which take the B97 form and have coefficients that were opt!mized for 

amounts of exchange between 0 and 1 in steps of 0.1. Thus zero corresponds to a 

GGA functional, whilst 1 corresponds to full orbital dependent exchange plus a GGA 

correlation functional. The shielding constants of the same set of molecules were calcu­

lated. Figure 2.2 presents plots of the mean absolute error as a function of the amount 

of exchange for each representation. The introduction of Slater exchange leads to a 

steady degradation of the shielding constants relative to experiment as shown by Fig­

ure 2.2(a). This again reflects the poor quality of the Slater approximation. When the 

KLI approximation is employed the mean absolute error minimises at~= 0.5 as shown 

in Figure 2. 2 (b). The use of a larger fraction of LHF exchange was first suggested in 

Ref. [153) and investigated in detail by Arbuznikov and Kaupp [155), who observed a 

minimisation in the range ~ = 0.5 - 0.6 for a different functional form. Again LHF 

based hybrids behave in a similar manner to KLI based ones with minimisation of the 

mean absolute error around~= 0.5 as shown in Figure 2.2(c). This highlights a dif-
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Table 2.6: Multiplicative hybrid shielding constants, in ppm 
Mol Nucl B97-2 M(B97-2) S(B972) K(B972) L(B972) ab initio Expt. 
HF F 412.5 415.0 417.4 416.8 415.6 418.68 419.78 

H20 0 328.3 330.4 331.3 332.0 331.4 337.98 357.6 8 

CH4 c 191.3 190.4 189.1 191.2 191.3 198.98 198.48 

co c -12.4 -0.6 -22.1 -7.5 -6.5 5.68 2.88 

0 -74.1 -40.7 -70.4 -56.1 -55.4 -52.98 -36.78 

N2 N -85.9 -60.9 -88.9 -73.7 -72.5 -58.18 -59.68 

F2 F -242.9 -199.2 -289.5 -253.3 -254.7 -186.58 -192.88 

0'00' 0' -1660.2 -1162.5 -1450.1 -1360.9 -1370.3 -1208.28 -1290.08 

0 -1099.6 -777.9 -866.5 -846.1 -843.3 -754.68 -724.08 

PN p -35.9 46.8 -29.2 2.4 1.9 86.ob 53.0b 
N -407.4 -332.3 -382.5 -356.5 -361.9 -34l.Ob -349.0b 

H2S s 722.5 724.7 719.7 730.0 729.2 754.6c 752.oc 
NHa N 260.9 261.4 261.0 262.5 262.5 270.78 273.38 

HCN c 73.4 79.5 67.5 75.4 76.1 86.38 82.18 

N -39.8 -19.3 -42.2 -28.0 -28.0 -13.68 -20.48 

C2H2 c 111.7 114.9 106.1 112.8 113.0 121.8d 117.2e 
C2H4 c 53.8 58.4 45.5 55.5 55.7 71.2{ 64.5{ 
H2CO c -16.6 -10.4 -32.9 -18.9 -17.2 4.78 -4.48 

0 -425.0 -340.4 -413.3 -373.7 -379.4 -383.18 -375.08 

N'NO N' 86.7 101.4 85.0 97.8 98.1 100.5g 99.5g 
N -2.4 11.7 0.2 9.1 10.3 5.3g 11.3g 
0 173.9 192.2 173.7 184.1 184.9 198.8g 200.5g 

C02 c 55.1 59.5 49.9 57.9 58.5 63.5{ 58.8{ 
0 215.7 227.7 212.3 221.8 222.0 236.4h 243.4h 

OF2 0 -556.1 -500.8 -653.3 -589.4 -602.1 -465.5h -473.1h 
H2CNN' c 162.7 163.7 158.2 164.4 1M9 171.98 164.58 

N -49.9 -41.9 -64.0 -48.0 -46.4 -31.68 -43.48 

N' -180.2 -135.1 -180.5 -145.3 -145.4 -142.48 -149.08 

HCl Cl 952.5 952.3 953.4 957.9 956.5 962.3i 952.0i 
so2 s -227.5 -163.2 -222.1 -183.8 -180.3 -134.2c -126.oc 

0 -274.1 -206.9 -262.8 -232.0 -233.4 -170.4C -205.oc 
PH a p 580.0 579.2 572.1 582.1 581.9 594.0b 599.9i 

d -50.4 -2.6 -41.6 -22.6 -23.3 4.5 
ldl 50.4 15.1 41.6 23.2 23.8 11.2 
ldl% 54.9 13.4 77.9 35.9 33.0 19.5 

Omitting Oa 

d -28.9 -5.3 -34.2 -17.6 -18.2 3.1 
ldl 28.9 10.0 34.3 18.3 18.8 8.2 
ldl% 55.9 13.7 82.0 37.5 34.4 20.4 

8 Ref. [156), GIAO-CCSD(T), experimental values include rovibrational corrections (except HCN) 
b Ref. [157], SOLO 
c Ref. [158], IGLO-CASSCF 
d Ref. [159), GIAO-CCSD 
e Ref. [145] 
f Ref. [160], GIAO-MP2 
g Ref. [161], GIAO-CCSD 
h Ref. [162], GIAO-MP2 
i Ref. [163], GIAO-MP3 
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ference between the KLI/LHF and ZMP exchange potentials which will be examined 

in further detail in Chapter 5. 
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Figure 2.2: The mean absolute error, in ppm, as a function of the amount of exchange 
for shielding constants calculated using hybrid functionals containing approximate ex­
change potentials 
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52 

In this chapter we consider the application of LHF-based approaches to excited states 

and structural perturbations. Specifically we consider excitation energies, ground and 

excited state optimized geometries, vibrational levels and potential energy curves. We 

compare LHF and multiplicative hybrid results with HF and conventional hybrid DFT 

to assess the influence of the alternative exchange treatment. In light of the observa­

tions in Section 2.8.1, relating to the optimal amount of exchange in LHF based hybrids, 

we consider both standard (0.21) and increased (0.60) amounts of orbital exchange. We · 

also consider the HCTH GGA functional with no orbital exchange and, where required, 

investigate the influence of the asymptotic correction (AC) to the potential. 

3.1 Optimized Geometroes 

We commence by considering the performance of LHF exchange-based methods for 

the calculation of ground· state properties. Specifically we calculate the optimized 

geometries of 45 diatomic molecules. Since analytic derivatives are not available for 

the LHF methods, the bond lengths were optimized numerically. The multiplicative 

hybrid Kohn-Sham equations were solved self-consistently, as described in Section 

2.3.1, by iterating the TLHF equations which were solved at each step of the SCF 

· cycle by the conjugate gradient procedure. In asymptotic regions when the density 

falls below 10-8a.u., the LHF potential was replaced with a multipole representation 

of -1/r as discussed in Section 2.3.2. This procedure is only formally correct when the 

highest occupied molecular orbital (HOMO) does not exhibit a nodal surface. However, 

changes to the asymptotic region have minimal effect on the ground state electronic 
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energy and hence their potential energy curves. 

In Table 3.1 we present the optimized bond lengths of 45 diatomic molecules (ar­

ranged according to the periodic grouping of each atom). The methods considered 

are the Hartree-Fock and LHF exchange only methods, the conventional hybrid B97-2 

and B97(0.6) functionals (the latter is the~= 0.6 functional of Ref. [152]), the HCTH 

GGA functional, and the multiplicative hybrid functionals L(B97-2) and L(B97(0.6)) 

in which the Hartree-Fock exchange contribution is replaced by the LHF exchange 

potential as in Eqn. (2.8.1). 

Following Ref. [164), the 6-311G+ (2df) basis set was initially used for the calculation 

of the optimized geometries. However, for the alkali metal (1-1) diatomic molecules, 

the LHF potential energy curves exhibited small oscillations making the location of 

the minimum to the precision of ±0.0005 A impossible. For the other molecules this 

problem was not observed. The origin of this problem can be traced to the resolution 

of the identity employed in our implementation of the LHF method. To improve the 

flexibility of the basis set and hence remove the oscillations, the 6-311G+(2df) set 

was uncontracted. This resulted in smooth potential energy surfaces on which minima 

could be located to the required precision. Uncontraction of the basis set had minimal 

effect on the results computed with the non-LHF based methods. 

The results presented in Table 3.1 are compared with the experimental results of 

Ref. [164) and MP2 wavefunction values. The mean, d, mean absolute, ldl, and mean 

absolute percentage, ldl %, errors are reported relative to experiment. The results 

demonstrate that the bond lengths are relatively insensitive to the choice of exchange 

treatment. The HF, B97~2 and B97(0.6) results are very close to those of LHF, L(B97-

2) and L(B97(0.6)) respectively. As in Ref. [164), errors are reported both including 

and excluding the difficult (1-1) diatomics. In both cases the conventional approaches 

give very similar errors to their LHF based counterparts. This is not surprising since 

the goal of the LHF approach is to find the multiplicative operator, vx(r), which may 

as accurately as possible replace the non-local Hartree-Fock exchange operator, and 

hence the energies of the two approaches are close and have a similar response to struc­

tural perturbations. One surprising observation is that the B97(0.6) /L(B97(0.6)) and 

B97-2/L(B97-2) errors are comparable over the full set of molecules. When the (1-1) 

combination is omitted, the errors from the B97(0.6)/L(B97(0.6)) functionals barely 

change indicating that these systems present no special difficulties for the functionals 

with larger fractions of orbital exchange. In contrast for B97-2/L(B97-2) the errors 

reduce significantly when these systems are removed. As is commonly observed the 

hybrid functionals outperform the HCTH GGA functional in the calculation of opti­

mized geometries, for main group molecules. The MP2 method provides a consistent 
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Table 3.1: Optimized bond lengths, in A, for diatomic molecules 
Molecule HF LHF B97-2 L(B97-2) B97(0.6) L(B97(0.6)) HCTH MP2 . Expt.a 
(1-1) 
Li2 2.784 2.788 2.746 2.745 2.690 2.689 2.759 2.725 2.673 
LiN a 3.001 3.007 2.956 2.954 2.861 2.863 2.985 2.923 2.885 
LiK 3.509 3.517 3.413 3.413 3.322 3.329 3.456 3.332 3.319 
Na2 3.194 3.204 3.138 3.143 3.011 3.014 3.185 3.103 3.079 
NaK 3.693 3.702 3.589 3.591 3.464 3.465 3.641 3.499 3.497 
K2 4.199 4.205 4.056 4.056 3.924 3.920 4.127 3.890 3.924 
(15-15) 
N2 1.066 1.065 1.090 1.090 1.077 1.076 1.098 1.110 1.098 
NP 1.448 1.447 1.480 1.481 1.461 1.460 1.494 1.519 1.491 
NAs 1.570 1.569 1.604 1.603 1.581 1.581 1.618 1.662 1.618 
p2 1.854 1.853 1.885 1.885 1.862 1.863 1.900 1.922 1.893 
PAs 1.958 1.958 1.988 1.989 1.966 1.966 2.005 2.027 1.999 
As2 2.058 2.058 2.089 2.089 2.064 2.064 2.108 2.128 2.103 
(17-17) 
F2 1.327 1.322 1.378 1.378 1.345 1.343 1.398 1.397 1.412 
FCl 1.590 1.587 1.628 1.628 1.601 1.601 1.645 1.637 1.628 
FBr 1.717 1.715 1.759 1.759 1.728 1.727 1.777 1.761 1.759 
Cb 1.982 1.982 1.990 1.991 1.974 1.974 2.001 1.993 1.988 
CIBr 2.128 2.128 2.139 2.139 2.115 2.115 2.152 2.133 2.136 
Br2 2.278 2.277 2.289 2.289 2.260 2.260 2.306 2.279 2.281 
(1-17) 
LiF 1.557 1.559 1.571 1.568 1.542 1.543 1.586 1.574 1.564 
LiCl 2.036 2.037 2.028 2.029 1.999 2.002 2.038 2.025 2.021 
LiBr 2.196 2.198 2.186 2.183 2.151 2.151 2.197 2.179 2.170 
NaF 1.930 1.933 1.949 1.947 1.909 1.903 1.975 1.951 1.926 
NaCl 2.391 2.395 2.383 2.387 2.340 2.342 2.402 2.377 2.361 
NaBr 2.544 2.547 2.529 2.527 2.482 2.480 2.552 2.525 2.502 
KF 2.212 2.223 2.174 2.175 2.159 2.164 2.190 2.197 2.171 
KCI 2.742 2.756 2.680 2.678 2.654 2.663. 2.698 2.682 2.667 
KBr 2.910 2.923 2.839 2.843 2.811 2.814 2.861 2.848 2.821 
(13-17) 
BF 1.246 1.244 1.264 1.264 1.245 1.244 1.273 1.264 1.263 
BCl 1.720 1.716 1.725 1.725 1.707 1.705 1.734 1.710 1.716 
BBr 1.902 1.898 1.901 1.901 1.878 1.876 1.911 1.878 1.888 
AlF 1.647 1.646 1.672 1.671 1.648 1.648 1.687 1.671 1.654 
AlCl 2.149 2.148 2.152 2.152 2.128 2.129 2.166 2.141 2.130 
A!Br 2.332 2.331 2.327 2.327 2.300 2.300 2.343 2.316 2.295 
GaF 1.769 1.768 1.793 1.793 1.770 1.772 1.813 1.789 1.774 
GaCl 2.227 2.234 2.221 2.222 2.196 2.200 2.240 2.206 2.202 
GaBr 2.395 2.403 2.380 2.381 2.352 2.355 2.400 2.361 2.352 
(14-16) 
co 1.103 1.102 1.124 1.124 1.111 1.111 1.132 1.135 1.128 
cs 1.512 1.508 1.533 1.534 1.515 1.514 1.544 1.537 1.535 
CSe 1.654 1.648 1.673 1.673 1.655 1.653 1.685 1.676 1.676 
SiO 1.479 1.478 1.510 1.510 1.489 1.489 1.523 1.527 1.510 
SiS 1.912 1.910 1.933 1.933 1.916 1.914 1.947 1.941 1.929 
SiSe 2.044 2.042 2.064 2.064 2.041 2.040 2.080 2.069 2.058 
GeO 1.592 1.591 1.622 1.622 1.601 1.601 1.637 1.643 1.625 
GeS 1.996 1.995 2.014 2.014 1.997 1.996 2.029 2.021 2.012 
GeSe 2.122 2.121 2.140 2.140 2.118 2.118 2.158 2.141 2.135 

d 0.018 0.019 0.016 0.017 -0.019 -0.018 0.035 0.012 
ldl 0.047 0.050 0.021 0.021 0.020 0.020 0.036 0.015 
ldl% 2.0 2.1 0.9 0.9 1.1 1.1 1.4 0.8 
Omitting 1-1 Group; 
d -0.005 -0.005 0.006 0.006 -0.019 -0.019 0.021 0.012 
ldl 0.029 0.031 0.011 0.011 0.019 0.019 0.022 0.014 
jdj% 1.6 1.7 0.6 0.6 1.1 1.1 1.1 0.7 

a Experimental values taken from Ref. [164) 
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treatment for all the molecules considered, with accuracy intermediate between the 

B97(0.6) and B97-2 functionals when the (1-1) molecules are omitted. 

Next, we extend our investigation to consider potential energy curves for both 

ground and excited states, and use them to determine bond lengths and vibrational 

energy levels. It is not feasible to consider all the molecules in Table 3.1. We therefore 

concentrate on the N2 and CO molecules, for which ample experimental data is avail­

able. Excitation energies are calculated by time-dependent density functional theory 

(TDDFT) calculations. 

3.2 Time-Dependent Density Functional Theory 

Up until now we have considered the time-independent version of Kahn-Sham theory 

where the first Hohenberg-Kohn theorem established a one to one mapping between 

the potential v(r) and the density p(r). We now consider the time-dependent case, in 

which both the potential and the density depend on the time,· t. 
In 1984 Runge and Gross [165] proved that there is a one to one correspondence 

between v(rt) and p(rt) for many body systems, analogous to the Hohenberg-Kohn the­

orem for the time-independent case [165]. With this theorem in place a time-dependent 

density functional theory (TDDFT) scheme can be constructed in a similar fashion to 

the time-independent case. We introduce a system of non-interacting electrons mov­

ing subject to a time-dependent external potential. So we have the time-dependent 

Kahn-Sham equation 
a A 

i at Cf'i(rt) = HKs(rt)cpi(rt) (3.2.1) 

where the time-dependent Kahn-Sham Hamiltonian is 

(3.2.2) 

The unknown term in this equation, Vxc(rt), is now even more complex than in the 

time-independent case since it has functional dependence on the time-dependent den­

sity which at a given position may depend on the density at all other positions and 

all previous times. The v-representability problem discussed in Section 1.6.2 is still 

present in the time-dependent case. In using the Kohn-Sham scheme we have assumed 

the interacting time-dependent density is non-interacting v-representable. Although it 

has been suggested that this may be less of a problem than in the time-independent 

case [166]. 

In time-dependent systems the total energy is not conserved and so a variational 
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principle cannot be based upon it. Instead the quantum mechanical action is employed. 

This means that the exchange-correlation potential should be defined as the derivative 

of the action with respect to the time-dependent density. This is further complicated by 

the fact that in order to avoid violating causality, the quantum mechanical action must 

be reformulated in terms of the Keldysh pseudotime as done by van Leeuwen [167]. 

The development of time-dependent exchange functionals is still in its very early stages 

and hence in most practical applications of TDDFT the adiabatic approximation is em­

ployed in which we simply replace the time-:dependent potential Vxc(rt) by the Vxc(r) of 

some typical ground state exchange-correlation functional, evaluated using the density 

at that time. 

In order to calculate time-dependent properties we make use of linear response 

theory in which we consider the response of the non-interacting Kohn-Sham system to 

a weak time-dependent perturbation. Providing the perturbing potential is relatively 

weak, as is the case in most spectroscopic experiments, we may obtain accurate results 

via this route. This technique is used to calculate excitation energies in most computer 

packages which are available for application to chemical systems. It is important to 

be aware however that more accurate solutions are required when the perturbations 

become large, for example to describe an interaction with a strong laser. 

3.2.1 Kohn-Sham Linear Response Theory 

Consider a system of interacting particles subject to a small time-dependent pertur­

bation, the external potential may be written as Vext(rt) = v0(r) + v1(rt) where v0(r) 
is the external potential of the unperturbed system, and v1(rt) is the time-dependent 

perturbation. The response of the density to the perturbation may be written as 

( 
1 ') 8p[vext](rt) I x rt, r t = ---':::-'~.,..:-:-_,.:-

8vext(r't') Vext[po] 
(3.2.3) 

which is evaluated at the static external potential of the unperturbed density, p0 (r). 

The linear density response p1 ( rt) is then 

P1 (rt) = j dt' j dr'x(rt, r't')v1 (r't') (3.2.4) 

For a Kohn-Sham system of non-interacting particles moving in some potential V8 (rt) = 
Vext ( rt) + v J ( rt) + Vxc ( rt), we may similarly write the non-interacting response function 
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with the same unperturbed density, p 0 (r), 

( , ') _ 8p[vs](rt) I 
Xs rt, r t - &v (r't') 

8 v.[po] 
(3.2.5) 

Since by the Runge-Gross theorem [165] we know that the time-dependent KS potential 

and density have a one-to-one correspondence and since p0 (r) and p(rt) are the same 

in the interacting and non-interacting cases, the interacting density p[vext] (rt) uniquely 

determines the potential vs[P[Vext]] of the KS system such that p[vs](rt) = p[vext](rt). 

The change in the time-dependent exchange-correlation potential when the density 

is perturbed by a small amount 8p may be written as 

Vxc[P + 8p](rt) = Vxc[P](r) + J dt' J dr' fxc[p](rt, r't')8p(r't') 

where fxc is the exchange-correlation kernel defined as, 

f [ ]( 1 ') _ 8vxc[p](rt) 
xc p rt, r t - &p(r't') 

(3.2.6) 

(3.2.7) 

Using the chain rule on the interacting response function of Eqn. (3.2.3) and inserting 

Eqn. (3.2.6) then taking the Fourier transform with respect to time we arrive at the 

Dyson-like equation 

where w is the frequency and we note that in the adiabatic approximation the exchange­

correlation kernel becomes freqency independent. Eqn. (3.2.8) is a formally exact 

representation of the density response of an interacting system in terms of objects 

which are all functionals of the ground state density p0 ( r). The non-interacting response 

function Xs(rr'w) can be written in terms of the static unperturbed KS orbitals as 

(3.2.9) 

The interacting response function displays poles at the true excitation energies of the 

system. From Eqn. (3.2.9) we can see that Xs also displays poles at frequencies cor­

responding to the Kohn-Sham occupied-virtual eigenvalue differences. In the absence 

of the Coulomb and exchange-correlation interactions these differences would give the 

true transition frequencies. In their presence Eqn. (3.2.8) shifts these transitions to 

their true values by addition of a shift depending on the Coulomb and exchange-
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correlation kernels. Unfortunately the solution of Eqn. (3.2.8) is numerically difficult 

and requires a knowledge of the non-interacting response function which depends on 

a summation over both the occupied and virtual states and is not guaranteed to be 

rapidly convergent. 

3.2.2 Excited State Calculations 

Fortunately for finite systems it is possible to find the poles of the interacting response 

function by the solution of a pseudo-eigenvalue problem. We begin by considering the 

Lehmann representation of the density response function 

x(rr'w) = lim "'"' [(0 IP(T(r)l m) (m IP(T(r')l 0) _ (0 IP(T(r')l m) (m IP(T(r)l 0)] 
7)--.o+ L w- (Em- Eo)+ irJ w- (Em- Eo)+ irJ 

m 

(3.2.10) 

where p is the density operator, lm) form a complete set of states with energies Em 

and 'rJ is a positive infinitesimal. The interacting density response function has poles 

at the excitation energies D = Em - E0 . In the exact case the eigenstates may be 

mixtures of single, double and higher multiple excitations and so the response function 

can have poles dominated by any number of excitations. However in the case of Xs 

only poles at single excitations may be observed. So Xs exhibits fewer poles than X· 

Under the adiabatic approximation (which we employ throughout this thesis) states 

with significant multiple excitation character cannot be described accurately. 

Casida [168] showed that the poles of x may be found by the solution of a pseudo 

eigenvalue problem. If we introduce the double index q = (i, a) to represent a single 

excitation from IPi to IPa and define Wq as the KS eigenvalue difference Ea - Ei then the 

squares of the true transition frequencies f2J = WJ are the eigenvalues of the matrix 

(3.2.11) 

in which 

(3.2.12) 

and Axe is lr~r'l + fxc(rr'w). The oscillator strengths may be obtained from the eigen­

vectors. In the adiabatic approximation the above equations become a simple matrix 

equation which may be solved for the excitation energies. Most commonly used quan­

tum chemistry codes contain algorithms for the extraction of the lowest N states. 
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Table 3.2: Vertical excitation energies of N2 , in eV, calculated at the experimental 
bond length 

State Transition HF LHF B97-2 L(B97-2) B97(0.6) L(B97(0.6)) HCTH Expt. 8 

a 1IT9 CTg -t 1fg 9.76 9.58 9.32 9.25 9.54 9.41 9.16 9.31 
ail L:;;- 1ru --+ 'lrg 7.93 10.21 9.43 9.85 8.74 10.02 9.74 9.92 
w1fl.u 1ru --+ 1rg 8.75 10.78 9.84 10.23 9.47 10.62 10.07 10.27 
alll L:gr CTg -t 3SCTg 14.00 12.34 11.31 11.05 13.29 12.31 10.19 12.20 
b1 IIu CTg -t 3p7ru 14.56 13.18 11.65 11.35 13.81 12.56 10.52 12.90 
b'l I:;!' CTg -t 3pCTu 14.84 13.42 11.69 11.39 13.72 12.84 10.50 12.98 
c5IIu 'll'u -> 3su9 15.10 13.63 12.18 12.35 13.34 13.24 11.44 13.24 

d 0.59 0.33 -0.77 -0.76 0.16 0.03 -1.31 
ldl 1.59 0.33 0.77 0.76 0.72 0.16 1.31 
ldl% 13.7 2.9 6.3 6.0 6.4 1.4 10.4 
8 Ref. [176] 

3.3 Excitation Energies of the CO and N2 Molecules 

The calculation of molecular excited state properties is a relatively unexplored appli­

cation of KS-DFT. The use of TDDFT allows the calculation of excited state potential 

energy surfaces and implementations of excited-state analytic derivative programs have 

been reported [169-175]. The calculation of the properties of excited states will clearly 

be an important area in the future. Since we are considering diatomic molecules we 

may map out the excited state potential energy curves and calculate the optimized 

bond lengths and vibrational energy levels of each state. To ensure an accurate de­

scription of the excited states, the uncontracted 6-311G+(2df) basis set was further 

augmented by the addition of 2 extras, p and d diffuse functions at the bond centres 

with exponents determined from the geometric progression (the average of the C and 

0 exponents was used for CO). 

To begin with we consider vertical excitation energies at the experimental ground 

state bond lengths in Table 3.1. We compare the Hartree-Fock and LHF methods, 

the conventional B97-2 functional and its multiplicative counterpart containing LHF 

exchange denoted L(B97-2), the B97(0.6) hybrid containing a lager fraction of orbital 

exchange and the corresponding L(B97(0.6)) functional, and the HCTH GGA func­

tional. Following Ref. [128] the LHF excitation energies are determined using the 

adiabatic approximation of time-dependent linear response theory, with the contribu­

tion to the exchange-correlation kernel of Eqn. (3.2. 7) being represented by the Dirac 

exchange kernel. For multiplicative hybrid calculations with a fraction of orbital de­

pendent exchange ~ this contribution is scaled accordingly and added to the kernel of 

the GGA part of the hybrid functional. The singlet vertical excitation energies are 

presented in Tables 3.2 and 3.3 for the N2 and CO molecules respectively, along with 

experimental values from Refs. [176, 177]. Errors are calculated relative to these values. 



3. Approximate Exchange: Excited States and Nuclear Perturbations 60 

Table 3.3: Vertical excitation energies of CO, in eV, calculated at the experimental 
bond length 

State Transition HF LHF B97-2 L(B97-2) B97(0.6) L(B97(0.6)) HCTH Expt.a 
A1II CT ~ 11"* 8.78 8.70 8.45 8.41 8.60 8.53 8.29 8.51 
[1~- 1r-+ 7r* 9.37 10.71 9.84 10.12 9.58 10.41 9.94 9.88 
D1 tl 7r-+ 7r* 9.93 11.16 10.15 10.42 10.13 10.88 10.19 10.23 
Bl~+ u __. 3su 11.88 10.85 9.96 9.79 11.48 10.92 8.97 10.78 
Cl~+ u __. 3pu 12.57 11.85 10.27 10.19 11.99 11.66 9.29 11.40 
E 1II (J __. 3p7r 12.60 11.72 10.41 10.25 12.01 11.64 9.29 11.53 
pli;+ u __. 3du 13.58 12.95 10.87 10.63 12.63 12.30 9.63 12.40 

d 0.57 0.46 -0.68 -0.70 0.24 0.23 -1.30 
ldl 0.80 0.46 0.68 0.83 0.36 0.26 1.32 
ldl% 7.2 4.3 5.9 7.2 3.3 2.5 11.5 

a Ref. [177] 

If we consider the excitations individually, a smooth variation with the fraction of 

exchange is observed in moving from HCTH to B97-2 to B97(0.6) to HF and simi­

larly for the multiplicative counterparts (prefixed L). For both molecules the HF re­

sults are poor and LHF is a notable improvement, which is consistent with Ref. [128] 

and Section 2.6. This improvement for the higher excitations results from the -1/r 

asymptotic behaviour of the LHF potential which leads to an improved virtual eigen­

value spectrum. The B97-2 and L(B97-2) results are of overall similar quality with 

the errors in both cases being dominated by the Rydberg excitations, which is to be 

expected since in the first case the HF exchange contribution is scaled by 0.21 and 

in the latter the exchange-correlation potential exhibits an asymptotic -0.21/r be­

haviour. The B97(0.6) functional gives excitations intermediate between the B97-2 

and HF values as expected, and offers little overall improvement in quality. In contrast 

the L(B97(0.6)) results represent a substantial improvement over L(B97-2), reflecting 

the increased proportion of LHF exchange which results in a -0.6/r asymptotic poten­

tial and consequently much improved Rydberg excitations. The values for L(B97(0.6)) 

are intermediate between those of L(B97-2) and LHF which tend to underestimate 

and overestimate the experimental values respectively. The HCTH error is large, as is 

commonly observed for GGA functionals, owing to its poor description of the Rydberg 

excitations due the exponential decay of the HCTH exchange-correlation potential. 

The errors in Tables 3.2 and 3.3 are dominated by the poor description of the Ryd­

berg states. It is well established that the asymptotic correction (AC) described in Sec­

tion 1. 7.3 can significantly reduce errors arising from the breakdown of the exchange­

correlation potential in asymptotic regions. For the functionals of Table 3.2 we may 

apply the correction 
-(1- ~) 

lim Vxc(r) = + E'HOMO +I 
r-+oo r 

(3.3.1) 

where ~ is the fraction of orbital exchange in the functional, and I is the ionisation 
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Table 3.4: Vertical excitation energies of N2 , in eV, calculated at the experimental 
bond length with asymptotically corrected methods 

State Transition B97-2 (AC) L(B97-2 (AC)) B97(0.6) (AC) L(B97(0.6) (AC)) HCTH (AC) Expt." 
a Il9 a 9 -+ 1r9 9.33 9.28 9.53 9.41 9.20 9.31 
a11 ~;;- 7ru-+ 1fg 9.45 9.87 8.73 10.03 9.78 9.92 
w 1 ll.u 7ru-+ 1fg 9.86 10.26 9.47 10.62 10.12 10.27 
a111 ~t a9 -+ 3sa9 
b1 flu a 9 -+ 3p7r u 

b11 ~;t a 9 -+3pau 
cjflu 7ru-+ 3sa9 

d 

ldl 
ldl% 
a Ref. [176] 

12.35 12.20 
12.97 12.83 
13.06 13.00 
13.12 13.34 

-0.10 -0.01 
0.19 0.04 

1.7 0.3 

13.13 12.71 11.97 12.20 
13.74 13.45 12.62 12.90 
13.66 13.63 12.73 12.98 
13.15 14.00 13.11 13.24 

0.08 0.43 -0.18 
0.68 0.43 0.18 

6.0 3.5 1.6 

Table 3.5: Vertical excitation energies of CO, in eV, calculated at the experimental 
bond length with asymptotically corrected methods 

State Transition B97-2 (AC) L(B97-2 (AC)) B97(0.6) (AC) 
A II a --4' 1r* 8.49 8.46 8.59 
Jl ~- 7r-+ 7r* 9.86 10.14 9.57 
D 1 ll. 7r-+7r* 10.18 10.45 10.12 
B 1 ~+ a-+ 3sa 10.83 10.63 11.39 
C1 ~+ a-+3pa 11.56 11.56 11.96 
E 1 II a-+ 3p7r 11.52 11.42 12.02 
F 1 ~+ a-+ 3da 12.49 12.40 12.98 

d 

ldl 
ldl% 
a Ref. [177] 

0.03 
0.06 

0.5 

0.05 
0.14 

1.3 

0.27 
0.39 

3.5 

L(B97(0.6) (AC)) 
8.54 

10.41 
10.89 
10.90 
11.92 
11.77 
12.75 

0.35 
0.35 

3.2 

HCTH (AC) 
8.39 
9.99 

10.24 
10.48 
11.36 
11.24 
12.22 

-0.12 
0.15 

1.4 

Expt." 
8.51 
9.88 

10.23 
10.78 
11.40 
11.53 
12.40 

potential calculated separately for each method. This correction is not appropriate for 

the HF method and is not required for the LHF approach. It is therefore only applied 

to the B97-2, L(B97-2), B97(0.6) and L(B97(0.6)) functionals. Since our LHF imple­

mentation is for closed shell molecules we utilise the B97-2 and 897(0.6) ionisation 

potentials in calculations involving their multiplicative counterparts. For the multi­

plicative functionals the combination of the -(1- ~)/r in Eqn. (3.3.1) and the -~/r 

LHF component gives the overall -1/r behaviour. The resulting excitation energies 

are presented in Tables 3.4 and 3.5. 

For both the CO and N2 molecules the B97-2(AC) and HCTH(AC) results are 

a significant improvement over the non-asymptotically corrected values, in line with 

previous observations. The L(B97-2)(AC) results are also a significant improvement 

over L(B97-2). The addition of the AC to the B97(0.6) functional does not lead to 

a similar improvement, which may reflect the fact that the AC was not designed to 

be used with such a large fraction of HF ~xchange. Since in L(B97(0.6)) the operator 

is fully multiplicative we may expect more success. However for both molecules the 

correction leads to an overestimation of the Rydberg values, which were reasonably 
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accurate before the correction was applied. This arises because the ionisation potential 

estimated by the B97(0.6) functional is significantly too large, and so the shift of Eqn. 

(3.3.1) is too great. Using the experimental value of I leads to much improved Rydberg 

excitations. 

3.4 · Calculation of Potential Energy Curves 

From the analysis of the bond length and excitation energy data we may conclude that 

the best overall results are obtained with B97-2(AC), L(B97-2)(AC), and HCTH(AC). 

We now proceed to use these methods to calculate ground and excited state potential 

energy curves for N 2 and CO. 

The ground state potential curves were determined in steps of 0.005 A at geometries 

between 0.5 and 2.5 re for each method. These potential energy curves are subject to 

basis set superposition error (BSSE) which arises when the basis functions on a given 

atom overlap with those on another. This leads to each centre experiencing a more 

complete basis than would otherwise be the case and a geometry dependent lowering 

of the energy is introduced. To remove the lowering we estimate the BSSE via the 

counterpoise correction approach of Ref. [178]. 

In order to map out the excited state potential energy curves, TDDFT calculations 

were performed at each geometry to determine the excitation energies. The ionisation 

potentials required by the AC for each method were also determined at each geometry. 

These were then added to the BSSE corrected ground state potential energy curve such 

that the excited state curves are also indirectly BSSE corrected. For both molecules 

we examine the ground state, the three valence excited states and a single Rydberg 

state. 

3.4.1 A Comparison with Experiment; The RKR Approach 

In order to assess the accuracy of the potential energy curves calculated using each 

approach we also determined potential energy curves from spectroscopic constants 

using the semi-classical RKR inversion procedure [179-181 J. The RKR method is exact 

within the Wentzel-Kramer-Brillouin (WKB) approximation [182-184"] and is used to 

determine the potential energy curve for a diatomic molecule from a knowledge of the 

vibrational energy levels G(v) and the inertial rotational constants B(v) which may be 

obtained spectroscopically. The method is based on the Bohr-Sommerfeld quantisation 

condition 

v + ~ = ( n
1(3) 1:2 

dr [E- U(r)J
1
1

2 (3.4.1) 
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for a diatomic molecule of reduced mass, p = m1m2/(m1 + m2), bound by a one 

dimensional potential, U(r ). Here (32 = (n2 /2p) and r 1 ( v) and r2( v) are the inner 

and outer turning points at the energy, E, defined by U(r1) = E = U(r2). From this 

equation the allowed eigenvalues of the system are the energies at which the right hand 

side is equal to a half integer. However in the semi-classical approach v is treated as a 

continuous function of E. Differentiating the quantisation condition then gives 

dv = (-1 ) 1r2 dr/[E- U(r)F/2 
dE 27r/3 Tl 

(3.4.2) 

This expression can be inverted to give an expression for the width of the potential 

well at E = E( v). The result is 

r1(v)- r2(v) = 2{31: dv'j[E(v)- E(v')FI2 (3.4.3) 

where v0 is the value of the vibrational quantum number at the potential minimum. 

For a rotating system the potential U ( r) also contains a centrifugal term, 

(3.4.4) 

where J is the rotational quantum number and the energy then depends on both v and 

J. Differentiating the quantisation condition with respect to [J ( J + 1)] gives 

B(v)- =- -· drjr2[E- U(r)P12 dv ( {3) 1r2 
dE 21r rt 

(3.4.5) 

This equation may also be inverted to obtain the relation 

-
1
-- -

1
- = (

2
) 1v dv'B(v')/[E(v)- E(v')] 112 

r1(v) r2(v) /3 vo 
(3.4.6) 

Eqns. (3.4.3) and (3.4.6) are the basis of the 1st order RKR method for the determi­

nantion of potential energy curves. 

In the 1st order RKR approach the vibrational quantum number at the minimum of 

the potential, v0 , is taken to have a value of one half. The Kaiser correction [185] adjusts 

the value of v0 according to a consideration of higher order semi-classical approaches 

and is employed in all of our calculations. The RKR method is exact within the 

1st order WKB approximation and for heavy molecules the quantum mechanical level 

spacings calculated from RKR potentials usually agree with experimental values to 

within experimental error. HoweveF for molecules with a small reduced mass larger 
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discrepancies between experimental vibrational levels and those calculated from RKR 

potentials may be observed. 

The v dependence of the vibrational energies, G( v), and the inertial rotational 

constants B( v) are represented by Dunham [186] expansions 

G( v) ~ tt Y,,o ( v + ~) 
1 

~ w. ( v + ~) - w,x, ( v + ~) 
2 

+ w,y, ( v + ~) 
3 

+ ... 

(3.4. 7) 

B(v) ~ ~Y,,, (v + ~)' ~ B,- a, (v+ D +7e (v + D 2 

+. .. (3.4.8) 

where the Dunham coefficients Y can be obtained from fitting to spectroscopic data. 

Since experimental data often defines G( v) with more accuracy than B( v) any non­

physical behaviour in calculated RKR potentials is often attributed to inaccuracies 

in B(v). Using equation (3.3) it is possible to calculate the well width without B(v) 

and so by extrapolating the inner-wall in regions where non:-physical anomalies are 

present a reasonable estimate of the potential may still be calculated. All of the RKR 

potential calculations in this work use the RKR1 code of Le Roy [187) in which this 

feature is implemented. However in order to ensure that we compare our calculated 

potentials only with truly experimental ones we do not use any form of extrapolation 

or smoothing and instead only calculate the potential in regions close to the minima 

for which the constants are known to be accurate. 

For N2 the ground and valence state Dunham coefficients were taken from Ref. [188] 

and for the first Rydberg state the vibrational coefficients of Ref. [189] were employed 

along with the rotational coefficients of Ref. [190]. For CO the coefficients of Ref. [191] 

were used for the ground state, for all other states the coefficients of Ref. [192] were 

employed. 

3.5 Excited State Optimized Geometries 

The optimized bond lengths of each state may be determined from the minima of the . 

potential energy curves. Near exact values are determined from the RKR curves. For 

each method the results are presented in Tables 3.6 and 3. 7 for the N2 and CO molecules 

respectively. Errors are calculated relative to the RKR values. For both molecules 

the B97-2 and L(B97-2) bond lengths are the same for the ground state, in line with 

the results in Table 3.1. The small differences are due to the addition of extra diffuse 

functions to the basis set and the application of the counterpoise correction. For excited 

states, the B97-2(AC) and L(B97-2) (AC) bond lengths differ, reflecting the importance 
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Table 3.6: Optimized bond lengths, in A, of ground and excited states of N2 

Table 3.7: 

State B97-2 (AC) L(B97-2 (AC)) HCTH (AC) . RKR 
x 1 ~t 1.o9o Lo9o 1.098 1.098 
a 1 119 1.207 1.194 1.212 1.220 
a'l~;:;­
w1.6., 
a"l~t 

d 

ldl 
ldl% 

1.272 
1.265 
1.104 

-0.008 
0.008 

0.7 

1.259 1.283 1.276 
1.256 1.280 1.269 
1.104 1.111 1.115 

-0.015 0.001 
0.015 0.006 

1.2. 0.5 

Optimized bond lengths, in A, of ground and excited states of CO 
State B97-2 (AC) L(B97-2 (AC)) HCTH (AC) RKR 
xt~+ 1.125 1.125 1.133 1.128 
A1II 1.227 1.213 1.233 1.235 
Jl~- 1.354 1.343 1.375 1.391 
D1 n 1.350 1.342 1.371 1.399 
Bl~+ 1.112 1.105 1.118 1.120 

d -0.021 -0.029 -0.009 
ldl 0.021 0.029 0.011 
ldl% 1.6 2.2 0.8 

65 

of the eigenvalue spectrum and choice of kernel in TDDFT calculations. B97-2(AC) 

tends to underestimate the bond lengths and in moving to L(B97-2)(AC) they tend 

to shorten further and hence become slightly less accurate. Both give an accuracy 

comparable with that obtained for the ground state optimized geometries determined 

in Section 3.1. The HCTH(AC) results are more accurate still with mean absolute 

errors of 0.006 and 0.011A for the N2 and CO molecules respectively. This is not 

expected to be a general conclusion since HCTH is known to perform particularly well 

for these two molecules. 

3.6 Vibrationa~ Frequencies 

The potential energy curves may also be used to determine vibrational energy lev­

els through the solution of the one dimensional Born-Oppenheimer nuclear dynamics 

Schrodinger equation. We use the LEVEL v7.5 program of LeRoy [193). This program 

takes the calculated potential energy curves as input and uses them to solve the radial 

Schrodinger equation 

(3.6.1) 

To ensure convergence to better than 0.1 cm-1 the potential energy curves consisted 

of points spaced by 0.005 A and ten-point piecewise polynomial interpolation was 
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Table 3.8: Zero Point (ZP), fundamental, and first-overtone vibrational wavenumbers, 
in cm-1 , of ground and excited states of N2 

State B97-2 (AC) 
XiEJ' ZP 1232 

v=O->v=1 2443 
v = 0 -> v = 2 4861 
ZP 886 
v = 0-> v = 1 1749 
v = 0 -> v = 2 3471 

a'1 E;;- ZP 781 
v=O->v=1 1546 
v=c0->v=2 3072 

w1 ~u ZP 797 
v=0->v=1 1577 
v=0->v=2 3143 

a"lEJ ZP 1166 
v=0->v=1 2317 
v=O->v=2 4607 

dzp 41 
ldlzp 41 
ldl%zp 4.2 

dv=O~v=l 89 
ldlv=O~v=l 89 
ldl %v=O~v=l 4.6 

dv=O ...... v=2 177 
ldlv=O~v=2 177 
ldl %v=O~v=2 4.6 

L(B97-2 (AC)) 
1231 
2443 
4862 
930 

1847 
3669 

813 
1613 
3207 
816 

1621 
3221 
1161 
2309 
4601 

59 
59 
6.4 

129 
129 
7.2 

259 
259 
7.2 

HCTH (AC) 
1186 
2351 
4677 
868 

1716 
3404 

745 
1474 
2929 
750 

1483 
2945 
1127 
2240 
4466 

4 
21 

2.4 

15 
49 
2.7 

31 
96 

2.6 

RKR 
1176 
2330 
4631 

844 
1666 
3341 

762 
1506 
2989 
777 

1536 
3048 
1100 
2149 
4259 

used. These criteria were determined following the calculation of vibrational levels 

using several different spacings and levels of interpolation. DFT and RKR results for 

the zero point, fundamental and first overtone (J = 0) vibrational wavenumbers are 

presented in Tables 3.8 and 3.9. Errors are calculated relative to the RKR values. 

The results closely reflect the bond length observations with improvement in the mean 

absolute errors from L(B97-2)(AC) to B97-2(AC) to HCTH(AC). 

The potential energy curves for N 2 and CO calculated using the HCTH GGA func­

tional, which provides the most accurate geometries and vibrational frequencies, are 

presented in Figure 3.1. The potentials may be compared with the near exact RKR 

curves and these are presented in Figures 3.2 and 3.3 for the N2 and CO molecules re­

spectively. Each state is plotted separately for clarity. For both methods the energies 

are relative to the ground state minimum. The relative energies of the RKR curves 

were determined from the experimental Te values of Ref. [194]. For both molecules 

the HCTH(AC) and RKR curves are in excellent agreement for the ground state. The 

first excited states (1 II9 in N 2 and 1 II in CO) are also well described. For the next 

two states (IE~ I 1E- and 1 ~u I 1 ~), HCTH(AC) is accurate near equilibrium but 

becomes less accurate with increasing bond length. The agreement for the Rydberg 

states is not as good, but still a significant improvement over what would be obtained 
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Table 3.9: Zero Point (ZP), fundamental, and first-overtone vibrational wavenumbers, 
in cm-1

, of ground and exited states of CO 
State B97-2 (AC) 
X 1I:+ ZP 1107 

v = 0 --+ v = 1 2196 
v = 0 --+ v = 2 4368 
ZP 784 
v = 0 --+ v = 1 1545 
v = 0 --+ v = 2 3059 
ZP 626 
v = 0 --+ v = 1 1239 
v = 0 --+ v = 2 2459 
ZP 634 
v = 0 --+ v = 1 1254 
v = 0 --+ v = 2 2490 
ZP 1120 
v = 0 - v = 1 2240 
v = 0 --+ v = 2 4434 

dzp 59 
ldlzp 59 
ldl%zp 8.8 

dv=O-v=l 124 

ldlv=O-v=l 124 
ldl %v=O-v=l 9.3 

dv=O-v=2 248 

ldlv=O-v=2 248 
ldl %v=O-v=2 9.5 

L(B97-2 (AC)) 
1108 
2197 
4370 

835 
1651 
3272 

644 
1275 
2534 
645 

1277 
2538 
1180 
2193 
4378 

87 
87 

12.4 

148 
148 

11.5 

305 
305 

11.8 

HCTH (AC) 
1069 
2119 
4214 

774 
1541 
3075 

585 
1154 
2290 
588 

1160 
2300 
1103 
2170 
4288 

28 
33 

4.8 

59 
68 

5.0 

119 
138 
5.2 

RKR 
1082 
2143 

.4260 
754 

1481 
2928 

544 
1071 
2121 

545 
1074 
2127 
1055 
2083 
4135 

without an asymptotic correction. The B 1 ~+ state of CO exhibits an avoided crossing; 

the RKR data corresponds only to the principal minimum. The potentials in Figures 

3.2 and 3.3 thus neatly summarise the data in Tables 3.6 to 3.9. 

Finally, we note that calculating the AC ionisation potential at each bond length 

is theoretically appropriate and does influence the results. To illustrate this, we deter­

mined alternative N2 HCTH(AC) potential-energy curves using an AC scheme where a 

fixed ionisation potential that was calculated at the experimental bond length was used 

throughout. Although valence states were unaffected, the optimized bond length and 

fundamental vibrational wave number of the 1 ~: Rydberg state changed by 0.009 A 
and 57 cm-1 , respectively, reducing agreement with the RKR values. 

In Chapters 2 and 3 we have examined the performance of various approximate ex­

change potentials. In the next chapter we move on to consider the direct evaluation of 

the theoretically rigorous optimized effective potentials (OEPs) in a finite basis set. 
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(a) Potential energy curves of N 2 
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(b) Potential energy curves of CO 

Figure 3.1: Potential energy curves calculated using the HCTH(AC) GGA functional 
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Figure 3.2: Potential energy curves of N2, determined using HCTH(AC) (solid line) 
and RKR (dotted line with circles) 
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Figure 3.3: Potential energy curves of CO, determined using HCTH(AC) (solid line) 
and RKR (dotted line with circles) 
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In this chapter we outline the theory, implementation and testing of a method to cal­

culate optimized effective potentials (OEPs) in a finite basis set. The key feature of 

the method is the expansion of the Kohn-Sham effective potential, v8 (r), as a linear 

combination of Gaussian functions plus fixed terms. This allows the use of efficient 

direct optimization methods to calculate theoretically rigorous Kohn-Sham potentials 

corresponding to orbital dependent energy functionals. A computationally similar im­

plementation of the constrained search procedure is also presented which provides a 

useful link to high level ab initio calculations via the electron density. 

4.1 Potential Functionals and v-representabi~ity 

The first Hohenberg-Kohn theorem establishes the mapping between the external po­

tential v(r) and the density p(r). In the second Hohenberg-Kohn theorem a vari­

ational principle in terms of the density is established. However, it is assumed the 

density is v-representable; that is a ground state density for some external potential. 

Since this cannot be guaranteed for all trial densities the Hohenberg-Kohn functional, 

FHK[p] = T +Vee, cannot always be used. The conditions for v-representability are 

unknown and so we cannot easily ensure that the density in the course of a variational 

calculation remains in this domain. As shown in Section 1.6.2 the v-representability 

problem can be removed by the Levy constrained search formulation in which the do­

main of the Hohenberg-Kohn functional is extended to all N-representable densities for 

which the conditions are known and trivially satisfied for any reasonable trial density. 

An alternative solution to the v-representability problem which does not require ex-
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tension of the Hohenberg-Kohn functional was suggested by Yang, Ayers and Wu [195]. 

The second Hohenberg-Kohn theorem establishes a variational principle in terms of the 

density. However, by virtue of the first Hohenberg-Kohn theorem, it is also possible to 

establish a variational principle based on the potential. For some trial potential w(r) 

then following a route analogous to the original proof of Section 1.6.1 we may write 

the energy as a functional of the potential as 

E[w] ( Ww lfivl Ww) 
( Ww jfiwl Ww) + ( Ww lfiv- Hwl Ww) 

- Eo,w + j dr [v(r)- w(r)] Pw(r) (4.1.1) 

and from the Rayleigh-Ritz variational principle establish E0 ~ E[w] with the equality 

holding for the case w = v + c since the potential is defined only up to an additive 

constant. The subscript w indicates dependence on the trial potential, whilst the 

subscript v indicates dependence on the true external potential. For details of the 

proof see Ref. [195). 

To make use of this variational principle the Kohn-Sham non-interacting reference 

system is employed. This assumes that there is a mapping between the ground state of 

the interacting system and the ground state of a non-interacting system moving under 

the influence of an effective potential, such that their densities are the same Pw. = Pw· 

As such Pw must be non-interacting ground state v-representable. The density Pw. is 

constructed from the Kohn-Sham orbitals via Pw. = Li I'Pw.,il2 where the orbitals are 

theN lowest eigenstates arising from a one-electron local multiplicative potential ws(r) 

through the solution of 

(4.1.2) 

and the usual Kohn-Sham partitioning of the energy is employed 

EKS[p) = Ts[P] + J[p] + Exc[P] + j dr Vext(r)p(r) . (4.1.3) 

where the exchange--"correlation energy, Exc[p], is the only unknown term. If the exact 

form for the exchange correlation energy were known then the solution of Eqn. ( 4.1.2) 

would yield EKS[p] = E0 , providing pis non-interacting ground state v-representable. 

In order to obtain the Kohn-Sham energy we must mi~imise E[w] with respect to 

variations in the potential, for which purpose we require the functional derivative of 
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E[w] with respect to W 8 

::[~~ = J dr
1 [vs(r1

) - W 8 (r1
)] Xs(r

1
, r) (4.1.4) 

where Xs(r1
, r) = 8~_:;;:~;?, V8 = Vext + VJ + Vxc (the usual KS effective potential) and the 

stationary condition is W 8 (r) = v8 (r) +c. In order to ensure that we remain within the 

set of non-interacting v-representable densities the derivatives of density functionals are 

evaluated through the Kohn-Sham orbitals (which are eigenstates of the local potential 

w 8 ). For an exchange-correlation functional 

J 1 
c· 

1) ( 1 ) 8Exc dr Vxc r Xs r, r = bws(r) (4.1.5) 

and so in relation to the original Kohn-Sham scheme 

(4.1.6) 

(4.1.7) 

In the Kohn-Sham scheme focussing on the density the exchange-correlation potential 

is defined as the functional derivative 8Exc/8p(r). This definition for a functional 

which is an explicit functional of the density does not cause any complications since 

the exchange-correlation potential in terms of this derivative will then be uniquely 

defined. However for orbital dependent functionals the use of this definition implies 

extension beyond the domain of v-representable densities. To ensure that we remain 

within the domain of non-interacting v-representable densities, the derivative is instead 

taken with respect to the orbitals which are eigenstates of the local potential. Thus 

by minimising the energy with respect to variations in the potential we can solve the 

Kohn-Sham self consistent equation without going outside the set of non-interacting 

ground state v-representable densities. 

This approach to Kohn-Sham theory from the point of view of varying the potential 

is dual to the minimisation of the energy as a functional of the density as Kahn­

Sham theory is commonly viewed. The foregoing theory places the optimized effective 

potential approach proposed by Sharp and Horton [98] on a firm theoretical basis in 

the context of DFT. The exchange only OEP may be identified as the exact exchange 

approach in DFT [100], although the OEP approach is the rigorous way to handle any 

orbital dependent functional. 
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4.2 The Optimized Effective Potentia~ Approach 

In 1950 Slater presented his simplification of the Hartree-Fock method [51] in which he 

derived an approximate exchange potential under which all electrons move, to replace 

the more complex exchange contribution to the Hartree-Fock equations where each 

electron experiences a different exchange interaction. This potential was introduced 

in Eqn. (1.5.11) of Chapter 1. The publication of this approximation stimulated 

Sharp and Horton [98] to suggest reformulating the Hartree-Fock equations with an 

effective multiplicative potential. This leads to the following problem; for a one-electron 

Schrodinger equation of the form 

(4.2.1) 

find the potential v: ( r) which gives rise to a set of orbitals { 'Piu} such that a Slater 

determinant formed from the occupied orbitals gives the minimum obtainable value for 

the Hartree-Fock energy functional. This leads to a set of three-dimensional integral 

equations for v:(r) that are difficult to solve exactly. Since the exchange energy is 

defined by the Hartree-Fock method and Kohn-Sham theory requires that the electrons 

move in a multiplicative effective potential the solution to the· exchange-only OEP 

problem above is identified as exact exchange DFT. 

In a finite basis set an algebraic equation for the OEP may be derived. However 

solution of this equation is beset by numerical difficulties since it involves the inversion 

of an almost singular matrix. This has hindered the application of the OEP method 

to molecular systems. However, Yang and Wu [112, 196] have recently proposed an 

alternative strategy to solve the OEP equation. If one writes down a representation of 

the potential v:(r) such that it depends on a set of scalars, {bf}, then it is possible to 

solve the OEP problem by the direct optimization of these parameters. This approach 

allows the application of the OEP method to molecules and we now focus on the theory, 

implementation and testing of this approach in the CADPAC quantum chemistry code. 

4.2.1 A Direct Optimization Scheme 

The aim of the Yang-Wu method is to recast the OEP problem into a form that is 

amenable to efficient solution by direct iterative optimization methods. In order to 

achieve this the Kohn-Sham effective potential is written as 

v:(r) = Vext(r) + vo(r) + L bf 9t(r) (4.2.2) 
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where Vext ( r) is the external potential due to the nuclei, v0 ( r) is a fixed reference 

potential and the remaining term is a linear combination of Gaussian basis functions 

{ 9t ( r)} with coefficients { bf}. The reference potential is chosen such that it accounts for 

as much as possible of the potential. This helps the optimization procedure to converge 

efficiently. Two possible choices of reference potential are the Slater potential [51] of 

Chapter 2 and the Fermi-Amaldi potential [197], defined in terms of some fixed density 

as 

( ) _ N- 1 j Po(r') d , 
Vo r - N I r - r' I r (4.2.3) 

which was used by Zhao, Morrison and Parr in their constrained search scheme [59]. 
Both potentials exhibit -1/r asymptotic decay, which is appropriate for the exchange 

only case. This is a key requirement of the reference potential since this decay can 

never be reproduced by a finite set of Gaussian functions. 

The coefficients { bf} which lead to a potential and set of orbitals that minimise the 

energy functional E[ { i.{Jiu} J, must be determined. To achieve this the derivatives of the 

energy with respect to {bf} are required. Using the chain rule the first derivative of a 

given energy expression with respect to the coefficients can be written as 

BE[{<piu}] _ "'id d ,6E[{'Pier}] 6<pier(r) 8v~(r') 
- ~ r r ( ) ) + c.c. 8bf . 6<pier r 6v~(r' 8bf 

t 

(4.2.4) 

The second term in the chain can be obtained in terms of orbitals and eigenvalues from 

first order perturbation theory [101]. Substituting it into the above expression and 

evaluating the last term in the chain gives 

"'id d ,6E[{'Pier}]"' ( )'P~er(r')'Pier(r') ( ') + L r r s: ( ) ~ 'Paer r 9t r c.c. 
. VI.{Jier r ..J.. Eier - Eaer 
t a.,-t 

"' J d 8E[ {'Pier}] ( ) ( 'Paer l9t I 'Pier) + - ~ r ( 'Paer r c.c. 
. . 6<pier r) C:ier - Eaer 
t,af.t 

(4.2.5) 

In order to accelerate convergence in iterative optimization procedures it is often useful 

to be able to calculate the second derivative. Unfortunately in this case the second 

derivative has a complex form [195] which is difficult to compute. In practical opti­

mization schemes we may make use of the following approximation to it [196] 

(4.2.6) 

which provides an approximate Hessian matrix that is positive definite symmetric. A 
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variety of well established optimization techniques can be employed to calculate the 

optimized effective potential using the derivatives of Eqns. ( 4.2.5) and ( 4.2.6). 

4.3 Optimization Techniques 

The most popular optimization·techniques are the conjugate gradient, first order quasi­

Newton methods and second order quasi-Newton methods. The quasi-Newton methods 

have a key advantage in that second order information may be used directly and this 

can lead to significant acceleration in the convergence of the method. As such we will 

focus on these approaches for calculating the optimized effective potential. 

4.3.1 The BFGS quasi-Newton Procedure 

The basis of the quasi-Newton methods is to suppose that our function E(b), where b 

is a vector of N scalar parameters in the expansion of Eqn. (4.2.2), can be modelled 

by a quadratic form. Then writing a Taylor series expansion to second order around a 

given point bn where Hij = e;~~~;), the function at a new point bn+l is given by 

and 

(4.3.2) 

If we wish to find the minimum of E(b) then we set \7 E(bn+l) = 0, and so the step 

required to reach the minimum can be determined by 

(4.3.3) 

For a function that is exactly quadratic and where H-1 is known exactly then the step 

of Eqn. ( 4.3.3) would lead directly to the minimum. However in general E(b) is not 

quadratic and H-1 may be unknown or difficult to evaluate. Instead, by using this 

quadratic model along with an approximation to the inverse of the Hessian, an iterative 

procedure can be constructed where at each step we move towards the minimum and 

build up a refined approximation to H-1 . This is the aim of the so called quasi-Newton 

methods. 

The 'trick' of the quasi-Newton procedures is to ensure that the approximation to 

H-1 always leads to a decrease' in the function E(b). Consider the directions p = 

bn+l - bn along which E(b) decreases, i.e. \7 E(b) · p < 0 then multiplying Eqn. 
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( 4.3.3) by p and rearranging gives the requirement 

p · \7 E(bn) = -p · H · p < 0 (4.3.4) 

which will be satisfied if H is positive definite symmetric. Thus the quasi-Newton 

procedure must build up an approximation to H-1 in such a way that H remains 

positive definite symmetric. This guarantees that even far from the minimum the 

calculated step always leads in a downhill direction. However, taking the full Newton 

step may lead to an increase in the function since we are approximating it by a quadratic 

form and so it is only guaranteed to decrease initially. To circumvent this problem a 

line search along the direction p is performed in which the new point is chosen such 

that 

(4.3.5) 

where ).. is between 0 and 1. A value of 1 is the full Newton step and is tried first; 

this will work best in regions close to the minimum where the quadratic model is most 

valid. If this does not lead to sufficient decrease (or leads to an increase) in E(b) then 

the value of ).. is decreased until the value of E(b) falls by a satisfactory amount. In 

order to avoid convergence problems we define the sufficient decrease by the condition 

(4.3.6) 

where 0 < a < 1. In our implementation we choose a value of 10-4 . After each step 

we must update our approximation to H-1. This can be achieved by using the BFGS 

updating formula for the inverse of the Hessian [198]. The initial approximation to 

H-1 , is usually chosen to be the unit matrix I. 

4.3.2 The Approximate Newton Scheme 

In the BFGS quasi-Newton procedure we need only evaluate the first derivative of Eqn. 

( 4.2.5) and an approximation to the inverse of the Hessian is constructed iteratively. 

The convergence of this procedure can be slow, large numbers of iterations being re­

quired to minimise the electronic energy. To accelerate convergence the same scheme 

may be employed but instead of using the BFGS updating formula, the approximate 

Hessian of Eqn. ( 4.2.6) is calculated directly. Since this matrix is positive definite 

symmetric the resulting decent direction is guaranteed to lead to a decrease in the 

value of the function E(b). The only disadvantage to this approach is that the Hessian 

must be inverted, which is a numerically difficult procedure. This is especially the case 

for the OEP problem where the Hessian is near singular, a characteristic of discrete ill 
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posed problems [199]. 

In order to obtain the best possible approximation to the inverse of the Hessian, 

regularisation schemes must be used to filter out the small singular contributions which 

cause numerical difficulties. The most widely used scheme is the truncated singular 

value decomposition (TSVD). In this method the approximate Hessian, H, is decom­

posed into the product of three matrices. 

- T H=U·W·U (4.3.7) 

where W is a diagonal matrix of singular values wi and U is an orthogonal symmetric 

matrix. The inverse of His then given by 

H:-l = u. [diag(1/wi)]. ur (4.3.8) 

clearly this can cause numerical difficulties if some of the wi 's approach zero. To avoid 

this, we regularise the Hessian by use of a filter fi 

f:l:-l = u. [diag(Jdwi)] . ur (4.3.9) 

In the TSVD scheme the filters take a value of either 0 or 1 depending on whether the 

singular values, wi, are below or above a cutoff, respectively. This scheme has been 

implemented in our current approach using the algorithm of Ref. [200]. 

The use of the TSVD scheme leads to an abrupt cutoff of the singular values. This 

may not be optimal since the singular values of the approximate Hessian calculated 

using Eqn. ( 4.3. 7) decay to zero gradually. An alternative is to use Tikhonov regular­

isation [201 J in which the new direction is determined by solving the equation 

(4.3.10) 

where .A is a positive weighting factor. The solution of Eqn. (4.3.10) can be regarded 

as equivalent to performing a TSVD with filter factors chosen equal to 

(4.3.11) 

The value of the filter as a function of Wi for both TSVD and Tikhonov regularisation 

is illustrated in Figure 4.1 where a value of 10-4 is chosen for the TSVD threshold and 

.A .in the Tikhonov case. We.see the abrupt cutoff of the singular values for the TSVD 

scheme in contrast to the Tikhonov filters which smoothly decay to zero as the singular 
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Figure 4.1: The variation of the filter with the singular values, in the TSVD (cutoff 
10-4 ) and Tikhonov ( .\ = w-4 ) regularisation schemes 

values decrease. 

4.4 Testing Our lmp~ementation 

We have implemented both the BFGS and approximate Newton schemes described 

above in the CADPAC quantum chemistry code for the restricted and unrestricted Kahn­

Sham formalisms. The derivative of Eqn. (4.2.5) was checked by numerical finite 

difference and the BFGS algorithm of Ref. [200] was initially employed to perform 

the optimization. This routine was then modified accordingly to allow the use of the 

alternative approximation to the Hessian of Eqn. ( 4.2.6) and the Tikhonov and TSVD 

regularisation schemes were employed to ensure accurate evaluation of its inverse. The 

OEP calculations then proceed as follows, 

1. Calculate the 1 and 2 electron integrals over the basis functions as in standard 

codes. 

2. For a given set of guess orbitals construct a reference density p0 (r) and compute 

the Fermi-Amaldi reference potential of Eqn. ( 4.2.3). 

3. On the first iteration, calculate and store the three centre integrals ( i.{Jaa l9t I i.{Jia) 

where {gt} is a set of auxiliary basis functions to be used in the construction of 

the Kohn-Sham effective potential as defined in Eqn. ( 4.2.2). The integrals are 

also required for the calculation of the derivatives on all subsequent iterations. 

4. Begin with the set of coefficients {bf} set equal to zero. 
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5. Construct v:(r) of Eqn. ( 4.2.2) and determine a new set of orbitals and an energy 

E. Using these orbitals calculate the first derivative of Eqn. ( 4.2.5). 

6. If optimization is to be done by the BFGS procedure then construct the new ap­

proximation to the inverse of the Hessian as described in Section 4.3.1. Otherwise 

calculate the approximate second derivative according to Eqn. ( 4.2.6) and its in­

verse after regularisation by either TSVD or Tikhonov methods as described in 

Section 4.3.2. The descent direction is then determined according to Eqn. ( 4.3.3). 

7. Perform a line search along the descent direction, beginning with a full Newton 

step and backtracking until the energy decreases by a sufficient amount. At this 

point a new set of coefficients { bf} have been determined. 

8. Repeat steps 5 to 7 until the largest element of the first derivative of Eqn. ( 4.2.5) 

falls below a desired convergence threshold. 

To test our implementation, we consider the 19 atoms and molecules of Ref. [112]. 

OEP energies are calculated for the Hartree-Fock energy functional using both the 

BFGS and approximate Newton procedures. For the approximate Newton approach 

TSVD regularisation is used and two cutoffs are applied, 10-4 and 10-6 . Convergence 

. of the calculations is determined by a threshold on the largest element of the gradient of 

10-6 . For the reference potential of Eqn. (4.2.3), a Hartree-Fock density was employed. 

In Table 4.1 we present the deviation of the OEP energies from the Hartree-Fock 

values and compare them with those of Refs. [105, 112]. For the atoms, the extensive 

uncontracted Parttidge-3 basis set was used and for the molecules an uncontracted cc­

pVTZ basis set was employed. Molecular geometries were taken from Ref. [105]. In all 

cases the auxiliary basis set {gt} is chosen to be the same as the orbital basis set. The 

need to backtrack during the line search in regions where the quadratic model function 

is a poor approximation means that the number of energy evaluations may be larger 

than the number of quasi-Newton iterations and so both quantities are presented. 



Table 4.1: OEP exchange-only electronic energies calculated using the Hartree-Fock energy functional with BFGS and ap­
proximate Newton (AN) optimization schemes. Deviations from Hartree-Fock energies, in mEh, are compared with those of 
Refs. [105, 112] 

BFGS AN Filter 4 AN Filter 6 Ref. [112] Ref. [105] 
Mol/ Atom HF Energy NIt N E Eval Dev. NIt N E Eval Dev. Nit N E Eval Dev. Dev. Dev. 
Li -7.43275 262 264 0.26 12 14 0.32 11 14 0.26 0.26 0.24 
Be -14.57302 176 262 0.58 14 17 0.68 11 13 0.58 0.58 0.58 
N -54.40454 466 470 1.15 43 47 1.22 38 40 1.15 1.15 1.14 

Ne -128.54709 219 222 1.68 13 21 1.72 12 19 1.68 1.7 1.7 
Ar -526.81749 306 311 5.13 89 95 6.07 86 91 5.15 5.2 5.1 
H2 -1.13308 1 2 0.00 1 2 0.00 1 2 0.00 0 0 
H20 -76.05775 464 467 2.30 15 24 2.51 13 21 2.30 2.31 2.3 
HF -100.05850 347 350 1.99 17 26 2.08 15 26 1.99 2 1.99 
OH -75.41967 663 671 2.39 23 34 2.53 21 34 2.39 2.39 2.39 
N2 -108.98468 375 379 5.21 29 41 5.99 28 41 5.22 5.22 5.2 
02 -149.67646 622 630 6.70 36 67 6.91 35 65 6.66 6.69 6.62 
F2 -198.75244 241 246 8.55 16 27 8.95 15 23 8.55 8.56 8.55 
CH2 -38.89264 468 471 2.89 20 28 3.06 19 28 2.90 2.9 2.89 
CH2 -38.92047 1000 1003 1.87 23 33 2.06 22 30 1.88 1.87 1.87 
NH2 -55.58660 926 930 2.55 23 34 2.76 23 35 2.55 2.55 2.55 
NH -54.98141 746 749 1.96 20 29 2.19 23 31 1.97 1.97 1.97 
co -112.78160 479 484 5.10 18 35 5.51 16 30 5.10 5.12 5.08 
eN- -92.33594 483 487 4.50 20 39 5.09 18 34 4.50 4.5 
oH- -75.38699 325 327 2.24 15 26 2.34 15 'l7 2.24 2.24 
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The BFGS calculations reproduce accurately those of Yang and Wu [112], with a 

maximum difference of 0.02 mEh· In general several hundred· iterations are required 

to achieve convergence. This means that even for the simple molecules and relatively 

modest uncontracted cc-pVTZ basis sets considered here, the calculations can be time 

consuming. The notable exception is the H2 molecule for which only a single iteration is 

required. This is due to the fact that for a 1 electron or 2 electron spin paired system 

the Hartree-Fock potential is a local multiplicative potential equal to -vJ/ N and 

hence is reproduced easily by the OEP method which uses exactly this potential (the 

Fermi-Amaldi potential) as a reference. The fact that for this molecule the HF energy 

is reproduced exactly is in itself an important test of the implementation. In most 

cases the number of iterations required is similar to the number of energy evaluations 

indicating that during the course of the optimization the quadratic model used for the 

determination of the descent direction is reasonably accurate. The notable exception 

is the Be atom which may indicate that the initial guess used in the OEP calculation 

was particularly poor for this system. 

When second order optimization is used the number of iterations is dramatically 

reduced. However, since TSVD regularisation is used in the calculation of the inverse 

of the Hessian, which introduces an abrupt cutoff in the singular values, the requested 

convergence may not always be attainable. In such a case the calculation proceeds as 

far as possible until with the given approximation to the Hessian the energy no longer 

decreases sufficiently. In Table 4.1 results for cutoffs of 10-4 and 10-6 are presented 

and in all cases the deviations from the Hartree-Fock energy with a cutoff of 10-4 

are larger than those obtained using BFGS optimization. In order to reach a similar 

level of convergence it is necessary to reduce the cutoff to a value of 10-6 and then the 

deviations again reproduce those of Ref. [112) with a maximum difference of 0.02 mEh. 

These tests indicate that the optimization and regularisation procedures are correctly 

implemented and that when the {gt} are chosen to be the orbital basis functions we 

can accurately reproduce values reported previously in the literature. We now move 

on to consider other possible choices for the set of functions {gt}· 

4.5 Using an Alternative Auxiliary Basis Set 

The set of basis functions {gt} in which the Kohn-Sham effective potential is expanded 

according to Eqn. ( 4.2.2) have so far been chosen to be the same as those of the 

orbital basis set. However, this choice may not be satisfactory, since orbital basis 

functions are not optimized to represent the Kohn-Sham potential. Typically they will 

contain contracted functions which are optimized to provide an accurate description 
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Table 4.2: Exponent ranges used to specify eventempered basis sets 
AUXl AUX2 AUX3 

Ang. Mom. min max min max min max 
s -5 5 -10 10 -15 15 
p -4 4 -8 8 -12 12 
d -3 3 -6 6 -9 9 
f -2 2 -4 4 -6 6 

Table 4.3: Deviation of the OEP exchange-only energies from Hartree-Fock values 
for various choices of auxiliary basis set in, mEh 

Mol AUX 1 AUX2 AUX3 
Deviation Deviation Deviation 

Base= 3.0 
N 1.14 1.14 1.14 

Ne 1.68 1.68 1.68 
OH 1.68 1.67 1.67 
F2 7.04 6.94 6.94 
N2 4.68 4.56 4.57 

Base= 2.5 
N 1.14 1.14 1.14 

Ne 1.69 1.68 1.68 
OH 1.69 1.67 1.67 
F2 7.11 6.89 6.88 
N2 4.65 4.60 4.61 

Base= 2.0 
N 1.15 1.14 1.14 

Ne 1.70 1.68 1.67 
OH 1.97 1.65 1.66 
F2 7.32 6.86 6.84 
N2 4.63 4.59 4.56 

Base= 1.8 
N 1.18 1.14 1.14 

Ne 1.85 1.68 1.67 
OH 2.06 1.66 1.65 
F2 7.41 6.77 6.76 
N2 4.91 4.60 4.55 

of molecular orbitals and so may not provide sufficient flexibility to be used in the 

expansion of Eqn. (4.2.2). We are free to choose this set in order to ensure maximum 

variational flexibility. For a representative subset of atoms and molecules from Table 

4.1, namely N, Ne, OH, F2 and N2 we now investigate the convergence of the OEP 

energy with respect to the choice of auxiliary basis set. Even tempered auxiliary basis 

sets are employed which are the same on each atom; the functions are specified by 

a universal base N raised to a range of integer powers. Auxiliary functions up to i 

angular momenta have been implemented but we consider only up to f functions in 

the present case. Several bases are considered; 3.0, 2.5, 2.0 and 1.8. The three sets of 

ranges are chosen as specified in Table 4.2 and labelled AUXl, AUX2, and AUX3. To 

ensure rapid and tight convergence of the energy, the approximate Newton scheme is 

employed with TSVD regularisation and a cutoff of 10-6 . 
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The deviations of the OEP energies froni the Hartree-Fock values are presented 

in Table 4.3. For each base, moving across the rows increases the range of exponents 

included in the set. Moving down each column causes a reduction in the base and 

has the effect of reducing the range of the exponents whilst keeping the same number 

of functions and so they are more tightly spaced. The most converged results are 

therefore expected to be at the bottom right of the table where the range is effectively 

saturated, even for the small base functions, and the exponents are most tightly spaced. 

This is indeed the case. The deviations for the AUX3 range with a base of 1.8 are 1.14, 

1.67, 1.65, 6.76 and 4.55 mEh for N, Ne, 0, F2 , and N2 respectively. These compare 

with orbital basis as auxiliary values of 1.15, 1.68, 2.39, 8.55, and 5.22 mEh· We note 

that the atomic values are relatively converged even when {gt} are chosen to be the 

orbital basis functions. This indicates that the Partridge-3 uncontracted basis set is 

sufficiently flexible to represent both the orbitals and potential accurately. However, 

when molecules are considered we use an uncontracted version of the cc-p VTZ basis set 

and when these functions are used for {gt} substantially larger deviations are observed 

compared with the best eventempered sets. The effect of the compromise between the 

spacing of the exponents and their range in the auxiliary set on the total energy may be 

gauged from Table 4.3. Essentially to achieve good convergence the auxiliary functions 

must be spaced more tightly than is found in commonly used orbital basis sets and the 

range should be large enough to ensure the energy cannot be lowered further. 

4.5.1 The Effect of the Auxiliary Basis Set Choice on the Exchange 

Potential 

The effect of the auxiliary basis on the energy is however only one aspect of the OEP 

calculations which must be considered. It is also important to establish what effect 

the use of a large auxiliary basis set has on the exchange potentials calculated in the 

procedure, since the key idea of the OEP approach is to vary the effective potential, 

v8 (r), such that E is minimised. In Figure 4.2 we present the OEP exchange potentials 

of the Ne atom and N2 molecule. The same orbital basis sets as the previous section 

were employed and results are presented using the orbital basis set as the auxiliary 

set and using the AUX3 range defined in Table 4.2 with a base of 1.8, which gives 

the lowest energy deviations in Table 4.3: In all calculations we employ second order 

optimization and TSVD regularisation with a cutoff of 10~6 on the singular values of 

the Hessian to ensure good convergence of the energy. 

It is clear from Figure 4.2 that the use of a lal'ge auxiliary set with the uncontracted 

Partridge-3 orbital basis set on the Ne atom does not present any special difficulties 
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Figure 4.2: Exchange potentials of Ne and N2 calculated using the orbital basis set 
in Eqn. ( 4.2.2) and an alternative eventempered auxiliary set defined by a base of 1.8 
and the AUX3 range · 
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in the calculation of the exchange potential, the potential obtained being similar to 

that obtained using only the primary orbital basis. Both potentials exhibit a spike at 

the position of the nucleus. This is commonly observed when very large exponents are 

present in the basis sets, in the case of Partridge 3 the highest exponent is 2598845.0. 

This is exceptionally large and the difficulty associated with accurately evaluating 

the required integrals with such a function is likely to be the origin of the observed 

structure. For the N2 molecule when the uncontracted cc-pVTZ orbital basis set is 

used for the potential expansion similar features are observed at the nuclei but are 

considerably smaller, reflecting the fact that the highest exponent whilst still large has 

a more modest value of 11420.0. When the large auxiliary set is applied to the N2 

calculation the exchange potential obtained becomes very unphysical, displaying wild 

oscillations. 

To investigate this issue further, we now apply the OEP procedure to the LDA 

functional, which contains no orbital dependent terms and already corresponds to a 

rigorous Kohn-Sham equation in its conventional evaluation. In the limit of a complete 

auxiliary set the OEP solutions should therefore be the same as those of the conven­

tional evaluation. We use the unbalanced orbital I auxiliary basis set combination 

of uncontracted cc-pVTZ I AUX 3 (base 1.8) with a filter of 10-6 and calculate the 

OEP potential. The results are presented in Figure 4.3 along with the potential from 

the conventional evaluation for comparison. For the LDA functional the OEP evalua­

tion returns a smooth potential despite the imbalance and the conventional energy is 

reproduced to within 3 x 10-9 Eh. This is particularly impressive given that the Fermi­

Amaldi reference potential is used which imposes -1lr asymptotic behaviour on the 

potential which is not appropriate for the LDA potential and leads to a downward shift 

of the potential relative to the conventional evaluation. 

To quantify the singularity of the Hessian in both the LDA and Hartree-Fock 

case we may calculate the condition number of the matrix both before and after the 

regularisation. The condition number is defined by the ratio of the largest and smallest 

singular values, which are already routinely evaluated in the TSVD procedure. If 

the logarithm of the condition number approaches rv 12 then roundoff errors can be 

introduced due to limitations in the precision to which floating point operations may be 

carried out. Ideally to ensure accurate computation of the inverse the logarithm of the 

condition number should be less than 8. The logarithm of the Hessian matrix condition 

numbers using the Hartree-Fock and LDA energy functionals before regularisation are 

26.5 and 27.0 respectively and reduce to 2.3 and 2.3 when the regularisation procedure 

is applied. This indicates that the Hessian should be difficult to invert accurately in 

both cases since both have similar values for the logarithm of the condition number 
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Figure 4.3: The LDA exchange potentials calculated using conventional and OEP 
evaluations 

before the regularisation and similar numbers of singular values below the cutoff ( 4 7 4 

for HF and 475 for LDA). Once the regularisation is applied then the calculation of 

the inverse should be relatively free from numerical problems. However in the Hartree­

Fock case the oscillations in the potential remain. This leads to the conclusion that 

the oscillations are not due to numerical noise but are in fact real features of the finite 

basis set OEP solution. This is further supported by the fact that similar observations 

are made with the BFGS procedure which does not require calculation of the inverse 

of the Hessian directly. 

In the next section we investigate the origin of the unphysical undulations present 

in the OEP solutions when the Hartree-Fock energy functional is used, and ways in 

which this structure may be avoided. 

4.6 Origin of Unphysical Structure on Optimized Effec­

tive Potentoa~s 

In the limit of a complete basis set the non-multiplicative Hartree-Fock operator cannot 

be reproduced by a local multiplicative potential [202]. As a consequence the KS and 

HF orbitals, and the determinants constructed from them, cannot be the same. The 

only exceptions to this are one electron systems and two electron systems which are 

spin paired. In these cases the Hartree-Fock exchange operator is a multiplicative 

potential equal to -vJIN as can be appreciated from Eqn. (1.5.9). 
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As shown by Handy and Silverstone [203], for states which do not consist entirely 

of s orbitals the asymptotic behaviour of the Hartree-Fock and Kohn-Sham orbitals is 

different. The asymptotic form of the Hartree-Fock orbitals is 

'Pi rv L exp[-( -2Ej)112r] 
j 

(4.6.1) 

where the decay of each orbital depends on the eigenvalues of all other orbitals, although 

at long range this will be dominated by the HOMO for all the orbitals. In contrast the 

Kohn-Sham orbitals which arise from a multiplicative operator have the asymptotic 

form 

(4.6.2) 

and so their decay is governed only by their own eigenvalue Ei· However, this analysis 

assumes that we solve the Kohn-Sham and Hartree-Fock equations exactly and so have 

the exact orbitals. In practice we actually represent the orbitals by a linear combination 

of basis functions. In that case each orbital does not decay according to either of Eqns. 

(4.6.1) or (4.6.2) but rather at a rate determined by the most diffuse function in the 

expansion. This has the consequence that in a finite basis set the Hartree-Fock and 

Kohn-Sham orbitals may in fact have the same behaviour. 

Recently Staroverov et al. have demonstrated that it is possible to construct mul­

tiplicative potentials which return the Hartree-Fock electronic energy [204]. In their 

approach the exchange potential is expanded as vx(r) = 2:~; bf 9t(r) and they solve 

the set of equations 
M" 

L ( <p~F l9t I <p~.!'') bf = Kfa (4.6.3) 
t=l 

where Kfa is the matrix representation of the non-multiplicative Hartree-Fock exchange 

operator. This equation may be solved providing that the number of auxiliary func­

tions in the set {gt} is greater than the number of non-zero elements in Kia and the 

products <p~F 9t'P~! have no exact linear dependencies. In practice, the authors were 

able to obtain the Hartree-Fock energy and density to machine precision by solving 

this equation for an exchange potential and using that potential to evaluate a new set 

of orbitals. From this set of orbitals the ones which span the occupied HF space are 

chosen to be occupied. These may not necessarily correspond to the N lowest eigen­

value orbitals. In other words they allow the violation of the Aufbau principle on the 

grounds that choosing other orbitals leads to the lowest energy. In fact the Hartree­

Fock energy is obtained, and the authors argue that this is the global minimum of the 

exchange only OEP problem in a finite basis set. The potentials obtained using the 
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prescription of Ref. [204] are not unique and exhibit wildly oscillatory behaviour. 

This clearly has severe implications for the practical application of the Yang-Wu 

OEP scheme described in this chapter. The OEP scheme in a finite basis set can yield 

a minimum solution which is equivalent to the solution of the Hartree-Fock equations, 

which could have been achieved with much less computational effort! The fact that any 

finite basis set with a sufficiently large expansion for the potential yields the Hartree­

Fock energy whilst in the limit of a complete basis set the significantly higher numerical 

OEP energy is obtained has been referred to as the 'OEP paradox'. In Ref. [204] it 

is noted that the Yang-Wu scheme may also yield the Hartree-Fock energy, although 

modification to violate the Aufbau principle is required. 

When we carry out OEP calculations in a finite basis set we must make a choice 

of orbital and auxiliary basis sets. How well a non-local operator may be modelled 

by a local one in conventional calculations has been shown by Harriman to depend on 

the degree to which the orbital basis function products are linearly dependent [205, 

206]. In the extreme case for which the basis function products are completely linearly 

independent the matrix representation of a non-local operator, for example the Hartree­

Fock exchange operator, can be replaced exactly by the matrix representation of a 

local one, for example a Kohn-Sham exchange potential Vx ( r). For the equations of 

Staroverov et. al. a similar situation is encountered, the ease with which the solutions 

corresponding to the Hartree-Fock energy can be obtained will depend on the linear 

dependence of the products cp~F 9t'P~!. As a consequence, to avoid these unphysical 

solutions a good balance between the orbital and auxiliary basis sets is required. In 

our implementation of the OEP scheme the Aufbau principle is satisfied and so in 

most cases we obtain energies above those of the Hartree-Fock method. However the 

unphysical structure observed in the potentials may represent a situation intermediate 

between the Hartree-Fock solution and smooth physical potentials, which more closely 

approximate the numerical OEP potentials. 

We now investigate the exchange only OEP procedure for the Ne atom, for which 

accurate numerical results are available, using the series of cc-p V NZ and cc-pCV NZ 

orbital basis sets where N is the cardinal number and can be 2, 3, 4, 5, or 6. The 

introduction of core correlating functions in the cc-pCV NZ sets increases the product 

linear dependence of the basis sets in areas important for the representation of the 

occupied orbitals. We investigate the convergence of the electronic energy, eigenvalues 

and exchange potential with cardinal number in each series. Second order optimization 

is employed with TSVD regularisation of the Hessian. Two values of the cutoff are 

considered, a large value of 10-4 and a small value of 10-8 . We also consider the use of 

different auxiliary basis sets, {gt}; the primary orbital basis is employed initially and 
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Table 4.4: Finite Basis set OEP and Hartree-Fock electronic energies, in Eh 
N HFE OEP OEP OEP OEP 

{gt} =orb {gt} =orb {gt} =large {gt} =large 
cutoff w-4 cutoff w- 8 cutoff w-4 cutoff w-8 

cc-pVNZ 
2 -128.488866 -128.488848 -128.488848 -128.488866 -128.488866 
3 -128.532010 -128.531354 -128.531612 -128.531747 -128.532008 
4 -128.543513 -128.540437 -128.542667 -128.542890 -128.543466 
5 -128.546775 -128.544323 -128.545630 -128.545348 -128.546371 
6 -128.547062 -128.545098 -128.545624 -128.545606 -128.545998 

cc-pCVNZ 
2 -128.489058 -128.486668 -128.486892 -128.489038 -128.489058 
3 -128.532128 -128.530667 -128.530791 -128.531028 -128.531125 
4 -128.543771 -128.542083 -128.542092 -128.542094 -128.542163 
5 -128.546799 -128.545108 -128.545115 -128.545116 -128.545116 
6 -128.547067 -128.545366 -128.545384 -128.545384 -128.545384 

then a large eventempered basis set with a base of 1.8 and a range defined by -10 to 

7 for each angular momentum. Higher exponents are not included to avoid unphysical 

structure at the positions of the nuclei. 

4.6.1 Convergence of the Finite Basis Set OEP Energy 

To begin with we consider the convergence of the electronic energy of the OEP method 

with respect to N. In Table 4.4 the OEP electronic energies for each basis set series 

with both choices of filter and the two auxiliary sets are presented. For comparison 

the Hartree-Fock finite basis set energies are also included. Moving down each column 

the electronic energies decrease with increasing cardinal number for both choices of 

orbital basis set as would normally be expected. For each choice of auxiliary basis set, 

reducing the filter also leads to a reduction in the electronic energy, as expected. There 

are two unexpected results. Firstly for the cc-pVDZ basis set (N = 2) the Hartree­

Fock energy is reproduced for the larger choice of auxiliary basis set, and is very nearly 

reproduced when the orbital basis set is used as the auxiliary basis. For the cc-pCVDZ 

basis the HF energy is reproduced only when the large auxiliary basis set and very 

small filter is used. Secondly the numerical OEP energy for Ne is -128.5454 [99] and 

for the cc-pVNZ basis sets energies below this value can be obtained. However, in 

moving to the larger cc-pCV NZ series no values below the numerical OEP result are 

observed and the energy approaches the numerical value from above. 

This can be rationalised by how well the Hartree-Fock operator in a finite basis 

set can be reproduced by a local multiplicative operator. As the basis set products 

approach linear dependence, the HF operator becomes increasingly non-local and so 
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cannot be replaced by a local opera tor. This is reflected by the fact that the cc­

pV5Z electronic energies are below those of the cc-pV6Z basis set since the latter 

has greater product linear dependence. Both remain below the numerical OEP value. 

Adding core correlating functions, resulting in the cc-pCV NZ basis sets, increases 

the product linear dependence in areas important for the description of the occupied 

orbitals, which we choose according to the Aufbau principle. The energies reflect this, 

smoothly approaching the numerical OEP value as the cardinal number increases, since 

the energy functional depends only on the occupied orbitals. 

We now use the difference between the finite basis set Hartree-Fock and OEP 

energies as a measure of the non-locality of the HF operator in each case. In Figure 

4.4 we plot the deviation of the OEP energy from the Hartree-Fock value in the same 

orbital basis set. The solid horizontal line indicates the deviation of the numerical OEP 

energy from the numerical Hartree-Fock value. Two plots of the energy deviations are 

presented for two different choices of auxiliary basis. 

Several conclusions are evident from Figure 4.4. Firstly for small orbital basis sets, 

e.g. cc-pVDZ the products of the functions are sufficiently linearly independent to 

allow the Hartree-Fock energy to be obtained. For both choices of orbital basis set 

type, the OEP energy approaches the numerical value as N increases. However the 

cc-p V NZ basis set results show much greater sensitivity to the choice of cutoff in the 

TSVD regularisation and even at the 6Z level are much further from the numerical 

OEP values than the corresponding cc-pCV NZ values. We note that except for the 

DZ level, the solutions of Staroverov et al. are not obtained as we enforce the Aufbau 

principle. In all cases the choice of a lower filter leads to a lower energy and hence 

a smaller deviation from the Hartree-Fock value, although the cc-pCV NZ values are 

considerably more stable than the cc-p V NZ ones. 

4.6.2 Convergence of the Finite Basis Set OEP Eigenvalues 

We may also consider the convergence of the orbital eigenvalues relative to the numer­

ical values. It has been observed that such convergence is poor and can oscillate with 

cardinal number [196, 207]. For the Ne atom using the cc-pVNZ orbital basis sets, 

plots of the deviation of the HOMO eigenvalue from the Hartree-Fock value, as a func­

tion of the cardinal number, are presented in Figure 4.5. The HOMO has particular 

significance since the OEP and Hartree-Fock solutions are the same in the limit of a 

complete basis set. The deviation should therefore approach zero with increasing car­

dinal number. For both choices of TSVD cutoff the convergence is oscillatory, although 

the values with a cutoff of 10-4 are considerably better behaved. 
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Figure 4.4: The deviation of the OEP exchange-only electronic energy from the 
Hartree-Fock energy, in Eh, as a function of cardinal number for the cc-p V NZ and 
cc-pVCNZ basis sets 
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Figure 4.5: Convergence of the OEP exchange-only HOMO eigenvalue with cardinal 
number for each choice of auxiliary basis set for the cc-p V NZ basis sets 
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Figure 4.6: Convergence of the HOMO eigenvalue with cardinal number for each 
choice of auxiliary basis with the cc-pCV NZ orbital basis sets 
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For the cc-pCV NZ orbital basis set series the convergence of the orbital eigenvalues 

with respect to cardinal number is presented in Figure 4.6 for the different choices of 

auxiliary set. The convergence of the eigenvalues is much more well behaved. Although 

the oscillatory behaviour still remains for a cutoff of 10-8 . 

It is notable that smooth convergence is only obtainable when the cc-pCV NZ orbital 

basis functions are used, which have greater linear dependence in their products, and 

a reasonably high filter is employed. The smoothest convergence is obtained when the 

orbital basis set is used as auxiliary, again reflecting the need for balance to ensure a 

reasonable level of product linear dependence can be obtained. Similar observations 

can be made for the other occupied orbitals. 

The addition of core correlating functions is likely to be most significant for the 

occupied orbitals. The effect of adding lower exponent functions remains to be inves­

tigated. Whilst it is unlikely that this would have significant effect on the electronic 

energy calculated for the Hartree-Fock functional it may effect the convergence of the 

higher virtual eigenvalue spectrum, which could have significant implications in the 

application of the OEP method to the calculation of excitation energies. This could 

also have significant implications for the use of other orbital dependent energy expres­

sions which depend explicitly on the unoccupied orbitals, such as those resulting from 

many body perturbation theory. The convergence of the eigenvalue spectrum is very 

sensitive to the quality of the exchange potential obtained and so we now examine its 

behaviour. 

4.6.3 Convergence of the Finite Basis Set OEP Potentials 

The presence of oscillations in the finite basis set OEP potentials was observed in the 

previous section and has been reported in the literature [107, 204, 208]. The eigenvalues 

obtained reflect the quality of the exchange potential closely. We now examine how the 

N e exchange potentials change with cardinal number, auxiliary set and TSVD cutoff 

in Figures 4. 7 and 4.8. 

In Figure 4. 7 the potentials calculated with the orbital basis sets as the auxiliary 

basis are presented. On the left are the potentials calculated with a TSVD cutoff of 

10-4 and on the right those with a TSVD cutoff of 10-8 . For both the cc-pVNZ and 

cc-pCVNZ orbital basis sets the potentials are smooth and well behaved with the larger 

cutoff, reflecting the eigenvalue convergence in Figures 4.5(a) and 4.6(a). Only the DZ 

potentials show small amounts of unphysical behaviour, as may be expected since for 

this small basis set the orbital basis set products cannot approach linear dependence. 

As the TSVD cutoff is reduced the potentials display more oscillatory structure, how-
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ever this is much less pronounced in the cc-pCV NZ case, with the potentials using this 

basis set becoming smooth at QZ level and higher. Again thisreflects the eigenvalue 

observations. 

In Figure 4.8 exchange potentials are presented calculated using the large auxiliary 

basis set. When a small TSVD cutoff is applied the potentials obtained are oscillatory, 

reflecting the eigenvalue convergence in Figures 4.5(b) and 4.6(b). This is consistent 

with the imbalance of the orbital and auxiliary basis sets. Applying a larger TSVD 

cutoff improves the potentials considerably. It has been confirmed that removing the 

auxiliary basis functions with angular momenta not present in the orbital basis set 

results in smooth potentials when a large cutoff is used. 

In summary, problems with unphysical structure in the optimized effective potentials 

calculated using the Yang~ Wu procedure have been highlighted. These can be traced 

to an imbalance between the orbital and potential basis sets. For a given choice of or­

bital and auxiliary basis set these oscillatory potentials are however the true finite basis 

set OEP solutions, as highlighted by the condition number analysis. The use of TSVD 

regularisation with a large cutoff significantly reduces the structure and enables the 

combination of standard orbital basis sets with large auxiliary basis sets for the poten­

tial expansion. When applying the o·EP approach it is therefore important to balance 

the need for flexibility in the representation of the potential with the requirement that 

the resulting. solutions are physically sensible. 
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Figure 4 .8: Convergence of the OEP exchange potential with cc-p V NZ and cc­
pCV NZ orbital basis sets when {gt} is defined by a base of 1.8 and a range of -10 to 
7 for s, p, d, f, g, h, and i angular momenta 
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4. 7 The Wu-YaB11g Constrained Search Method 

In Chapter 1 we outlined the ZMP method in which the Levy constrained search is 

applied to the Kohn-Sham equations. We now consider an alternative implementa­

tion of the constrained search method, suggested by Wu and Yang (WY), which is 

computationally very similar to the direct optimization method used to calculate op­

timized effective potentials. The method provides the inverse mapping, Pw(r)--+ w(r), 

compared to the OEP procedure, under the assumption that the exchange-correlation 

energy is an explicit functional of the density. For closed shells the Kohn-Sham non­

interacting kinetic energy is defined as 

(4.7.1) 

which is the minimum over all possible determinantal wavefunctions, constructed from 

doubly occupied orbitals {'Pi}, which yield the input density Pin· As mentioned in 

Section 1.6.4, minimising Ts for a given density minimises the corresponding Kahn­

Sham energy under the assumption that all other contributions to the electronic energy 

are explicit functionals of p. The evaluation of T8 [p] is therefore a minimisation problem 

with the constraint that p(r) = Pin(r). By introducing the Lagrange multiplier function 

v(r) for this constraint, we may define the functional 

N/2 

Ws['lldet, v(r)] = 2 2;= ('Pi lrl 'Pi)+ J dr v(r) {p(r) - Pin(r)} 
t 

(4.7.2) 

In order to minimise T[{ 'Pi}] and ensure that p(r) = Pin(r) the orbitals must make Ws 

stationary and be normalised. The normalisation can be imposed by a set of Lagrange 

multipliers { ci} and the orbitals are then defined by the solution of the equations 

(4.7.3) 

where the orbitals, 'Pi, are eigenfunctions of a Hermitian operator and hence already 

orthogonal. The requirement that T['lldet] be minimised means that N/2 eigenfunctions 

must be chosen from the solutions to Eqn. (4.7.3). In the normal Kohn-Sham scheme 

the lowest N /2 orbitals are chosen. This limits our scope of application to ground state 

non-interacting v-representable densities. For such densities the orbitals are eigenstates 

of v(r) as defined by Eqn. (4.7.3) and hence the determinantal wavefunction Wdet is an 

implicit function of v(r), 

(4.7.4) 
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and so 

(4.7.5) 

The first functional derivative of Ws['lldet[v(r)], v(r)] is then 

b"Ws[Wdet[v(r)], v(r)] _ ( ) _ . ( ) 
ov(r) - p r Pm r (4.7.6) 

which at the minirimm of T[Wdet] is zero and represents the constraint condition on the 

density. The second functional derivative is 

(4.7.7) 

which can be shown to be negative at any v(r) for any arbitrary change ov(r) and 

hence the stationary point of W8 [Wdet[v(r)], v(r)] is a maximum [58]. The Kohn-Sham 

non-interacting kinetic energy is then returned from the unconstrained maximisation 

Ts[Pin] ==max Ws[Wdet[v(r)], v(r)] 
v(r) . 

(4.7.8) 

which establishes a variational principle over the potential for the calculation of Ts cor­

responding to an input density. For practical implementation of this scheme we follow 

a route similar to the one used for the optimized effective potential. The potential 

vs(r) is constructed according to Eqn. (4.2.2) and again the Fermi-Amaldi poten­

tial [197] is used for the reference potential v0 (r) which provides the correct long range 

behaviour for an exact exchange-correlation potential. Substituting the expansion into 

Eqn. (4.7.2) for W 8 we obtain 

N/2 

Ws[Wdet, v(r)] 2 L \ i.{)i lrl i.{)i) + J dr { Vext(r) + vo(r)} {p(r)- Pin(r)} 
t 

+ J dr L btgt(r) {p(r)- Pin(r)} (4.7.9) 
t 

and the first and second derivatives become 

8Ws[Wdet[v(r)], v(r)] _ J d [ ( ) _ . ( )] ( ) 
Bbt - r p r Pm r 9t r (4.7.10) 

(4.7.11) 
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These are the key expressions required for the practical implementation of the WY 

scheme. The problem is now an unconstrained maximisation of Ws[Wdet[v(r)], v(r)] 

with respect to the set of coefficients {bt}· Both first and second derivatives can be 

employed with the same optimization procedures as in Section 4.3. To carry out the 

maximisation the same algorithms are used and - Ws is minimised using the negatives 

of the derivatives. 

To demonstrate the usefulness of this procedure, in Table 4.5 we present values of 

the non-interacting kinetic energy, T 8 , calculated using the WY procedure for several 

choices of orbital basis set. Relaxed density matrices were calculated at the CCSD 

level using the Gaussian 03 program [209] and then re-ordered appropriately and read 

into our CADPAC implementation of the WY scheme. Also given are the corresponding 

values of the CCSD kinetic energy, T. The difference between T and Ts is the kinetic 

energy contribution to the DFT exchange-correlation energy Tc. Also presented are the 

CCSD and Hartree-Fock electronic energies, along with the CCSD correlation energy 

computed as the difference between these two quantities. 

The observations related to the required linear dependence of the basis function 

products made for the OEP procedure also hold for the WY method. As such, to 

ensure balance between the orbital and auxiliary basis sets, we consider only the case 

where the same basis set is used throughout. Our best estimate values forT, Ts, and 

Tc are thus the cc-p V5Z values at the bottom of Table 4.5. There has been interest in 

calculating Tc using various approximate functional forms [210, 211] and the values in 

Table 4.5 may provide a way to assess the performance of these Tc functionals. 

The key feature of the WY scheme is that it allows the calculation of Kohn-Sham 

orbitals and eigenvalues from high quality ab initio input densities without the need 

for a knowledge of the exchange-correlation potential. We will see in later chapters 

how this procedure may be used to calculate accurate response properties and provide 

insight into the characteristics of various Kohn-Sham exchange-correlation approxi­

mations. 
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Table 4.5: Energy contributions calculated using the CCSD and WY(CCSD) methods, in Eh 
..-+ 

:m 
Molecule No. Func. T(CCSD) Ts (WY(CCSD)) Tc _E(CCSD) E(HF) Ec 

'X 
() 
::r 
!l.l 

aug-cc-p VDZ :::l 
aq 

He 9 2.85593766 2.82280384 0.03313383 -2.88954849 -2.85570467 -0.03384382 (!) 

Ne 25 128.47733281 128.30381207 0.17352074 -128.71643986 -128.49713423 -0.21930563 
HF 34 100.07029795 99.93756055 0.13273740 -100.26880412 -100.03441998 -0.23438414 :3 

-o 
N2 50 109.07187231 108.88542529 0.18644702 -109.29566965 -108.96110126 -0.33456839 (!) 

F2 50 198.83432538 198.55466884 0.27965655 -199.15258871 -198.70030953 -0.45227918 3 
co 50 112.87296489 112.70635504 0.16660985 -113.07741679 -112.75562356 -0.32179323 (!) 

::l 

CH4 61 40.27418645 40.14293159 0.13125486 -40.39841478 -40.19964961 -0.19876517 ...... 
!l.l 
..-+ 

aug-cc-p VTZ 
c;· 
::l 

He 25 2.89753860 2.86188449 0.03565411 -2.90083640 -2.86122253 -0.03961387 0 

Ne 55 128.71191936 128.50473735 0.20718202 -128.83847561 -128.53400977 -0.30446584 
' _,., 
~r-t 

HF 80 100.24934149 100.03092229 0.21841920 -100.36710981 -100.06186612 -0.30524369 ::r 
(!) 

N2 110 109.23783742 108.98067231 0.25716511 -109.40715648 -108.98557167 c0.42158481 0 
F2 110 199.09689144 198.71364774 0.38324370 -199.34353367 -198.75679514 -0.58673853 m 
co 110 113.03006416 112.76782344 0.26224072 -113.19131332 -112.78243902 -0.40887430 '-o 
CH4 155 40.40508325 40.21956845 0.18551480 -40.46376207 -40.21382859 -0.24993348 s 

(!) 
..-+ 

aug-cc-p VQZ ::r 
0 

He 55 2.90148768 2.86529798 0.03618970 -2.90272034 -2.86153946 -0.04118088 Q.. 

Ne 75 128.80117755 128.53864766 0.26252989 -128.87040124 -128.54465258 -0.32574866 
HF 130 100.33070061 100.07043199 0.26026861 -100.39992896 -100.06894445 -0.33098451 
N2 150 109.33778542 109.00149469 0.33629073 -109.45638636 -108.99145121 -0.46493515 
F2 150 199.24 724983 198.77147086 0.47577897 -199.40208501 -198.76974076 -0.63234425 
co 150 113.12590287 112.79635270 0.32955017 -113.23790542 -112.78905452 -0.44885090 
CH4 295 40.44437726 40.23499168 0.20938558 -40.48493931 -40.21642899 -0.26851032 

aug~cc-p V5Z 
He 75 2.90274553 2.86631085 0.03643468 -2.90314388 -2.86163454 -0.04150934 
Ne 95 128.84860896 128.56442859 0.28418037 -128.88841636 -128.54682276 -0.34159360 
HF 160 100.33751986 100.07182906 0.26569081 ·-100.40647043 c100.07058094 -0.33588949 
N2 190 109.38495320 109.02669210 0.35826109 -109.47704694 -108.99262467 -0.48442227 
F2 190 199.32666632 198.81450581 0.51216051 -199.43404759 -198.77284154 -0.66120605 
co 180 113.14896494 112.80194875 0.34701619 -113.24860992 -112.79025297 -0.45835695 
CH4 395 40.46038515 40.24235146 0.21803369 -40.49140964 -40.21701442 -0.27439522 

...... 
0 
N 
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Chapter 5 

Comparison of Exchange Methods 

In this chapter we compare the various Kohn-Sham exchange potentials we have im­

plemented. Exchange only optimized effective potential results are compared with 

Wu-Yang (WY) results using a Hartree-Fock density as input; with the Localized 

Hartree-Fock (LHF) and Krieger-Li-Iafrate (KLI) approximations; as well as with the 

B88X GGA exchange functional. NMR shielding constants are used as a sensitive 

probe of differences in the exchange representations. The trends in these values are 

rationalised in terms of the associated HOMO-LUMO eigenvalue differences. The ex­

change potential, electron density, HOMO and LUMO probability density functions 

and electronic energies are compared with the OEP analogues. 

5.1 Exchange Approximations 

If approximate exchange approaches based on the non-local Hartree-Fock energy func­

tional are to be used successfully in future DFT exchange-correlation approximations, 

then it is important to quantify their accuracy and investigate differences between 

them. We now compare the results of finite basis set Yang-Wu [112] OEP calculations 

with the approximate exchange potentials due to Krieger, Li and Iafrate (KLI) [124] 

and the Localized Hartree-Fock method of Della Sala and Garling [114]. We also 

use the constrained search implementation of Wu and Yang [58] (based on the Levy 

constrained search [54, 57]) and compare results obtained when a Hartree-Fock den­

sity is used as input. Results determined using the B88X GGA functional are also 

examined. Finally to assess the differences between exact exchange-only and near ex­

act correlated Kohn-Sham calculations, we also apply the WY approach to accurate 

Brueckner-Doubles coupled cluster densities. 

The calculation of NMR shielding constants is a sensitive probe of the differences 
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in the exchange potentials owing to the inverse dependence of the paramagnetic con­

tribution in Eqn. (2.7.4) on the occupied-virtual eigenvalue differences. In Chapter 2, 

analysis of such results highlighted differences between the ZMP and LHF exchange­

only potentials, with LHF results being significantly closer to experimental values, 

despite the exchange only nature of the theory. In the present chapter we further 

investigate these differences by comparing the electronic energies, eigenvalues, NMR 

shielding constants, potentials, densities and frontier orbitals, with reference to the 

corresponding OEP quantities. 

5.2 The Ca~culatoon of Exchange Energies, Eigenvalue 

Differences and N M R Shielding Constants 

The ultimate criterion to quantify the quality of an approximate exchange potential 

is the electronic energy evaluated using the Hartree-Fock energy functional of Eqn. 

(1.3.6). This energy'is rigorously minimised for a single determinant wavefunction 

by the Hartree-Fock approach. However in the Kohn-Sham formalism, the orbitals 

must be determined subject to the constraint that they arise from the solution of an 

equation of the form of (2.1.2), which contains a multiplicative potential. This means 

that energies higher than those of the Hartree-Fock scheme are obtained (assuming the 

Aufbau principle is enforced- see Section 4.6). For the OEP, LHF and KLI methods 

this energy expression is evaluated during the course of the calculation. In the WY 

procedure the functional of Eqn. ( 4.7.9) is maximised and the energy expression is 

unknown. As such we evaluate the orbital Hartree-Fock energy functional of Eqn. 

(1.3.6) in a separate calculation after convergence. We use the WY approach here in 

place of the ZMP [59] method of Chapter 2, since it offers greater numerical stability 

and does not require a specific choice of Lagrange multiplier. A similar procedure is 

followed for B88X, since the energy expression is defined as a functional of the density 

rather than the orbitals. 

All calculations use an uncontracted version of the Huzinaga IV Gaussian orbital 

basis set [144, 145]. This extensive basis set is important for the KLI and LHF calcula­

tions due to the resolution of the identity used in their implementation. The problem 

of gauge invariance is minimised by use of the LORG [141] method in calculating the 

NMR shielding constants. The WY and OEP calculations use second order optimiza­

tions as described in Chapter 4, with a cutoff of 10-4 for the truncated singular value 

decomposition (TSVD) regularisation. This cutoff ensures smooth potentials, with 

HOMO eigenvalues close to those of the Hartree-Fock method. In light of the obser-
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vations in Section 4.6 we choose an auxiliary basis defined by a base of 1.8N where N 

= -5 to 6 for s, p, d and f type functions. The Fermi-Amaldi potential is used as 

the reference potential of Eqn. (4.2.2) in these procedures and has the correct -1/r 

asymptotic behaviour, since the molecules considered here do not exhibit nodal sur­

faces in their highest occupied molecular orbitals. The exchange potentials calculated 

for the N2 molecule using each method are shown in Figure 5.1. 

Table 5.1 presents the electronic energies for each approach evaluated using the 

Hartree-Fock energy functional, for the CO, N2 and PN molecules. The geometries used 

are the near experimental geometries of Ref. [164], which are 1.128, 1.098, and 1.491 A 
respectively. The Hartree-Fock energy for each molecule is included for comparison 

and, as required, is lower than that of the any of the Kohn-Sham methods. The OEP 

energies are the next lowest as should be the case, with a maximum deviation of 4 mEh 

from the Hartree-Fock values, and are closely followed by the WY energies, which 

are only slightly higher. This may be expected by consideration of the constrained 

search method which minimises the non-interacting kinetic energy to determine a set 

of orbitals corresponding to an input density. The OEP approach on the other hand 

minimises both the non-interacting kinetic and exchange energy components. Since the 

kinetic energy accounts for the largest part of the electronic energy the WYand OEP 

energies and hence densities and eigenvalues may be expected to be close. The LHF and 

KLI energies are close to each other as expected from the similarity in their construction 

as discussed in Chapter 2, and are both above the WYand OEP approaches. The B88X 

energy is significantly higher reflecting the shortcomings of this exchange potential 

relative to the exact Kohn-Sham exchange potential. 

Also presented, in Table 5.1, are the uncoupled isotropic shielding constants of the 

three molecules. The differences between the methods are very evident, highlighting 

the sensitivity of NMR shielding constant calculations to the potential. In line with 

the observations of Cohen et al. [212], the OEP and WY shieldings are very similar. 

The differences in the absolute values of Ref. [212] with those in Table 5.1 are due to 

different choices of orbital and auxiliary basis sets, and the use of Slater functions in the 

calculations of Ref. [212]. The LHF and KLI results are similar as expected, and are 

significantly lower than those of WYand OEP. This is consistent with the differences 

observed in Chapter 2 between the ZMP and LHF potentials. The shieldings from 

the B88X GGA functional are lower still. It is useful to compare these exchange 

only shielding constants with values including the effects of electron correlation. We 

therefore make use of the WY procedure of Chapter 4 to calculate shielding constants 

from Kohn-Sham orbitals and. eigenvalues determined from a high quality Brueckner 

Doubles (BD) coupled cluster density. These shieldings are denoted WY(BD) and are 
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Figure 5.1: Exchange potentials of the N2 molecules calculated using a variety of 
exchange-only methods 
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Table 5.1: Electronic energies (Hartree-Fock expression), uncoupled isotropic NMR 
shielding constants, and HOMO-LUMO gaps determined using various exchange meth­
ods. 

Total Electronic Energies/ Eh 
OEP -112.7828 -108.9848 -395.1692 
WY -112.7827 -108.9848 -395.1692 
LHF -112.7802 -108.9819 -395.1653 
KLI -112.7802 -108.9819 -395.1647 
B88X -112.7637 -108.9677 -395.1468 
HF -112.7881 -108.9902 -395.1777 

Isotropic Shieldingsjppm 
c 0 N p N 

OEP 21.8 35.4 -15.4 215.1 206.0 
WY 21.1 34.6 -16.0 212.8 -209.5 
LHF 2.5 -5.1 -49.3 79.3 -284.7 
KLI -1.9 -7.8 -54.3 80.9 -262.4 
B88X -10.4 -76.0 -80.8 -20.2 -403.8 
WY(BD)a -0.7 -42.6 -64.9 47.5 -340.5 
Expt.b 2.8 -36.7 -59.6 53 -349 

HOMO-LUMO Gaps/ Eh 
OEP 0.287 0.345 0.198 
WY 0.286 0.344 0.198 
LHF 0.267 0.319 0.175 
KLI 0.266 0.317 0.179 
B88X 0.260 0.307 0.162 
WY(BD)a 0.268 0.316 0.172 

a Determined from a correlated BD density 
b Ref. [153] and references therein. 

associated with some unknown exchange-correlation functional that is assumed to be 

an explicit functional of the density and yields the BD density. They are formally 

equivalent to the MKS(BD) values of Ref. [143] and give very good agreement with the 

experimental values, which are also presented. Compared with these reference values, 

OEP and WY give shieldings that are much too high whilst LHF, KLI and B88X values 

are much closer; particularly those of LHF and KLI. 

The variations in the uncoupled NMR shielding constant quality can be interpreted 

in terms of the paramagnetic component of the shielding constant [149-152], as dis­

cussed in Section 2.7.2. When comparing methods, those that give large occupied­

virtual eigenvalue differences typically give larger shieldings than those that give smaller 

gaps. The most significant of these is the HOMO-LUMO gap and as such these eigen­

value differences are also summarised in Table 5.1. The results correlate well with the 

shielding constant calculations. Again the results follow the trend OEP ~ WY > LHF 

~ KLI > B88X. We may compare these values with the WY(BD) HOMO-LUMO gaps, 

which represent near exact DFT results. In line with the shielding constants, the OEP 

and WY methods significantly overestimate the gaps. The LHF KLI and B88X gaps 

are more accurate, again particularly those of LHF and KLI. The underestimation of 

the gap by the B88X GGA functional is typical of all GGA approximations. 
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The calculations summarised in Table 5.1 show clearly that OEP and WY give 

similar results. The LHF and KLI results are also similar, but are significantly different 

to OEP and WY. The B88X approximation is fully local and gives different results 

again. This reflects differences in the Kohn-Sham eigenvalues and orbitals arising in 

each approach due to differences in their exchange potentials. We now investigate the 

differences between the approaches by examining the potentials, densities and frontier 

orbital probability densities associated with each method 

5.3 Potentials, Densities and Frontier Orbitals 

Since the OEP exchange only method represents the rigorous way to handle orbital 

dependent functionals within the Kohn-Sham DFT formalism, we present differences 

of the other approaches relative to the OEP quantities. For the N2 molecule with 

nuclear coordinates x = 0, y = 0, z = ±0.549 A we begin by defining the potential 

difference 

(5.3.1) 

where Vx is the potential of the method under consideration and v~EP is the OEP 

exchange only potential. Part (a) of Figures 5.2 to 5.5 present contour plots of the 

potential difference .6.vx for the WY, LHF, KLI and B88X methods respectively. All 

plots are presented in the xz plane. Any plane containing the two nuclei is the same 

due to cylindrical symmetry. Regions in red indicate values above that of the OEP 

potential and regions in blue indicate values below. White areas represent essentially 

zero difference. The OEP, WY, LHF and KLI potentials all asymptotically behave as 

-1/r and so may be compared directly. However the B88X GGA exchange potential 

averages over. the discontinuity as discussed in Section 1. 7.3. In order to make this 

potential comparable with the others we must appiy a negative shift, the magnitude of 

which may be calculated as E'HOMO + I, where I is the B88X ionisation potential. This 

shift has been calculated and included in Figure 5.5(a). The potential difference plots 

mirror the trends in Table 5.1. The WY plot shows very few features, highlighting 

the similarity of the OEP and WY potentials. The LHF and KLI plots exhibit more 

features but are similar to each other. The B88X plot shows substantial differences 

with OEP, reflecting the large differences between the methods. 

The potentials give rise to the orbitals in each method through the solution of the 

Kohn-Sham equation and the squares of the occupied orbitals contribute to the density. 

It is therefore of interest to examine the density differences. Part (b) of Figures 5.2 to 
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5.5 present the quantity 
6.p = p _ pOEP (5.3.2) 

For each method there is a spatial correlation between the density difference and po­

tential difference plots. Red areas on the density difference plots indicate regions where 

the density is greater than that of the OEP. These generally correspond to blue areas 

in the potential difference plots where the potential is lower than OEP, and vice versa. 

This is consistent with chemical intuition that a region of lower /higher potential will 

correspond to a region of higher /lower density. Similar observations were made for the 

correlation potential in the dispersion study of Ref. [213]. The plots show that the 

WY density is close to that of the 0 EP. Again the LHF and KLI plots are similar but 

exhibit differences relative to the OEP. The B88X plot exhibits the largest differences 

relative to OEP; the spatial correlation between the potential and density differences 

is particularly noticeable in this case. 

The NMR shielding constant results were rationalised in terms of the HOMO­

LUMO gaps. It is therefore of interest to compare the HOMO and LUMO frontier 

orbitals from the various methods with those of the OEP. We consider the square of 

the orbital, which is a probability density. For all of the approaches the N2 HOMO 

orbital is of IJ9 symmetry and so is cylindrically symmetric as required for the plot in 

the xz plane to be meaningful. We therefore define the quantity 

.6_ 2 ( )2 ( OEP )2 
'PROMO = 'PROMO - <pROMO (5.3.3) 

which is plotted in part (c) of Figures 5.2 to 5.5. The LUMO orbital however is 

degenerate and has 1r9 symmetry. In order to ensure cylindrical symmetry required 

for the contour plots we consider half of the sum of the squares of the LUMO and 

degenerate LUMO+l orbitals 

( )2 + ( )2 ( OEP )2 ( OEP )2 .6_ 2 _ 'PLUMO 'PLUMO+l - 'PLUMO - 'PLUMO+l 

'PLUMO- 2 (5.3.4) 

which is plotted in part (d) of Figures 5.2 to 5.5. The most striking feature of the 

HOMO and LUMO probability density plots is the contraction of the LUMO orbitals 

of LHF and KLI compared with OEP. This is consistent with the observed reduction 

in the HOMO-LUMO gaps for these methods. The contraction is also present for 

B88X but positive regions are observed at long range due to the incorrect asymptotic 

behaviour of the B88X potential. The WY plot even exhibits a similar contraction, 

although the magnitude is much smaller. This is consistent with the very small decrease 

in the HOMO-LUMO gap in moving from OEP to WY (for CO and N2 the gaps reduce 



5. Comparison of Exchange Methods 110 

by 1 X 10-3 Eh)· 

The plots in Figures 5.2 to 5.5 show that the LHF, KLI and B88X methods provide 

potentials, densities and frontier orbitals that are notably different from those of OEP. 

In Table 5.1 we compared the shielding constants and eigenvalue differences of these 

approaches with WY(BD) results which include correlation. Those results suggested 

the presence of some correlated character in the LHF, KLI and B88X solutions. To 

investigate this further we apply the WY procedure to an accurate Brueckner-Doubles 

coupled cluster density and plot the differences in the same quantities relative to the 

exchange only OEP method in Figure 5.6. That is, we subtract from near exact values, 

including the effects of exchange and correlation, the exchange only OEP values. The 

features in Figure 5.6 are therefore directly attributable to the effects of correlation. 

The plots show the same qualitative differences as those observed for LHF, KLI and 

B88X, confirming the presence of correlated character in these approximate exchange 

methods. The introduction of correlation by the B88X functional for multicentre sys­

tems is well known and arises due to its purely local nature [148]. The observation of 

correlated character in the LHF and KLI solutions arises due to the common-energy­

denominator closure approximation which can be employed to derive their equations 

(see Section 2.5). These results are consistent with the observations of Table 5.1 and 

also with the excitation energy observations of Della Sala and Garling [128]. 

The investigation of the exchange only approximations has highlighted their deficien­

cies, relative to the exchange only OEP. These deficiencies can mimic the effects of 

electron correlation. This has important implications for the construction of multi­

plicative hybrid functionals. In the next chapter, we consider the application of the 

OEP method to hybrid energy functionals which contain fractions of orbital dependent 

exchange and include the effects of electron correlation. 
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Figure 5.2: Contour plots for N2 : WY minus OEP. (a) potential, (b) electron density, 
(c) HOMO probability density, (d) LUMO probability density. All quantities are in 
atomic units. 
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Figure 5.3: Contour plots for N2 : LHF minus OEP. (a) potential, (b) electron density, 
(c) HOMO probability density, (d) LUMO probability density. All quantities are in 
atomic units. 
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Figure 5.4: Contour plots for N2 : KLI minus OEP. (a) potential, (b) electron density, 
(c) HOMO probability density, (d) LUMO probability density. All quantities are in 
atomic units. 
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Figure 5.5: Contour plots for N2 : B88X minus OEP. (a) potential, (b) electron 
density, (c) HOMO probability density, (d) LUMO probability density. All quantities 
are in atomic units. 
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Figure 5.6: Contour plots for N2: WY(BD) minus OEP. (a) potential, (b) electron 
density, (c) HOMO probability density, (d) LUMO probability density. All quantities 
are in atomic units. 
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In this chapter we apply our implementation of the Yang-Wu OEP method to hybrid 

energy functionals, which contain a fraction of orbital dependent exchange and include 

the effects of electron correlation. These functionals are used to calculate main group 

NMR shielding constants, rotational g tensors and as a particularly challenging test, 
I 

transition metal chemical shifts. The quality of the results is assessed by comparison 

with experimental data. Notable improvements are obtained compared to conventional 

D FT calculations. The WY constrained search procedure is also employed with high 

quality Brueckner-Doubles electron densities to provide near exact KS-DFT values for 

comparison. 

6.1 Calculating NMR Shieldong Constants with the OEP 

and WY Methods 

In this section, we apply the OEP /WY implementations of Chapter 4 to the calculation 

of nuclear magnetic resonance (NMR) shielding constants. The OEP implementation 

may be easily eXtended for application to any energy functional by re-writing the first 

derivative of Eqn. ( 4.2.5) as 

8Exc[{'Piu}] = "'~/ . IHAu I ) ('Paul9ti'Piu) + 
abO" ~ L_- \ 'Ptu eff 'Pau C.C. 

t . Eiu - Eau 
t a . 

(6.1.1) 

where fi:tr'Ptu(r) = 6E[{'Piu}]/o'Pia-(r). For the exchange-only case the first term in 

the product is simply elements of the Fock matrix, for a hybrid functional it is ele­

ments of the Kohn-Sham matrix with the exchange contribution evaluated as in the 
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Hartree--Fock scheme and for a functional which depends explicitly on the density it is 

the elements of the Kahn-Sham matrix. Our CADPAC implementation was modified ac­

cordingly to allow the application of the OEP procedure to any energy functionaL For 

explicit functionals of the density the conventional and OEP evaluations are equivalent. 

The WY procedure allows the calculation of an exchange-correlation potential cor­

responding to a supplied electron density, and when a density from a DFT functional 

depending explicitly on the density is employed it too should return results equivalent 

to the conventional evaluation. To illustrate the accuracy of the methods NMR shield­

ing constants were calculated for 21 molecules using conventional and OEP evaluations 

of the LDA exchange-correlation functional. LDA relaxed density matrices were also 

input to the WY procedure and NMR shielding constants calculated. The results are 

presented in Table 6.1 with errors calculated relative to experiment. The OEP and 

WY results agree superbly with those of the conventional evaluation, the overall mean 

absolute errors relative to experiment for each method agreeing to better than 0.1 ppm. 

We now consider the application of the OEP and WY procedures to the calculation 

of NMR shielding constants with hybrid functionals. For the same set of 21 molecules, 

shielding constants were calculated with the OEP /WY procedures for the HF, B3LYP, 

B97-2 and PBEO energy functionals/densities. The results are presented in Tables 6.2 

and 6.3. Errors are calculated relative to the experimental values. Also presented are 

WY(BD) values which result from the application of the WY procedure to accurate 

Brueckner-Doubles coupled cluster electron densities. 

The OEP and WY results are clearly similar as was observed for the exchange-only 

case in Chapter 5 and has been shown in Ref. [212]. The WY results are formally 

equivalent to those of the MKS procedure of Ref. [143]. The results show a marked 

improvement over conventional coupled hybrid evaluations. Similar quality can be 

obtained with the OEP procedure but the calculations do not require the separate 

calculation of a relaxed density matrix. Differences between the OEP and WY results 

are small. The largest differences are observed for the Hartree-Fock based methods. 

Differences in the hybrid OEP / WY calculations are smaller since these typically con­

tain smaller amounts of orbital exchange, ~' in the range 0.2- 0.3. The key advantage 

of the WY procedure is that the functional form is not required and so supplying 

high quality electron densities can provide accurate Kahn-Sham values. The WY(BD) 

calculations give the highest quality results and compare well with the best ab initio 

values presented in Table 2.6. 

In Chapter 2 we considered how the fraction of orbital exchange in the functional 

influenced the NMR shielding constants evaluated for multiplicative hybrid functionals 
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Table 6.1: Comparison of conventional, OEP and WY shielding constants, in ppm, 
calculated using the LDA energy functional / density 

Mol Nucl LDA 0-LDA WY(LDA) Expt. 
HF F 416.2 416.1 416.1 419.7 
H20 0 334.8 334.8 334.8 357.6 
CH4 c 193.1 193.2 193.2 198.4 
co c -20.3 -20.2 -20.2 2.8 

0 -87.6 -87.7 -87.7 -36.7 
N2 N -91.4 -91.3 -91.3 -59.6 
F2 F -284.2 -284.8 -285.0 -192.8 
0'00' 0' -1532.7 -1529.5 -1528.8 -1290.0 

0 -921.8 -921.6 -920.7 -724.0 
PN p -73.7 -73.5 -73.5 53.0 

N -414.9 -415.2 -414.8 -349.0 
H2S s 733.9 734.0 733.9 752.0 
NHa N 266.3 266.3 266.3 273.3 
HCN c 65.3 65.3 65.3 82.1 

N -56.7 -56.7 -56.7 -20.4 
C2H2 c 100.8 100.8 100.8 117.2 
C2H4 c 40.9 40.9 40.9 64.5 
H2CO c -40.0 -40.5 -40.6 "4.4 

0 -493.5 -492.8 -493.2 -375.0 
N'NO N' 87.7 87.7 87.8 99.5 

N -2.3 -2.2 -2.2 11.3 
0 179.0 179.1 179.2 200.5 

.C02 c 50.0 50.0 50.0 58.8 
0 209.7 209.7 209.7 243.4 

OF2 0 -667.6 -669.4 -669.5 -473.1 
H2CNN' c 164.5 164.7 164.7 164.5 

N -61.5 -61.8 -61.8 -43.4 
N' -166.4 -166.9 -166.9 -149.0 

HCI Cl 959.5 959.8 959.8 952.0 
SOz s -242.9 -242.1 -242.1 -126.0 

0 -282.0 -281.8 -281.8 -205.0 
PHa p 583.1 583.0 583.0 599.9 

d -51.8 -51.7 -51.7 
ldl 52.3 52.2 52.2 
ldl% 89.7 90.1 90.1 

Omitting Oa 

d -40.6 -40.6 -40.6 
ldl 41.1 41.1 41.1 
ldl% 94.2 94.6 94.6 
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Table 6.2: NMR shielding constants, in ppm, calculated using the OEP method 
Mol Nucl OEP O-B3LYP O-B972 0-PBEO Expt. 
HF F 425.4 414.7 415.0 416.5 419.7 
H20 0 338.9 330.1 330.6 332.8 357.6 
CH4 c 193.3 188.4 190.9 192.3 198.4 
co c 21.1 -7.6 -1.8 -3.7 2.8 

0 33.8 -53.0 -45.7 -47.8 -36.7 
N2 N -16.3 -70.1 -64.3 -65.0 -59.6 
F2 F -51.2 -217.5 -208.0 -199.1 -192.8 
0'00' 0' -664.2 -1231.0 -1193.5 -1169.6 -1290.0 

0 -597.7 -821.2 -790.5 -786.1 -724.0 
PN p 205.8 17.3 35.8 33.1 53.0 

N -209.0 -357.9 -339.9 -342.0 -349.0 
H2S s 739.2 711.3 725.8 732.5 752.0 
NH3 N 266.0 260.5 261.6 263.7 273.3 
HCN c 93.9 75.0 78.9 77.7 82.1 

N 28.0 -30.3 -21.0 -24.0 -20.4 
C2H2 c 127.1 110.3 114.8 113.0 117.2 
C2H4 c 76.5 51.8 58.1 56.3 64.5 
H2CO c 10.8 -20.3 -12.9 -16.4 -4.4 

0 -164.8 -375.2 -349.1 -358.5 -375.0 
N'NO N' 127.6 96.2 101.0 101.6 99.5 

N 28.2 3.2 11.5 10.5 11.3 
0 241.2 189.8 190.8 194.5 200.5 

C02 c 69.6 54.2 59.4 58.4 58.8 
0 265.6 224.0 226.1 226.7 243.4 

OF2 0 -311.2 -546.9 -521.3 -514.3 -473.1 
H2CNN' c 171.8 162.0 164.5 165.9 164.5 

N -12.0 -52.6 -43.0 -42.8 -43.4 
N' -72.6 -148.4 -136.3 -133.6 -149.0 

HCI Cl 963.4 946.4 953.0 957.8 952.0 
802 s -53.8 -185.2 -162.8 -163.0 -126.0 

0 -60.5 -222.9 -212.7 -208.5 -205.0 
PH3 p 595.3 565.4 580.8 586.2 599.9 

d 69.0 -16.9 -6.4 -4.9 
ldl 72.0 20.6 15.7 15.5 
ldl% 81.2 37.5 17.7 23.1 

Omitting 03 

d 48.5 -16.8 -7.9 -7.2 
ldl 51.7 16.8 11.3 10.4 
ldl% 84.4 39.4 18.3 24.0 
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Table 6.3: NMR shielding constants, in ppm, calculated using the WY method 
Mol Nucl WY WY(B3LYP) WY(B972) WY(PBEO) WY(BD) Expt. 
HF F 424.8 414.6 415.0 416.4 418.2 419.7 
H20 0 338.4 330.1 330.6 332.8 333.7 357.6 
CH4 c 193.1 188.4 190.9 192.3 191.4 198.4 
co c 20.2 -7.6 -1.8 -3.7 -1.3 2.8 

0 33.1 -53.0 -45.7 -47.8 -42.8 -36.7 
N2 N -16.9 -70.1 -64.3 -65.1 -65.0 -59.6 
F2 F -52.2 -217.9 -208.4 -199.5 -207.5 -192.8 
0'00' 0' -676.4 -1231.6 -1194.0 -1170.8 -1113.3 -1290.0 

0 -598.0 -820.2 -789.3 -785.1 -744.2 -724.0 
PN p 203.6 17.1 35.7 32.9 43.8 53.0 

N -211.8 -358.0 -340.2 ~342.4 -338.5 -349.0 
H2S s 736.5 711.1 725.6 732.2 725.9 752.0 
NH3 N 265.6 260.5 261.6 263.7 263.2 273.3 
HCN c 93.7 75.0 78.9 77.7 78.9 82.1 

N 26.8 -30.3 -21.1 -24.1 -20.8 -20.4 
C2H2 c 126.9 110.3 114.7 113.0 114.4 117.2 
C2H4 c 76.3 51.8 58.0 56.3 58.3 64.5 
H2CO c 10.6 -20.4 -13.0 -16.5 -10.8 -4.4 

0 -168.9 -375.7 -349.7 -359.3 -337.9 -375.0 
N'NO N' 126.6 96.2 101.1 101.6 101.7 99.5 

N 28.1 3.2 11.5 10.5 12.2 11.3 
0 240.7 189.8 190.8 194.5 204.5 200.5 

C02 c 69.3 54.1 59.3 58.4 61.1 58.8 
0 264.8 224.0 226.1 226.7 235.1 243.4 

OF2 0 -316.9 -547.8 -522.2 -515.5 -491.9 -473.1 
H2CNN' c 171.8 162.0 164.5 165.9 164.9 164.5 

N -13.0 -52.6 -43.0 -42.9 -43.5 -43.4 
N' -77.4 -148.6 -136.4 -133.8 -139.7 -149.0 

HCI Cl 961.8 946.3 952.9 957.7 955.0 952.0 
802 s -55.2 -185.1 -162.7 -163.0 -138.3 -126.0 

0 -62.1 -222.8 -212.6 -208.4 -176.7 -205.0 
PH3 p 593.1 565.2 580.7 586.0 582.9 599.9 

d 67.3 -17.0 -6.5 -5.0 2.2 
ldl 70.8 20.7 15.7 15.4 15.0 
ldl% 79.2 37.6 17.8 23.2 14.5 

Omitting 03 

d 47.2 -16.9 -8.0 -7.3 -2.9 
ldl 50.8 16.9 11.3 10.5 9.4 
ldl% 82.3 39.5 18.4 24.2 15.0 
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Amount of Orbital Exchange, ~ 

Figure 6.1: The mean absolute error, in ppm, as a function of the amount of exchange 
E in OEP hybrid functionals 

containing the KLI and LHF approximations to the exchange potential. It was found 

that amounts around 0.5 to 0.6 were optimal which contrasts the typical amount of 

0.2 to 0.3 in conventional hybrid functionals. We now consider the same variation for 

OEP evaluations of the hybrid functionals of Ref. [152) in order to confirm whether this 

difference in the optimal amount of exchange arises due to approximations inherent in 

the LHF /KLI procedures or if it is a feature of functionals employing multiplicative 

exchange potentials. The mean absolute error as a function of the amount of exchange, 

E, for the set of 21 molecules considered in Table 6.2 is plotted in Figure 6.1. 

For the OEP hybrid functionals the mean absolute errors minimise around· E = 

0.2-0.3 in line with the amount of exchange in conventional hybrid functionals. Similar 

observations were made for the ZMP results in Ref. [152). This highlights again the 

difference in character of the LHF /KLI and OEP /WY methods, which was discussed 

in detail in Chapter 5. We now move on to consider other applications of the OEP 

hybrid functionals. 

6.2 Rotational g tensors 

When a molecule rotates it acquires a magnetic moment proportional to its angular 

momentum. In the presence of an external magnetic field the Zeeman interaction 

between this magnetic moment and the external magnetic induction causes a shift in 

the rotational energy levels. This shift can be observed in molecular beam [216) and 
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microwave Zeeman experiments [217, 218], and may be written in atomic units as 

tlE = -f-tNBT gJ (6.2.1) 

where f-iN is the nuclear magneton, B is the external magnetic induction, J is the 

angular momentum of the molecule with respect to its centre of mass, and g is the 

dimensionless 3 x 3 rotational g tensor. The g tensor can be evaluated as the second 

derivative of the electronic energy E with respect to B and J: 

1 a2E(B,J)I 
g = -f-iN 8B8J B,J=O . 

(6.2.2) 

The calculation of g tensors is similar to that of other singlet second-order magnetic 

response properties such as nuclear magnetic resonance (NMR) shielding constants, 

spin rotation constants, and magnetisabilities. 

The high accuracy obtained in the experimental determination of rotational g ten­

sors makes them an excellent candidate to test the accuracy of theoretical methods. 

A wide range of theories have been used to calculate g tensors including Hartree-Fock 

(HF) theory [219-222], multiconfigurational self-consistent field (MCSCF) theory [223-

230], M0ller-Plesset theory to second [229, 231, 232], third [229, 231], and fourth or­

ders [229] (MP2, MP3, MP4), linearised coupled-cluster doubles (L-CCD) theory [231], 

coupled cluster singles-and-doubles ( CCSD) theory [229], the second-order polarization 

propagator approximation (SOPPA) [229, 233-235], the coupled-cluster polarization 

propagator approximation (CCSDPPA) [236-239], the SOPPA using CCSD amplitudes 

(SOPPA(CCSD)) [229, 240], full configuration-interaction (FCI) theory [241-243], and 

density-functional theory (DFT) [228, 244, 245]. 

Recently Wilson et al. [245] used DFT in an extensive assessment of different 

exchange-correlation functionals for the calculation of rotational g tensors. They 

considered the local density approximation (LDA), the Becke-Lee-Yang-Parr (BLYP) 

GGA [64, 65], and the Becke-3-parameter~Lee-Yang-Parr (B3LYP) hybrid functional [94]. 

Also considered was the Keal-Tozer (KT2) GGA functional [69], which was specifically 

designed to yield good quality magnetic response parameters. The authors observed 

the quality of calculated g tensors followed the trend LDA<BLYP<B3LYP<KT2. In 

this section we consider the appiication of the OEP procedure to a range of hybrid 

exchange-correlation functionals. Uncoupled results are compared with conventional 

coupled hybrid values and the KT2 functional, which provides the previous best DFT 

results. Where possible the effect of vibrational corrections is considered. The influ­

ence of the amount of orbital exchange on the quality of the g tensors is examined. 
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Rotational g tensors are also obtained directly from ab initio coupled electron densities 

using the Wu-Yang (WY) approach. 

The OEP implementation described in Chapter 4 is employed and the Kohn-Sham 

effective potential is expanded according to Eqn. (4.2.2). For the reference potential 

v0 (r) the Fermi-Amaldi potential of Eqn. (4.2.3) constructed using the Hartree-Fock 

density is used. In the WY calculations the same reference potential is used. In both 

approaches the optimization is carried out with second order quasi-Newton methods 

as described in Chapter 4. 

The key feature of the OEP and WY implementations in Chapter 4 is that they 

utilise the expansion of Eqn. (4.2.2) and so vs(r) can be expressed as a simple sum 

of fixed terms and a linear combination of Gaussian functions. Once the optimal 

coefficients { bt} for the linear combination have been determined it is straightforward 

to reconstruct the potential in any electronic structure program. In order to calculate 

rotational g tensors we determine the solution of the OEP problem in CADPAC and 

then read the set of coefficients { bt} defining the effective potential into a modified 

version of the DALTON program [246], provided by Lutnres [247]. The potential is then 

reconstructed using the same geometry, reference potential and orbital and auxiliary 

basis sets. The Kohn-Sham equations are solved by a single diagonalization (since 

v8 (r) has no orbital dependence) and the resulting orbitals and eigenvalues are used to 

compute the uncoupled rotational g tensors. 

The advantage of this two code approach is that it allows the exploitation of the 

extensive property evaluations available in the DALTON program. In the evaluation of the 

g tensor, rotational London atomic orbitals are used to ensure fast basis set convergence 

and gauge independent results [219). These orbitals are essential for molecules of the 

size considered here and were not available in the CADPAC program. The implementation 

was checked by confirming that the converged one-electron eigenvalues in DALTON agreed 

with those of the corresponding OEP /WY calculations in the CADPAC code, to within 

numerical integration error. The property calculations were checked by comparison of 

single origin magnetisability calculations in DALTON and CADPAC. The London orbital 

calculations were checked by confirming gauge-origin invariance and comparison of 

large basis set single origin magnetisabilities with London orbital magnetisabilities for 

small molecules. 

We follow the previous DFT investigation of Wilson et al. [245] and use the aug­

cc-p VTZ orbital basis set [248-250), but with Cart~sian basis functions rather than 

spherical since the latter are not available in the CADPAC code. The 58 molecules 

considered are listed in Table 6.4 and contain 67 isotopic combinations and 143 unique 

tensor elements. Rotational g tensors are known to be sensitive to molecular geometry 
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Table 6.4: The molecules for which rotational g tensors were determined 
carbon monoxide [CO), carbon sulfide [CS], carbon selenide [CSej, 
hydrogen cyanide [HC15N], ftuoro cyanide [FC15 N], chloro cyanide [ClC15 N], 
bromo cyanide [BrC15 N], carbonyl sulfide [OCS, OC34S, 0 13CS), 
nitrous oxide [15N15 NO, 14 N14 NO], carbonyl selenide [OC80Se, OC76Se), 
methylidene phosphine [HCP, DCPJ, hydrogen boron sulfide [HBS], 
ftuoro acetylene [FCCH), chloro acetylene [35ClCCH, 37 ClCCH), 
bromo acetylene [79 BrCCH, 81 BrCCH], ammonia [15 NHaJ, 
triftuoromethane [CHFa], methylisocyanide [CHa 14 NCJ, 
acetonitrile [CH3C15 N, CH3C14N, CDaC14N], ftuoromethane [CHaFJ, 
chloromethane [CHaCl], acrolein [CH2CHCHO], propene [CH2CHCHa), 
propynal [HCCCHO], dimethylether [CHaOCHa], 
dimethylsulfane [CHaSCHaJ, acetaldehyde [CHaCHOJ, formaldehyde [H2CO], 
thioformaldehyde [H2CS), formic acid [HCOOH], formarnide [HCONH2], 
glycoaldehyde [CH20HCHO), methyl formate [HCOOCHa], ketene [H2CCO], 
diftuoromethane [CH2F2], carbonic difluoride [F2CO], formyl fluoride [HFCOJ, 
ftuoroethene [CFHCH2], 1,1-diftuoroethene [CF2CH2], 
cis-diftuoroethene [CFHCFH], ftuoroethane [CFH2CHa], 
triftuoroethene [CF2CFH], ozone [Oa], sulfur dioxide [S02], 
diftuorooxide [F20], hypoftuoros acid [HOF), Water [H20], 
hydrogendisulfide [H2S], methylene [C4Hs], 
cyclopropene [CaH4), aziridine [C2HsN], oxirane [C2H40], 
thiirane [C2H4S], cyclopropenone [CaH20], methylcyclopropene [C4Hs], 
cyclobutene [C4Hs], oxetane [CaHsOJ, /3-propiolactone [CaH402] 
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although the study of Wilson et al. showed that the relative performance of the DFT 

methods was unchanged whether optimized or experimental geometries are employed. 

In this case we consider only the experimental geometries of Ref. [245], apart from 

the ozone molecule for which we use r = 1.2717 A and () = 116.78° from Ref. [251]. 

The results are compared with the experimental g tensors compiled by Wilson et al. 

in Ref. [245] with the exception of ammonia and thioformaldehyde. For the ammonia 

molecule the values of Ref. [252] are used since they have smaller error bars and for 

thioformaldehyde a typographical error was noted in the original paper [253] - the 

dominant diagonal element of the tensor is -5.2602 (rather than the value of -5.6202 

used in Ref. [245]). 

As highlighted in Chapter 4, application of the OEP /WY procedures requires care­

ful choice of the auxiliary basis set in Eqn. ( 4.2.2) and the cutoff in the TSVD regu­

larisation. We commenced by examining the effect of these choices on the exchange­

correlation potentials of the g tensors for a subset of the molecules in Table 6.4. For 

the auxiliary basis set we considered both eventempered basis sets and the use of the 

primary orbital basis. Comparison of g tensors calculated using the primary orbital 

basis set with converged values obtained using a large auxiliary basis set showed dif­

ferences greater than 2%. The eventempered auxiliary basis sets are defined by s, p, d, 

and f functions on all atom centres with exponents An., A nv, And and An f where A is a 

universal base and n 8 , np, nd and n1 are negative and positive integers which define the 

range of the functions. A variety of bases were considered for a subset of the molecules 

and a value of 2 was found to be optimal. In line with the observations for the Ne atom 
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it was found that capping the highest exponent for each angular momentum function 

at a maximum of 26 removed unphysical structure in the potential at the positions of 

the nuclei. The effect of this capping was found to lead to no significant change in the g 

tensors obtained, changes being less than those observed on changing from a triple zeta 

to quadruple zeta orbital basis set. To choose the ranges for each angular momentum, 

values were chosen such that the exponents span the same range of values as those of 

the orbital basis set, with the lowest exponent multiplied by 0.1. To choose a value 

for the TSVD cutoff, values between 10-4 and 10-8 were considered and the resulting 

exchange-correlation potentials examined. In line with the observations of Chapter 4, 

a value 10-4 was found to be appropriate. The effect of lowering the filter on the g 

tensor was found to be less than the orbital basis set incompleteness error. 

Having chosen an auxiliary set we tested its usefulness by applying the OEP method 

to the KT2 functional and calculating rotational g tensors. Since the KT2 functional 

is a GGA and corresponds to a rigorous Kahn-Sham equation of the form of Eqn. 

(4.2.1), the OEP solution, in the limit of a complete auxiliary basis set, should yield 

the same solution as the conventional evaluation. For the molecules CO, CSe, OCS, 

N20, NH3 , HOF, H20 and S02 (15 unique tensor components) the average deviation 

from the KT2 values was found to be just 0.1% with a maximum deviation of 0.3%. 

For the set of molecules in Table 6.4, rotational g tensors were calculated for the 

B3LYP, B97-2 and B97-3 [254] hybrid functionals in a coupled manner. For the KT2 

functional uncoupled g tensors were evaluated. The OEP procedure was applied to 

each of the hybrids and the resulting potential, orbitals and eigenvalues were used 

to determine uncoupled rotational g tensors. The results are denoted O-B3LYP, O­

B97-2 and 0-897-3. The calculated values are presented in Table 6.5. The mean 

absolute error (MAE), mean error (ME), percentage mean absolute error (PMAE), 

and standard deviation (SD) for the calculated g tensors relative to experiment are 

summarised in Table 6.6 both including and omitting the ozone molecule due to its 

significant multireference character. 

Table 6.5: Rotational g tensors determined by experiment and calculated 

using DFT methods. BMis set used is aug-cc-pVTZ. 

Molecule KT2 B3LYP B97-2 B97-3 O-B3LYP O-B97-2 O-B97-3 Exp. 

Linear molecules 

co -0.2673 -0.2811 -0.2827 -0.2861 -0.2704 -0.2717 -0.2719 -0.2689 

cs -0.2782 -0.2923 -0.2932 -0.2989 -0.2730 -0.2740 -0.2728 -0.2702 

CSe -0.2548 -0.2733 -0.2713 -0.2793 -0.2480 -0.2463 -0.2463 -0.2431 

HC15 N -0.0912 -0.0980 -0.0983 -0.0978 -0.0936 -0.0941 -0.0924 -0.0904 

FC15 N -0.0481 -0.0515 -0.0499 -0.0502 -0.0509 -0.0493 -0.0495 -0.0504 

ClC15 N -0.0393 -0.0408 -0.0396 -0.0397 -0.0407 -0.0394 -0.0395 -0.04121 

BrC15 N -0.0331 -0.0344 -0.0334 -0.0335 -0.0339 -0.0329 -0.0330 -0.0325 

Continued 
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Molecule 

ocs 
OC34g 

oiacs 
lSNlsNo 

14Nl4NO 

OC80 Se 

OC76 Se 

HCP 

DCP 
HBS 

FCCH 
35ClCCH 
37ClCCH 
79 BrCCH 
81 BrCCH 

CHFa 

CHa 14 NC 

CHaC15 N 

CH3C 14 N 

CD3C 14 N 

CH3F 

CH3Cl 

acrolein 

dimethylether 

CH30CHa 

dimethylsulfane 

CHaSCH3 

acetaldehyde 

C2H40 

formaldehyde 

H2CO 

thioformaldehyde 

H2CS 

formic acid 

HCOOH 

Continued 

KT2 B3LYP B97-2 B97-3 O-B3LYP O-B97-2 O-B97-3 

-0.0287 -0.0304 -0.0290 -0.0293 -0.0299 -0.0284 -0.0285 

-0.0281 -0.0298 -0.0284 -0.0287 -0.0293 -0.0278 -0.0280 

-0.0286 -0.0303 -0.0288 -0.0292 -0.0298 -0.0283 -0.0284 

-0.0769 -0.0797 -0.0772 -0.0774 -0.0782 -0.0756 -0.0754 

-0.0796 -0.0825 -0.0799 -0.0801 -0.0810 -0.0783 -0.0780 

-0.0196 -0.0210 -0.0198 -0.0200 -0.0204 -0.0192 -0.0192 

-0.0198 -0.0212 -0.0200 -0.0202 -0.0206 -0.0194 -0.0194 

-0.0419 -0.0468 -0.0461 -0.0458 -0.0450 -0.0442 -0.0437 

-0.0359 -0.0400 -0.0394 -0.0391 -0.0385 -0.0378 -0.0374 

-0.0406 -0.0433 -0.0409 -0.0428 -0.0412 -0.0388 -0.0395 

-0.0071 -0.0092 -0.0073 -0.0072 -0.0094 -0.0075 -0.0075 

-0.0070 -0.0080 -0.0062 -0.0062 -0.0083 -0.0065 -0.0066 

-0.0068 -0.0077 -0.0060 -0.0060 -0.0081 -0.0063 -0.0065 

-0.0055 -0.0059 -0.0045 -0.0045 -0.0061 -0.0046 -0.0046 

-0.0055 -0.0058 -0.0044 -0.0045 -0.0060 -0.0046 -0.0046 

Symmetric top molecules 

0.5508 0.5615 0.5654 0.5677 0.5592 0.5629 

0.4948 

0.5653 

0.4951 0.4870 0.4930 0.4963 0.4977 

-0.0394 -0.0389 -0.0375 -0.0374 

-0.0589 -0.0608 -0.0588 -0.0589 

-0.0333 -0.0351 -0.0336 -0.0335 

-0.0353 -0.0371 -0.0356 -0.0355 

-0.0331 -0.0347 -0.0334 -0.0333 

-0.0657 -0.0645 -0.0596 -0.0592 

0.2494 0.2567 0.2629 0.2642 

-0.0186 -0.0180 -0.0137 -0.0136 

Asymmetric top molecules 

-0.5574 -0.5738 -0.5656 -0.5688 

-0.0578 -0.0609 -0.0599 -0.0605 

-0.0079 -0.0079 -0.0062 -0.0061 

-0.0903 -0.0936 -0.0881 -0.0879 

-0.0441 -0.0455 -0.0430 -0.0431 

0.0101 0.0107 0.0135 0.0137 

-0.5713 -0.5865 -0.5787 -0.5814 

-0.0398 -0.0426 -0.0416 -0.0419 

-0.0147 -0.0153 -0.0139 -0.0138 

-0.0552 -0.0478 -0.0356 -0.0343 

-0.0074 -0.0061 -0.0037 -0.0035 

-0.0238 -0.0228 -0.0205 -0.0203 

-0.0268 -0.0239 -0.0149 -0.0144 

0.0006 0.0004 0.0038 0.0036 

-0.0086 -0.0089 -0.0062 -0.0065 

-0.3641 -0.3834 -0.3743 -0.3796 

-0.0732 -0.0768 -0.0749 -0.0759 

-0.0253 -0.0251 -0.0225 -0.0225 

-2.9286 -3.0654 -2.9966 -3.0271 

-0.2276 -0.2342 -0.2319 -0.2338 

-0.1101 -0.1034 -0.0939 -0.0921 

-5.4460 -5.6181 -5.4575 -5.5541 

-0.1353 -0.1415 -0.1393 -0.1410 

-0.0280 -0.0245 -0.0170 -0.0169 

-0.3112 -0.3328 -0.3283 -0.3321 

-0.0903 -0.0933 -0.0916 -0.0923 

0.4916 

-0.0394 -0.0381 -0.0381 

-0.0601 -0.0582 -0.0580 

-0.0346 -0.0331 -0.0328 

-0.0367 -0.0351 -0.0348 

-0.0343 -0.0330 -0.0327 

-0.0660 -0.0612 -0.0609 

0.2522 0.2583 0.2588 

-0.0196 -0.0153 -0.0155 

-0.5550 

-0.0592 

-0.0086 

-0.0953 

-0.0449 

0.0096 

-0.5627 

-0.0409 

-0.0156 

-0.0524 

-0.0071 

-0.0240 

-0.0277 

-0.0007 

-0.0101 

-0.3601 

-0.0734 

-0.0257 

-2.9232 

-0.2248 

-0.1057 

-5.4135 

-0.1354 

-0.0271 

-0.3115 

-0.0913 

-0.5466 

-0.0582 

-0.0069 

-0.0900 

-0.0425 

0.0123 

-0.5546 

-0.0398 

-0.0142 

-0.0402 

-0.0047 

-0.0217 

-0.0184 

0.0026 

-0.0075 

-0.3510 

-0.0715 

-0.0232 

-2.8567 

-0.2224 

-0.0962 

-5.2558 

-0.1332 

-0.0195 

-0.3068 

-0.0895 

-0.5451 

-0.0583 

-0.0070 

-0.0905 

-0.0424 

0.0122 

-0.5501 

-0.0397 

-0.0141 

-0.0399 

-0.0048 

-0.0218 

-0.0189 

0.0021 

-0.0080 

-0.3495 

-0.0715 

-0.0233 

-2.8457 

-0.2207 

-0.0949 

-5.2967 

-0.1323 

-0.0200 

-0.3043 

-0.0896 
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-0.028839 

-0.028242 

-0.028710 

-0.07606 

-0.07887 

-0.01952 

-0.01969 

-0.0430 

-0.0353 

-0.0414 

-0.0077 

-0.00630 

-0.00601 

-0.00395 

-0.00388 

0.5654 

0.5024 

-0.0359 

-0.0546 

-0.0317 

-0.0338 

-0.0315 

-0.0620 

0.265 

-0.0165 

-0.5512 

-0.0567 

-0.0080 

-0.0789 

-0.0424 

0.0107 

-0.553 

-0.040 

-0.015 

-0.0214 

-0.0093 

-0.0210 

-0.0193 

0.0000 

-0.0083 

-0.3609 

-0.0731 

-0.0245 

-2.9017 

-0.2243 

-0.0994 

-5.2602 

-0.1337 

-0.0239 

-0.2797 

-0.0903 
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Molecule 

formamide 

HCONH2 

glycoaldehyde 

C2H402 

methyl formate 

C2H402 

difluoromethane 

CH2F2 

carbonic difluoride 

F2CO 

formyl fluoride 

HFCO 

fluoroethene 

C2HaF 

1, 1-difl uoroethene 

CH2CF2 

cis-dift uoroethene 

CHFCHF 

fluoroethane 

CHaCH2F 

trifl uoroethene 

CHFCF2 

ozone 

sulfur dioxide 

802 

difluorooxide 

OF2 

hypofluoros acid 

HOF 

water 

hydrogendisulfide 

Continued 

KT2 B3LYP B97-2 B97-3 

-0.0292 -0.0295 -0.0277 -0.0278 

-0.2843 -0.3000 -0.2939 -0.2950 

-0.0666 -0.0697 -0.0676 -0.0682 

-0.0119 -0.0124 -0.0100 -0.0101 

-0.1185 -0.1197 -0.1140 -0.1145 

-0.0733 -0.0767 -0.0750 -0.0759 

-0.0130 -0.0144 -0.0125 -0.0127 

-0.1370 -0.1394 -0.1340 -0.1347 

-0.0397 -0.0413 -0.0398 -0.0402 

-0.0179 -0.0185 -0.0169 -0.0169 

-0.3433 -0.3848 -0.3601 -0.3743 

-0.0349 -0.0377 -0.0350 -0.0351 

-0.0247 -0.0268 -0.0250 -0.0255 

-0.0935 -0.0842 -0.0765 -0.0747 

-0.0434 -0.0431 -0.0412 -0.0412 

-0.0413 -0.0415 -0.0401 -0.0401 

-0.0581 -0.0598 -0.0581 -0.0586 

-0.0760 -0.0786 -0.0767 -0.0773 

-0.0331 -0.0335 -0.0323 -0.0325 

-0.4276 -0.4435 -0.4377 -0.4414 

-0.0786 -0.0812 -0.0798 -0.0804 

-0.0383 -0.0384 -0.0368 -0.0369 

-0.1717 -0.1751 -0.1712 -0.1700 

-0.0545 -0.0569 -0.0549 -0.0552 

-0.0044 -0.0042 -0.0021 -0.0021 

-0.0436 -0.0450 -0.0431 c0.0432 

-0.0499 -0.0523 -0.0499 -0.0501 

-0.0128 -0.0129 -0.0115 -0.0116 

-0.1169 -0.1153 -0.1096 -0.1091 

-0.0303 -0.0319 -0.0309 -0.0310 

-0.0168 -0.0169 -0.0155 -0.0155 

-0.0106 -0.0062 0.0024 0.0034 

-0.0121 -0.0123 -0.0100 -0.0100 

-0.0255 -0.0258 -0.0238 -0.0238 

-0.0550 "0.0556 -0.0531 -0.0530 

-0.0331 -0.0342 -0.0328 -0.0330 

-0.0169 -0.0175 -0.0166 -0.0167 

-2.9230 

-0.2313 

-0.0792 

-0.6586 

-0.1188 

-0.0845 

-0.2292 

-0.0606 

-0.0729 

0.6573 

-0.1188 

-3.6369 

-0.2657 

-0.0783 

-0.6836 

-0.1207 

-0.0863 

-0.2202 

-0.0606 

-0.0738 

0.6741 

-0.1212 

-3.6351 

-0.2635 

-0.0751 

-0.6934 

-0.1196 

-0.0846 

-0.2121 

-0.0585 

-0.0714 

0.6742 

-0.1164 

-3.7980 

-0.2729 

-0.0754 

-0.6925 

-0.1200 

-0.0853 

-0.2075 

-0.0580 

-0.0715 

0.6796 

-0.1164 

-0.0684 -0.0676 -0.0633 -0.0629 

0.6331 

0.7083 

0.6227 

0.4076 

0.6534 

0.7170 

0.6395 

0.3951 

0.6539 

0.7179 

0.6405 

0.4083 

0.6591 

0.7238 

0.6445 

0.4031 

O-B3LYP 

-0.0294 

-0.2857 

-0.0677 

-0.0124 

-0.1159 

-0.0736 

-0.0148 

-0.1365 

-0.0403 

-0.0187 

-0.3517 

-0.0372 

-0.0256 

-0.0883 

-0.0437 

-0.0419 

-0.0589 

-0.0773 

-0.0337 

-0.4247 

-0.0794 

-0.0386 

-0.1754 

-0.0558 

-0.0048 

-0.0454 

-0.0512 

-0.0133 

-0.1165 

-0.0313 

-0.0174 

-0.0099 

-0.0130 

-0.0264 

-0.0558 

-0.0340 

-0.0178 

-2.8729 

-0.2259 

-0.0782 

-0.6434 

-0.1179 

-0.0861 

-0.2263 

-0.0611 

-0.0720 

0.6726 

-0.1211 

-0:0692 

0.6514 

0.7160 

0.6377 

0.3907 

O-B97-2 

-0.0278 

-0.2798 

-0.0656 

-0.0102 

-0.1102 

-0.0720 

-0.0130 

-0.1311 

-0.0389 

-0.0172 

-0.3267 

-0.0346 

-0.0238 

-0.0807 

-0.0418 

-0.0405 

-0.0572 

-0.0754 

-0.0326 

-0.4186 

-0.0780 

-0.0372 

-0.1715 

-0.0539 

-0.0028 

-0.0435 

-0.0488 

-0.0120 

-0.1109 

-0.0304 

-0.0160 

-0.0013 

-0.0108 

-0.0244 

-0.0534 

-0.0327 

-0.0169 

-2.8508 

-0.2226 

-0.0752 

-0.6510 

-0.1168 

-0.0845 

-0.2187 

-0.0590 

-0.0698 

0.6728 

-0.1165 

-0.0650 

0.6519 

0.7171 

0.6386 

0.4033 

O-B97-3 

-0.0278 

-0.2770 

-0.0655 

-0.0102 

-0.1093 

-0.0720 

-0.0132 

-0.1308 

-0.0389 

-0.0173 

-0.3306 

-0.0345 

-0.0238 

-0.0793 

-0.0419 

-0.0405 

-0.0574 

-0.0755 

-0.0328 

-0.4165 

-0.0780 

-0.0372 

-0.1709 

-0.0539 

-0.0029 

-0.0437 

-0.0486 

-0.0121 

-0.1105 

-0.0303 

-0.0161 

-0.0011 

-0.0109 

-0.0246 

-0.0532 

-0.0327 

-0.0171 

-2.7752 

-0.2195 

-0.0754 

-0.6388 

-0.1164 

-0.0851 

-0.2155 

-0.0587 

-0.0694 

0.6758 

-0.1161 

-0.0648 

0.6547 

0.7167 

0.6401 

0.3992 
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-0.0270 

-0.2843 

-0.0649 

-0.0117 

-0.1239 

-0.0726 

-0.0178 

-0.1267 

-0.0391 

~0.0167 

-0.4182 

-0.0356 

-0.0238 

-0.0725 

-0.0411 

-0.0398 

-0.0568 

-0.0747 

-0.0328 

-0.4227 

-0.0771 

-0.0371 

-0.1533 

-0.0526 

-0.0037 

-0.0421 

-0.0466 

-0.0119 

-0.1015 

-0.0296 

-0.0158 

0.0185 

-0.0124 

-0.0197 

-0.0503 

-0.0321 

-0.0170 

~2.9877 

-0.2295 

-0.0760 

-0.6043 

-0.11634 

-0.08865 

-0.213 

-0.058 

-0.068 

0.642 

-0.119 

-0.061 

0.657 

0.718 

0.645 

0.355 
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Molecule KT2 B3LYP B97-2 . B97-3 O-B3LYP O-B97-2 O-B97-3 

0.2020 0.1738 0.1952 0.1871 0.1733 0.1936 0.1849 

0.2438 0.2243 0.2389 0.2331 

methylenecyclopropane -0.0754 -0.0727 -0.0672 -0.0664 

C4H6 -0.0265 -0.0269 -0.0247 -0.0246 

cyclopropene 

C3H4 

aziridine 

C2HsN 

oxirane 

cyclopropenone 

C3H20 

methylcyclopropene 

C4H6 

cyclobutene 

C4H6 

oxetane 

C3H60 

beta-propiolactone 

C3H402 

0.0254 0.0261 0.0283 0.0284 

-0.0910 -0.0973 -0.0955 -0.0955 

-0.1638 -0.1606 -0.1521 -0.1517 

0.0492 0.0529 0.0558 0.0564 

-0.0466 -0.0428 -0.0350 -0.0342 

0.0171 0.0212 0.0266 0.0273 

0.0527 0.0520 0.0550 0.0549 

-0.1028 -0.1007 -0.0932 -0.0924 

0.0096 0.0152 0.0201 0.0209 

0.0310 0.0310 0.0337 0.0337 

-0.0190 -0.0174 -0.0097 -0.0102 

-0.0296 -0.0274 -0.0221 -0.0217 

O.Ot189 0.0483 0.0503 0.0502 

-0.2905 -0.2969 -0.2930 -0.2937 

-0.1000 -0.1019 -0.0996 -0.0999 

-0.0138 -0.0111 -0.0086 -0.0084 

-0.0908 -0.0904 -0.0835 -0.0832 

-0.0455 -0.0461 -0.0443 -0.0444 

0.0180 0.0188 0.0206 0.0205 

-0.0555 -0.0575 -0.0545 -0.0547 

-0.0762 -0.0746 -0.0697 -0.0692 

-0.0261 -0.0217 -0.0196 -0.0187 

-0.0156 -0.0124 -0.0075 -0.0069 

-0.0500 -0.0472 -0.0420 -0.0411 

-0.0847 -0.0781 -0.0749 -0.0741 

-0.0820 -0.0833 -0.0800 -0.0803 

-0.0386 -0.0395 -0.0376 -0.0378 

-0.0332 -0.0331 -0.0319 -0.0320 

0.2210 0.2349 0.2288 

-0.0752 -0.0698 -0.0696 

-0.0270 -0.0249 -0.0248 

0.0248 

-0.0925 

-0.1615 

0.0501 

-0.0464 

0.0179 

0.0500 

0.0269 0.0267 

-0.0908 -0.0890 

-0.1532 -0.1532 

0.0528 0.0529 

-0.0387 -0.0387 

0.0231 0.0232 

0.0528 0.0522 

-0.1038 -0.0964 -0.0963 

0.0121 0.0168 0.0169 

0.0291 0.0317 0.0312 

-0.0211 -0.0136 -0.0151 

-0.0301 -0.0249 -0.0249 

0.0468 0.0487 0.0483 

-0.2892 -0.2852 -0.2844 

-0.1007 -0.0984 -0.0984 

-0.0123 

-0.0893 

-0.0454 

0.0176 

-0.0565 

-0.0763 

-0.0233 

-0.0144 

-0.0496 

-0.0795 

-0.0821 

-0.0391 

-0.0333 

-0.0098 -0.0098 

-0.0824 -0.0816 

-0.0436 -0.0435 

0.0193 

-0.0535 

-0.0713 

-0.0212 

-0.0097 

-0.0444 

-0.0763 

-0.0788 

-0.0372 

-0.0322 

0.0189 

-0.0531 

-0.0713 

-0.0208 

-0.0094 

-0.0440 

-0.0758 

-0.0786 

-0.0372 

-0.0323 
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Exp. 

0.195 

0.209 

-0.0672 

-0.0231 

0.0244 

-0.0897 

-0.1492 

0.0536 

-0.0422 

0.0229 

0.0539 

-0.0946 

0.0189 

0.0318 

-0.0159 

-0.0242 

0.0487 

-0.2900 

-0.0963 

-0.0121 

-0.0813 

-0.0261 

0.0166 

-0.0516 

-0.0663 

-0.0219 

-0.0073 

-0.0429 

-0.0747 

-0.0758 

-0.0356 

-0.0319 

For the hybrid functionals the uncoupled OEP evaluation gives g tensors which are 

a significant improvement over those from the conventional coupled evaluation. When 

all of the molecules are included, mean absolute errors reduce by at least a factor of 2 in 

moving from B3LYP, B97-2 and B97-3 to O-B3LYP, O-B97-2 and O-B97-3 respectively. 

The mean errors and standard deviations are reduced by more than a factor of 3. The 

percentage mean absolute error also reduces for the latter two functionals. When ozone 

is omitted the improvement is more modest, reflecting the fact that this molecule is 

particularly poorly described in conventional calculations. This may be expected since 

the method contains a fraction of the non-multiplicative Hartree-Fock exchange and the 

Hartree-Fock method is particularly poor for molecules with multireference character. 

In contrast, ozone is not particularly challenging for the OEP based calculations. The 

tensor elements for the ozone molecule in each approach are summarised in Table 6. 7 

and are compared with experimental values. The zero point vibrational corrections 
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of Ref. [228] are also applied to the experimental results in order to provide a more 

rigorous comparison. For all of the approaches the 9zz component is well described 

and application of the OEP method to the hybrid functionals leads to little change. 

In contrast the gyy and particularly the 9xx components, exhibit large errors in the 

conventional evaluations and the OEP results give a significant improvement. 

Table 6.6: Mean absolute error (MAE), mean error (ME), percentage mean absolute 
error (PMAE), and standard deviation (SD), for rotational g tensor elements, relative 
to experimental values. 

Including ozone 
MAE 

Excluding ozone 
MAE ME PMAE SD ME PMAE SD 

KT2 0.0082 -0.0043 10.9 0.0203 0.0078 -0.0048 11.1 0.0197 
B3LYP 0.0153 -0.0133 11.3 0.0636 0.0107 -0.0087 11.2 0.0347 
B97-2 0.0125 -0.0084 8.8 0.0583 0.0079 -0.0037 8.7 0.0224 
B97-3 0.0149 -0.0107 9.2 0.0735 0.0091 -0.0049 9.1 0.0297 
O-B3LYP 0.0077 -0.0037 12.0 0.0189 0.0070 -0.0046 12.2 0.0162 
O-B97-2 0.0057 0.0013 7.1 0.0165 0.0048 0.0003 7.2 0.0120 
O-B97-3 0.0064 0.0018 6.8 0.0214 0.0049 0.0003 6.9 0.0120 

When all of the molecules are considered the quality of the methods in terms of the 

mean absolute errors can be summarised as, 

B3LYP < B97-3 < B97-2 < KT2 < O-B3LYP < O-B97-3 < O-B97-2 (6.2.3) 

The best results are obtained with the O-B97-2 functional where the MAE, ME, PMAE 

and SD have values of just 0.0057, 0.0013, 7.1%, and 0.0165 respectively. The correla­

tion between the O-B97-2 and experimental g tensors is presented in Figure 6.2. The 

slope and intercept of the linear trendline are 1.0102 and -0.0002 with R2 = 0.993. If 

0 3 is omitted, O-B97-3 and O-B97-2 yield similar accuracy. Whether ozone is included 

or not, the OEP based evaluations out perform the KT2 functional which was found 

Table 6. 7: Rotational g tensor components for the ozone molecule. 

KT2 
B3LYP 
B97-2 
B97-3 
O-B3LYP 
O-B97-2 
O-B97-3 
Expt. 
Expt." 

Yxx 
-2.9230 
-3.6369 
-3.6351 
-3.7980 
-2.8729 
-2.8508 
-2.7752 
-2.9877 
-2.9169 

-0.2313 -0.0792 
-0.2657 -0.0783 
-0.2635 -0.0751 
-0.2729 -0.0754 
-0.2259 -0.0782 
-0.2226 -0.0752 
-0.2195 -0.0754 
-0.2295 -0.0760 
-0.2277 -0.0746 

8 Experimental results with calculated zero-point 
vibrational contributions (from Ref. [228]) removed. 
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Figure 6.2: Correlation of O-B97-2 rotational g tensors with experimental values. 
The inset includes the entire range of g tensors. 
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to be most accurate DFT method in the study of Wilson et al. [245] 

For the 22 linear molecules in Table 6.5, the errors in the calculated g tensors are 

particularly small. Over this subset the mean error of O-B97-3 is lowest at 0.0011 

followed by O-B97-2(0.0013), KT2(0.0017), O-B3LYP(0.0018), B97-2(0.0040), B97-

3(0.0049), and B3LYP(0.0050). The smallest errors approach experimental error bars. 

Molecules in the full set which are a particular improvement when the OEP evalua­

tion is employed are CO, CS, CSe, HCN, thioformaldehyde, formaldehyde and sulfur 

dioxide. (It was the analysis of the 0 EP results that highlighted the error in the thio­

formaldehyde experimental number of Refs. [218] and [245]). One particularly difficult 

case is the largest component of the ketene g tensor for which the O-B97-2 value of 

~0.3267 is well above the experimental value of -0.4182; it is even less accurate than 

the B97-2 value of -0.3601. This data point is evident in Figure 6.2. The effect of 

changing the orbital and auxiliary basis sets was investigated and resulted in no signif­

icant improvement for this molecule. It is also notable that the KT2 GGA functional 

is relatively poor for ketene, with a value of -0.3433 for the largest component. 

In our comparison with experiment we have not considered the effect of zero point 

vibrational corrections (ZPVCs) on rotational g tensors. These corrections may be used 

to remove the vibrational contributions from the experimental data. These quantities 

are difficult to compute although MCSCF values are available for NH3 , H20, HOF and 

0 3 [228-230] and a Hartree-Fock value is available for H28. For these molecules, errors 

relative to both corrected and uncorrected experimental data were computed. For the 

OEP methods the inclusion of ZPVCs reduces the MAE over this subset by an average 

of 6% whereas for the conventional evaluations the error is increased by an average of 

14%. For all six methods the PMAEs actually increased slightly because of the small 

g tensor components, although the increase is smaller for OEP methods. The values 

for 0 3 were given in Table 6.7. Although based on limited data, these observations 

lend further support to the view that the OEP hybrid functionals deliver improved 

predictions. 

6.2.1 The Influence of Orbital Exchange 

Following the observation in Section 6.1 that an amount of orbital exchange around 

0.2 was optimal for the calculation of NMR shielding constants, we now investigate 

whether similar observations hold for g tensors determined from hybrid functionals via 

an OEP evaluation. The functionals of Ref. [152] with amounts of exchange,.;, between 

0 and 1 were used to determine g tensors of the representat~ve subset of molecules CO, 

CSe, OCS, N20, NH3 , HOF, H20 and 802 . In Figure 6.3 the mean absolute error 
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Amount of Orbital Exchange, { 

Figure 6.3: Mean absolute error for a subset of 8 molecules (see text) as a function 
of the amount of orbital exchange, ~ 

relative to experiment is plotted as a function of·~. In line with the NMR results 

of Ref. [152] and Section 6.1 the best g tensors are obtained with ~ ~ 0.3 which is 

consistent with previous observations regarding the similarity of WY /ZMP and OEP 

potentials. 

6.2.2 Calculating g tensors from Coupled-Cluster Densities 

All of the g tensor results presented up to this point have been for pure DFT calcula­

tions. We now consider the determination of g tensors directly from ab initio electron 

densities using the WY procedure. For the same subset of molecules as in Section 

6.2.1, we calculated Brueckner-Doubles coupled-cluster relaxed density matrices and 

input them to our implementation of the WY procedure in the CADPAC code, which 

returns an optimal set of coefficients { bt}. Since the same expansion is used in the 

WY procedure as in the OEP implementation these may again be transferred directly 

to the DALTON program and the uncoupled g tensors evaluated. The results are de­

noted WY(BD), and are presented in Table 6.8 along with results for the same subset 

calculated using the pure DFT methods. The mean absolute errors of conventional 

hybrids are in the range 0.0127(B97-2) to 0.0139(B97-3), whereas the OEP errors are 

between 0.0068(0-B97-3) and 0.0084(0-B3LYP). The WY(BD) results give a slightly 

lower error at 0.0066. 

The WY(BD) results are of good quality. However they require the calculation 

of coupled cluster relaxed density matrices. The modest improvement in accuracy is 

therefore associated with a significant increase in the computational cost of the method. 

The WY(BD) results are not therefore applicable to larger systems. 
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Table 6.8: Rotational g tensors for a subset of molecules determined by experiment 
and calculated using DFT methods and the VVY(BD) approach. The basis set used is 
aug-cc-pVTZ. 

Molecule KT2 B3LYP B97-2 B97-3 O-B3LYP O-B97-2 O-B97-3 WY(BD) Exp. 
co -0.2673 -0.2811 -0.2827 -0.2861 -0.2704 -0.2717 -0.2719 -0.2677 -0.2689 
CSe -0.2548 -0.2733 -0.2713 -0.2793 -0.2480 -0.2463 -0.2463 -0.2505 -0.2431 
013CS -0.0286 -0.0303 -0.0288 -0.0292 -0.0298 -0.0283 -0.0284 -0.0280 -0.028710 
15N15NO -0.0769 -0.0797 -0.0772 -0.0774 -0.0782 -0.0756 -0.0754 -0.0758 -0.07606 
15NH3 0.5508 0.5615 0.5654 0.5677 0.5592 0.5629 0.5653 0.5693 0.5654 

0.4870 0.4930 0.4963 0.4977 0.4916 0.4948 0.4951 0.4988 0.5024 
so2 -0.6586 -0.6836 -0.6934 -0.6925 -0.6434 -0.6510 -0.6388 -0.6121 -0.6043 

-0.1188 -0.1207 -0.1196 -0.1200 -0.1179 -0.1168 -0.1164 -0.1145 -0.11634 
-0.0845 -0.0863 -0.0846 -0.0853 -0.0861 -0.0845 -0.0851 -0.0854 -0.08865 

HOF 0.6573 0.6741 0.6742 0.6796 0.6726 0.6728 0.6758 0.6866 0.642 
-0.1188 -0.1212 -0.1164 -0.1164 -0.1211 -0.1165 -0.1161 -0.1156 -0.119 
-0.0684 -0.0676 -0.0633 -0.0629 -0.0692 -0.0650 -0.0648 -0.0644 -0.061 

water 0.6331 0.6534 0.6539 0.6591 0.6514 0.6519 0.6547 0.6632 0.657 
H20 0.7083 0.7170 0.7179 0.7238 0.7160 0.7171 0.7167 0.7270 0.718 

0.6227 0.6395 0.6405 0.6445 0.6377 0.6386 0.6401 0.6474 0.645 

MAE 0.0123 0.0132 0.0127 0.0139 0.0084 0.0079 0.0068 0.0066 
ME -0.0094 -0.0086 -0.0075 -0.0067 -0.0040 -0.0028 -0.0013 0.0036 
PMAE 3.4 4.6 3.6 4.0 3.0 2.3 2.1 2.2 
SD 0.0162 0.0232 0.0257 0.0270 0.0136 0.0151 0.0132 0.0122 

6.3 Transition Metal NMR Chemical Shifts 

In the preceding two sections we have demonstrated the applicability of the OEP hybrid 

functionals to the calculation of magnetic response properties for molecules consisting 

of main group atoms. Significant improvements over conventional DFT calculations 

were obtained. We now investigate the performance and limitations of the method by 

attempting to apply it to a set of much more challenging transition metal complexes. 

Specifically, we consider transition metal chemical shifts since very few absolute shield­

ing constants for these systems are known. There has been substantial interest in 

using DFT for transition metal systems [255-263] due to the low computational cost 

of the method, and many authors ha~e employed conventional hybrid functionals for 

this purpose. We now wish to determine whether the improvements in magnetic re­

sponse properties observed for main group molecules extend to these more challenging 

systems. 

We consider the chemical shifts of the transition metal nuclei in TiC}sCH3 , Cro~-, 

Mn(CO)t, VF5 and VOF3 , relative to TiC14 , Cr(C0)6 , Mn04, and VOC}s for the 

latter two complexes. Rather than using a two code approach for these calculations we 

extended the ability of our CADPAC OEP implementation to include the calculation of 

NMR shielding constants using the gauge-including-atomic-orbitals (GIAO) formalism, 

which is essential for the accurate determination of shielding constants in systems of this 

size. Specifically, we incorporated the GIAO implementation of Ref. [264] provided by 

Cohen [265] but with Gaussian rather than Slater type basis functions. All calculations 
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use an orbital basis set comprised of the 8s6p4d Wachters [266) basis set on the metal 

and 6-31G(d,p) on the ligands. For the Ti, Cr, and V complexes the calculations use 

the experimental geometries of Refs. [258), [259, 260] and [261] respectively. For 

the Mn complexes, no experimental structural data is available for Mn(CO)t and so 

following earlier studies by Biihl [263] we use the BP86 optimized geometry (rMn-C = 
1.896 A). For consistency in the calculation of the chemical shifts, we also employ 

the BP86 geometry of Mn04 (rMn-0 = 1.624 A compared with the experimental 

value of rMn-O = 1.629 A). The calculated chemical shifts are compared with those of 

Refs. [258), [262] and [263] for Ti/V, Cr and Mn systems respectively. All conventional 

hybrid functional shieldings were determined using the DALTON program, since these 

require a coupled GIAO evaluation which is not implemented in the CADPAC code. All 

uncoupled values were determined using our extended CADPAC code. 

6.3.1 Applying the OEP procedure to GGA Functionals 

The OEP calculations require a choice ofreference potential, v0 (r), potential expansion 

basis set (see Eqn. (4.2.2)), and TSVD cutoff. To investigate these factors we first 

employed the OEP procedure to calculate potentials corresponding to GGA energy 

functionals. These energy functionals are explicit functionals of the density and should 

yield the same solution as the conventional evaluation (and hence the same uncoupled 

shieldings and chemical shifts), in the limit of a complete basis set with accurate 

convergence. 

In their original implementation of the OEP method [112], Yang and Wu pro­

posed the Fermi-Amaldi approximation [197] for the reference potential, v0 (r), of Eqn. 

( 4.2.2); 

vFA(r) = (1- I_) J Po(r') dr' 
o N lr- r'l (6.3.1) 

where N is the number of electrons and p0 (r) is a fixed reference density for the system. 

In the present case we use the converged B3LYP density for p0 (r). The use of this 

reference potential ensures an asymptotic -1/r dependence. This is appropriate when 

the Hartree-Fock energy functional is used, as in Chapters 4 and 5. However when 

the OEP procedure is applied to GGA functionals the potential must not exhibit this 

asymptotic behaviour, but instead should decay exponentially. It is therefore natural 

to omit the -1/ N term from the Fermi-Amaldi potential, leaving the bare Coulomb 

potential. Unfortunately calculations of NMR shielding constants using the Coulomb 

potential as reference gave undesirably large discrepancies between the conventional 

and OEP evaluations. Although these were reduced by using a large auxiliary set 
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Table 6.9: Transition metal NMR shielding constants and chemical shifts, in ppm, 
calculated using the BLYP and HCTH GGA functionals. All calculations use an un­
coupled formalism. The OEP calculations use the reference potential in Eqn. (6.3.2). 

Molecule BLYP 0-BLYP 0-BLYP HCTH 0-HCTH 0-HCTH Oexp 

[orb) 8 (large]b [orb) 8 [large]b 
TiCl4 -993 -988 -993 -1017 -1010 -1018 
TiCbCHa -1445 -1489 -1464 -1480 -1505 -1488 
0 453 501 471 464 495 471 613 
Cr(C0)6 -672 -696 -676 -714 -723 -715 
Cro~- -2524 -2533 -2523 -2542 -2542 -2541 
0 1852 1837 1848 1828 1819 1826 1795 
MnO;j -3693 -3733 -3692 -3698 -3732 -3695 
Mn(CO)t -1804 -1877 -1814 -1863 -1893 -1866 
0 -1889 -1856 -1877 -1834 -1839 -1830 -1445 
VOCb -1919 -1918 -1921 -1956 -1949 -1957 
VFs -1183 -1177 -1182 -1217 -1204 -1217 
0 -736 -742 -739 -739 -744 -740 -895 
VOFa -1201 -1198 -1201 -1235 -1220 -1236 
0 -718 -720 -720 -721 -728 -721 -757 

ldl 172 151 164 153 143 150 
RMS 224 203 216 200 196 197 
a SVD cutoff of 10 

_, 
b SVD cutoff of 10-10 

they still remained unacceptable. Several choices of TSVD cutoff were considered but 

sufficiently accurate results could not be obtained and for some systems convergence 

problems were encountered. 

To reduce the burden on the linear combination of Gaussian functions in Eqn. 

( 4.2.2) and allow accurate results to be obtained with more modest basis sets, we require 

a reference potential that more closely resembles that of the true Kahn-Sham effective 

potential. As such, we note that the potentials of all GGA functionals are dominated 

by Dirac exchange and so we consider the addition of a Dirac type contribution to v0 (r) 

D( ) -/ Po(r') d 1 _ 4Cx ~ ( ) 
Vo r - lr- r'l r 3 Po r (6.3.2) 

where 

(6.3.3) 

Spin labels are not included since we consider only closed shell complexes. In Table 

6.9 we present the conventional uncoupled BLYP shielding constants and chemical 

shifts along with those determined using the OEP procedure on the BLYP functional, 

denoted 0-BLYP, using the reference potential of Eqn. (6.3.2). The mean absolute 

and RMS errors of the chemical shifts relative to experiment are also listed. 

Two choices of auxiliary basis set are considered, firstly the column denoted 0-

BLYP[orb] considers the case where the primary orbital Wachters/6-31G(d,p) basis is 

used in the expansion of vs(r). This ensures perfect balance between the orbital and 
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auxiliary basis sets which is beneficial in the OEP procedure (see Section 4.6). For 

all choices of auxiliary basis set we chose a TSVD cutoff which was as small as pos­

sible, without introducing unphysical shifts or structure into the exchange-correlation 

potential which is obtained via 

Vxc(r) = vo(r)- VJ(r) + L btgt(r) (6.3.4) 

Figure 6.9 presents plots of the potential for the representative complex Cro~-. The 

exchange-correlation potential is plotted along the z axis, which is the principle axis 

in this tetrahedral molecule and the Cr atom is at z=O. For 0-BYLP[orb] calculations 

it was found that a TSVD cutoff of 1 o-s was optimal, reducing the value further intro­

duced an unphysical shift in the exchange-correlation potential, which can be traced 

to the most diffuse basis functions in the potential expansion [196]. Considering the 

modest size of the orbital basis set used in the expansion, the chemical shifts obtained 

are in relatively good agreement with the conventional BLYP values. The average 

absolute discrepancies between BLYP and 0-BLYP[orb] shieldings and chemical shifts 

are 23 and 21 ppm respectively. The corresponding exchange-correlation potentials for 

Cro~- are compared in Figure 6.4(a) and 6.4(b). The agreement is generally good al­

though the OEP potential smooths over much of the characteristic intershell structure 

and does not reproduce the divergence at the nuclei [267]. 

It is desirable to reduce the discrepancy between the BLYP and 0-BLYP chemi­

cal shifts further. Test calculations for TiChCH3 were performed but no significant 

improvement was obtained by i) adding an f function to the metal basis, ii) partial 

uncontraction of the metal basis, and iii) increasing the size of the ligand basis set. 

In order to investigate this issue we chose to expand the potential in an extensive 

eventempered basis set. Initially a large basis independent of the nuclear charge, Z, 

was employed. However unphysical structure in the potential around the ligand atoms 

was observe~, reflecting an imbalance between the 6-31G(d,p) orbital basis sets on 

those atoms and the large auxiliary set. The exchange-correlation potential around 

the metal was found to be much better behaved, since for this atom the more extensive 

Wachters basis provided a better balance with the large auxiliary set. It was there­

fore concluded that the auxiliary basis should be chosen to be Z-dependent and thus 

different on the different atoms. After extensive investigation and examination of the 

exchange-corelation potentials, it was decided that a suitable set could be derived by 

multiplying the Wachters metal contraction scheme by two and the 6-31G(d,p) ligand 

contract~on .scheme by three. The ranges were chosen to span the orbital basis and a 

universal base of 2.0 was employed. In order to avoid unphysical shifts in the potential 
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Figure 6.4: Exchange-correlation potentials for Cro~- calculated using GGA energy 
functionals 
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Table 6.10: Ranges used to specify the exponents of eventempered basis sets 
K-Kr Na-Ar Li-Ne H-He 

Ang. Mom. min max min max min max min max 
s -3 9 -3 7 -3 5 -2 3 
p -3 6 -3 4 -2 3 -1 1 
d -3 3 -1 1 -1 1 

when using low TSVD cutoffs, exponents below 2-3 were discarded. The resulting 

basis set has the structure; 13s10p7d for the transition metals; lls8p3d for Cl; 9s6p3d 

for C, 0 and F; and 6s3p for H. The ranges used are given in Table 6.10. In order to 

maximise agreement of the 0-BLYP values with those of the BLYP functional reason­

ably high exponents must be included in the potential expansion. The introduction 

of higher angular momentum functions to the auxiliary set was found to lead to little 

improvement in the agreement. 

The column in Table 6.9 denoted 0-BLYP[large]lists the chemical shieldings and 

shifts obtained with this auxiliary basis set. It was found that a lower TSVD cutoff of 

10-10 could be used, reflecting the fact that the lowest exponents of 2-3 are slightly 

higher than those of the orbital basis set. The most striking observation from these 

values is the improvement of the absolute shielding values which now reproduce the 

conventional BLYP values to within 1 ppm for the majority of compexes, demonstrating 

the need for a flexible potential expansion to determine these quantities precisely. 

For the largest complexes considered, namely TiChCH3 , Cr(C0)6 and Mn(CO)t, the 

discrepancies are slightly larger. The average absolute discrepancy between BLYP 

and 0-BLYP[large] shieldings and chemical shifts is just 4 and 8 ppm respectively. 

This is impressive considering the size of the molecules considered and the sensitivity 

of NMR parameters to the fine details of the exchange-correlation potential. The 

exchange-correlation potential of Cro~- calculated using this larger auxiliary basis set 

is presented in Figure 6.4(c); the intershell structure is recovered. 

The key idea of the OEP procedure is to find the multiplicative potential which gives 

rise to orbitals that minimise the total electronic energy. Since the BLYP functional is 

an explicit functional of the density, the energy and orbitals obtained should be equal 

to those of the conventional evaluation in the limit of a complete basis set. for the 

nine complexes considered the 0-BLYP[orb] energies are higher by an average of just 

2.5 x 10-4Eh. Increasing the auxiliary basis set gives 0-BLYP[large] values which have 

energies higher by an average of just 1.8 x 10-6 Eh. 

To further test our choices of reference potential, auxiliary basis sets, and TSVD cut­

offs we repeated similar OEP calculations with the HCTH GGA functional, which has 

previously been shown to provide good quality transition metal chemical shifts [257]. 

These values are also presented in Table 6.9. Conventional values are denoted HCTH 
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and the OEP values are denoted 0-HCTH[orb] and 0-HCTH[large] for each choice 

of auxiliary basis set. The reference potential used was again that of Eqn. (6.3.2) 

constructed using a B3LYP density and TSVD cutoffs of 10-8 and 10-10 were used 

for [orb] and [large] values respectively. The performance for this choice of GGA func­

tional is even better, with discrepancies between HCTH and 0-HCTH[orb] shielding 

and chemical shifts of 15 and 12 ppm. When the large auxiliary set is employed these 

errors reduce to just 2 and 3 ppm. 

In summary, the use of a primary orbital basis set with appropriate reference po­

tentials and TSVD cutoffs can give reasonably accurate chemical shifts, although these 

may benefit from some error cancellation when subtracting the calculated absolute 

shielding constants. The absolute shielding constants can be improved by use of a 

much more extensive potential expansion, providing care is taken to ensure reasonable 

balance with the primary orbital basis. 

6.3.2 OEP Calculations using Hybrid Functionals 

Following our investigation of the variables in the OEP method in the context of 

GGA functionals, for which the Kohn-Sham exchange-correlation potentials may be 

easily calculated and compared with those of the OEP evaluation, we return to the 

question of whether OEP hybrid functionals offer improvements over the conventional 

chemical shifts similar to those observed for main group molecules. Following the GGA 

observations a natural choice for the reference potential to be used with a hybrid energy 

functional is 

Hyb( ) ( ~ ) J Po(r') , ( ) 4Cx t ( ) 
Vo r = 1 - N I r - r'l dr - 1 - ~ 3 Po r (6.3.5) 

where ~ is the amount of orbital exchange . in the functional. This choice provides 

the natural interpolation between the forms of Eqns. (4.2.3) and (6.3.2), which are 

appropriate for ~ = 1 and ~ = 0 respectively. This reference potential provides the 

correct asymptotic behaviour for all ~, which is one of the key functions of the reference 

potential in the OEP procedure. We have calculated NMR chemical shifts and shielding 

constants with the conventional coupled B3LYP evaluation and uncoupled shielding 

constants using the OEP procedure with the same auxiliary basis sets as used for 

the GGA functionals; results are denoted O-B3LYP[orb] and O-B3LYP[large] and are 

presented in Table 6.11. 

We first consider the O-B3LYP[orb] results. In each case moving from B3LYP to 

O-B3LYP[orb] the chemical shift moves in the direction of experiment, leading to no-
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Table 6.11: Transition metal NMR shielding constants and chemical shifts, in ppm, 
calculated using the B3LYP and PBEO hybrid functionals. Conventional/OEP calcu­
lations use a coupled/uncoupled formalism, respectively. The OEP calculations use 
the reference potential in Eqn. (6.3.5). 

Molecule B3LYP O-B3LYP O-B3LYP PBEO 0-PBEO 0-PBEO 8exp 

[orb] a [large]b [orb]a [large]b 
TiC4 -985 -831 -837 -934 -758 -764 
TiCbCH3 -1462 -1353 -1348 -1421 -1272 -1267 
8 477 522 511 488 514 503 613 
Cr(CO)s -1018 -588 -602 -1021 -480 -497 
Cro~- -3038 -2429 -2431 -3106 -2346 -2358 
8 2020 1841 1829 2086 1866 1861 1795 
Mno; -4822 -3657 -3628 -5068 -3542 -3549 
Mn(CO)t -2636 -1771 -1799 -2748 -1612 -1645 
8 -2186 -1887 -1829 -2320 -1930 -1905 -1445 
VOCb -2214 -1766 -1773 -2223 -1679 -1685 
VFs -1234 -1015 -1030 -1207 ~948 -970 
8 -980 -752 -743 -1016 -732 -715 -895 
VOF3 -1340 -1058 -1063 -1343 -993 -1004 
8 -873 -709 -710 -881 -687 -681 -757 

Jdl 261 154 144 307 178 178 
RMS 354 213 191 420 235 228 
a SVD cutoff of 10 

_, 
b SVD cutoff of 10-4 

table improvement. The mean absolute error reduces from 261 ppm to 154 ppm, and 

the root mean square (RMS) error reduces from 354 ppm to 213 ppm. As in the GGA 

case a TSVD cutoff of 10-8 was used for all calculations with this auxiliary set. The 

exchange-correlation potential for Cro~- is presented in Figure 6.5(a). Moving to the 

larger auxiliary basis set yields chemical shifts and shieldings which are close to those 

obtained using the primary orbital basis set, with mean absolute and RMS errors of 

just 144 ppm and 191 ppm respectively, a marginal improvement over the conventional 

HCTH GGA functional results. The O-B3LYP[large] exchange-correlation potential 

for Cro~- is presented in Figure 6.5(b). In contrast to the GGA case, where smooth 

potentials could be obtained with a TSVD cutoff as low as 10-10 , a larger cutoff of 

10-4 must be employed to ensure a smooth physical potential. To illustrate this the 

exchange-correlation potential for Cro~- with the large auxiliary set and a TSVD cut­

off of 10-6 is presented in Figure 6.5 (c). The potential exhibits unphysical undulations 

between the nuclei and the intershell structure on oxygen is exaggerated. Reducing 

the cutoff causes further degradation of the potential, and with it the shielding con­

stants and chemical shifts reduce in quality relative to experiment. These observations 

are consistent with those in Chapter 4 and of previous studies [107, 204, 208], which 

highlight the problem of unphysical structure when the orbital and auxiliary basis sets 

are unbalanced. This structure is eliminated in the present case by the choice of a 

large TSVD cutoff. It is noteworthy that the results then agree well with those using 

the primary orbital basis set for which there is no imbalance. Recent observations of 
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Figure 6.5: Exchange-correlation potentials of Cro~- calculated using hybrid energy 
functionals 
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Staroverov et al. are related and were discussed in detail in Section 4.6. We avoid 

their solutions by enforcing the Aufbau principle, choosing a large TSVD cutoff and 

carefully tailoring the auxiliary basis set, taking care to ensure a smooth exchange­

correlation potential is obtained. As such we regard our solutions as approximations to 

the numerical OEP solutions. The O-B3LYP[orb] and O-B3LYP[large] total electronic 

energies are on average 2.8 x 10-3 Eh and 1.8 x 10-3 Eh higher than those of B3LYP 

and so despite the larger cutoff the use of a larger more flexible potential expansion 

yields lower energies. Also presented in Table 6.11 are PBEO [214] (~ = 0.25) values 

for which similar observations are made. 

Throughout this chapter we have considered the application of the Yang-Wu OEP 

method to the calculation of magnetic response properties using OEP hybrid func­

tionals. In all cases significant improvements over the conventional hybrid evaluations 

are obtained as a result of the improved orbital eigenvalue spectrum obtained with 

multiplicative potentials. For main group compounds the results obtained are also a 

significant improvement over those of widely used GGA functionals. For more chal­

lenging systems containing transition metal atoms the performance is only competitive 

with that of GGA functionals, however as improved orbital dependent functional forms 

are developed OEP based calculations are likely to become increasingly important. 



Chapter 7 

Chemical Application of Density 

Functional Theory 
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In Chapters 1-6 we have compared the results of calculations with results known· from 

experiments since our aim was to quantify the improvements offered by new method­

ology. From a practical point of view the most important use of modern DFT calcu­

lations is their application to real chemical problems to offer insight into experimental 

observations. In this chapter we apply DFT to a problem of direct relevance to or­

ganic chemistry and crystal engineering. Specifically, we consider the interaction of an 

ammonium group and fluorine oriented {3 to it. Since relative energies and optimized 

geometries of molecules are insensitive to whether or not OEP based hybrid functionals 

are used, we use the computationally simple, conventional (non-Kohn-Sham) approach 

for the present calculations. 

7.1 l"he Intramolecular ,a-Fluorine· · · Ammonium Inter­

action on 4- and 8~ Membered Rings 

It has been reported [268] that 3-fluoropiperidinium 1 has a strong preference for the 

fluorine to be axial 1a rather than in the equatorial conformation 1 b, as shown in 

Figure 7.1. The conformational preference of cis-3,5-difluoropiperidine 2 has also been 

explored and a similar preference for both fluorines to be axial 2a rather than equatorial 

2b has been observed [269-271]. 

In neutral vicinal difluoro systems, for example 1,2-difluoroethane [272-274], {3-

fluoroethylamine [275], and esters of fluoroethanal [276] the stereoelectronic gauche ef­

fect is observed. 'Phis gives a preference for the the gauche conformation of the molecule 

and energy differences between the anti and gauche conformers in these neutral systems 
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Figure 7.1: Vicinal C-F· · · N+ axial I gauche conformations are significantly favoured 
over the corresponding equatorial I trans relationships 
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are in the range 1.0-2.0 kcal mol~ 1 . However in the charged 3-fluoropyrimidinium ring 

systems 1-3 the energy differences between the axial and equatorial conformations is 

much larger, and the stabilisation is in the range 4.0- 5.0 kcal mol-1 in favour of the 

axial conformation. Previously the conformation of the aliphatic ,8-fluoroethylamine 

hydrochloride system 4 was investigated [277]. The X-ray derived structure of 4 shows 

a clear gauche conformational preference as in 4a over the anti conformer 4b. The use 

of density functional theory (DFT) calculations indicated a gauche over anti preference 

of"' 5.8 kcal mol-1. In all of the systems 1-4, the influence of intramolecular hydrogen 

bonding between the ammonium and ,8-fluorine groups is not dominating; both X-ray 

and theoretical structures do not reveal any short H· · · F contacts. Also, in general 

fluorine forms only weak hydrogen bonding interactions [278-280]. To account for the 

higher stabilisation energies of the charged systems 1-4 relative to that observed due 

to the steroelectronic gauche effect in neutral systems, such as 1,2-difluoroethane, Sny­

der and Lankin proposed a C-F· · · N+ electrostatic orientating effect as the dominant 

interaction in these systems. 

We now investigate the significance of this interaction to the molecular conforma­

tions of the 4-membered 3-fluoroazetidinium ring system 5 [281, 282] - which is the 

smallest possible ,8-fluoroammonium ring- and an 8-membered 1,5-diaza-ammonium­

cyclooctane ring system 6. This study was carried out in collaboration with group of 

O'Hagan (University of St. Andrews, UK), who provided the X-ray data for cation 5. 

They also prepared a sample of the 3-fluoro-1,5-diazacyclooctane HBr salt 6 and de­

termined its structure by X-ray crystallography. These structures are shown in Figure 

7.2. 

In order to quantify and investigate the intramolecular effect, calculations were car­

ried out on the isolated systems using the B97-2 hybrid exchange-correlation energy 

functional [96]. Qualitatively similar results are obtained with the widely used B3LYP 

density functional and the more computationally demanding MP2 correlated wavefunc­

tion based method. Following the study of Ref [277], all calculations were performed 

with the TZ2P basis set [147], augmented with an additional sand p diffuse function 

on the non-hydrogen atoms. For the geometry optimizations the Gaussian 03 program 

was used [209] and analytic harmonic frequencies were calculated to confirm that the 

located stationary points are minima on the potential energy surface. The harmonic 

frequencies were also used to calculate zero point vibrational corrections, which are 

included in all quoted energy differences. 

In Ref [277], the gauche and anti conformations of 4 were considered and the influ­

ence of the C-F· · · N+ interaction was quantified by comparing their electronic energies. 

For the 4-membered cationic ring system 5 it is no longer possible to establish gauche 
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Figure 7.2: X-ray crystal structures of the compounds studied 
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Figure 7.3: Species considered in DFT calculations 

and anti conformations due to ring constraints. As an alternative, we suppress the 

interaction be removing the charge and/or replacing the fluorine atom by a hydrogen 

atom. The species on which calculations were performed are shown in Figure 7.3. The 

effect of the chloride counterion is also considered. 

To investigate the influence of the net positive charge, the structure of ,8-fluoro­

azetidinium cation 5 was first compared with the corresponding neutral amine 7. For 

the amine, stationary points were determined commencing from a range of confor­

mations. Three stationary points were located. The lowest energy conformation is 

presented in Figure 7.4(a). The C-F and N-H groups are spatially well separated, 

with F· · · H and F· · · N distances of 3.96 A and 3.28 A respectively. The N-C-C-F 

torsion angle is 137.2°. 

Adding a proton to amine 7 gives a chemical structure the same as cation 5 and this 
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(a) DFT structure of amine 7 

(c) X-ray structure of 
cation 5 

(b) DFT structure of 
cation 5 

(d) DFT structure of neu­
tral 5a 

(e) DFT structure of 
cation 8 

Figure 7.4: X-ray and DFT optimized molecular conformations 
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geometry was used as a starting point for the optimization of the ,6-fluoroazetidinium 

cation. In the course of this optimization the ring pucker inverted relative to the F 

atom, causing the C-F and +NH groups to approach each other more closely. This is 

consistent with an attractive electrostatic interaction between the groups. The opti­

mized structure is presented in Figure 7.4(b), together with the corresponding X-ray 

structure in Figure 7.4(c). The calculated F· ··Hand F· · · N distances reduce to 3.10 

A and 2.95 A respectively and the N-C-C-F torsion angle reduces to 100.0°. Only one 

optimized geometry could be located for cation 5; calculations staring from a range of 

other structures all converged to the same geometry. 

So far we have suppressed the C-F· · · N+ interaction by removing a proton from the 

cation 5 to produce the amine 7. We next consider the addition of an extra electron to 

the LUMO of cation 5, resulting in the chemically non-intuitive neutral species 5a. The 

interaction is thus again suppressed but this time by the addition of an electron to the 

molecule. The structure of 5a was then optimized beginning from an initial geometry 

equal to that of the optimized structure of 5. During the course of this optimization 

the ring pucker inverted to give a structure similar to that of the neutral amine 7. The 

optimized structure of 5a is shown in Figure 7.4(d). All of these calculations clearly 

demonstrate the positive charge has a pronounced effect on the structure and are fully 

consistent with a dominant C-F · · · N+ interaction. 

As an alternative way to suppress the C-F· · · N+ interaction we also replaced the 

fluorine atom in 5 by a Hydrogen atom. The optimized structure of this azetidinium 

ring 8 is presented in Figure 7.4(e). The dihedral angle, which was 100.0° in 5, widens 

slightly to 102.3° in 8. This is consistent with the removal of the C-F· · · N+ interaction. 

In the crystalline state the ,6-fluoroazetidinium molecules are obtained as the chlo­

ride salt. Each unit cell consists of four molecules and four counterions arranged as 

shown in Figure 7.5. To determine the effect of the Cl- ion on the C-F· · · N+ interac­

tion, an unconstrained optimization was performed on one molecule with the Cl- ion 

closest to it in the unit cell present, commencing from the experimental X-ray geom­

etry. Unfortunately, in the course of this optimization the N-H bond closest to the 

counter ion became exceptionally long. A second optimization was also performed in 

which the positions of the hydrogen on nitrogen and the Cl- ion were constrained to 

remain at their positions in the X-ray derived structure. The ring then puckered in 

a similar way to 7 and has a similar N-C-C-F torsion angle (134.1°), reflecting the 

strong electrostatic influence of the counterion, which clearly attenuates the C-F· · · N+ 

interaction, consistent with an intramolecular electrostatic interaction. Both structures 

are presented in Figure 7.6. 

The optimized st.ructures of isolated molecules presented in Figure 7.4 are not di-
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Figure 7.5: The contents of the unit cell for 3-fluoroazetidinium chloride 
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Figure 7.6: Optimized geometries in the presence of the Cl- counter ion 
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(a) Axial Conforma- (b) Equatorial Confor-
tion mation 

Figure 7. 7: Optimized Structures of the 3-fluoro-1,5-diazacyclooctane system 

rectly comparable with the X-ray structures, since they take no account of the inter­

molecular effects. Even so, the X-ray structure of 5 in Figures 7.2(b) and 7.4(c) is 

intermediate between our optimized structures with and without the Cl- counterion. 

The ring puckering more closely resembles that of the free cation 5. 

We now consider the 3-fluoro-1,5-diazacyclooctane HBr salt 6. This 8-membered 

ring is much more conformationally flexible and the fluorine can potentially participate 

in two intramolecular C- F· · · N+ interactions simultaneously. The X-ray structure of 

the compound (Figure 7.2(c)) shows that the C- F bond occupies an axial orientation. 

There was no evidence of any disorder in the X-ray structure and of any molecules 

with the C-F bond lying in an equatorial conformation. DFT optimized geometries of 

both the axial and equatorial conformations of 6 were calculated and are presented in 

Figure 7.7. 

The energy difference between the axial and equatorial conformations was com­

puted, resulting in a preference for the axial conformer of 9.2 kcal mol- 1 . This energy 

difference is consistent with that found for 2a [269] and reflects the presence of two 

C- F · · · N+ interactions. 

In summary, we have investigated the C- F· · · N+ interaction in two ring systems, 

with and without conformational flexibility. In both cases the interaction is signifi­

cant in influencing the conformation adopted. The C- F· · · N+ interaction is similar 

in magnitude to that of a good hydrogen bond and so is worthy of consideration in 

the design of biologically relevant amine analogues. Since most aliphatic amines are 

protonated at physiological pH a fluorine incorporated {3 to an amine could be used as 

a tool to influence molecular conformation. The significance of the interaction could 

be controlled by the pKa modulation. The fact that introduction of a fluorine leads to 

such an interaction without vastly altering the steric profile of the molecule may be of 

use in future drug design. An int ermolecular analogue of the int eraction may also find 

utility in the field of crystal engineering. 
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Chapter 8 

Conclusions 

The low computational cost and good accuracy of modern density functional theory 

calculations has led to their enormous popularity in chemistry. The quality of the 

results that can be obtained is determined by the accuracy of the approximation to 

the exchange-correlation energy. The most widely used functionals are the so called 

'hybrid' functionals, which include a fraction of Hartree-Fock exchange, such as the 

ubiquitous B3LYP approximation. However, in virtually all implementations these 

functionals .do not have a potential defined as a local multiplicative operator and so 

they are formally outside the Kohn-Sham scheme. 

To bring these (and other orbital dependent) functionals back into the Kohn-Sham 

scheme, the optimized effective potential (OEP) method must be employed. The so­

lution to this problem is, however, difficult and so in Chapter 2 we implemented and 

examined the performance of a number of methods to approximate it. These proce­

dures were applied to the calculation of NMR shielding constants. It was found that the 

exchange-only localized Hartree-Fock (LHF) and Krieger-Li-Iafrate (KLI) procedures 

offer surprisingly accurate results relative to experiment, considering they contain no 

explicit electron correlation contributions. These potentials are notably different from 

those obtained using the Zhao-Morrison-Parr (ZMP) procedure. The use of these ap­

proximate exchange potentials in multiplicative hybrid functionals was also investigated 

and it was found that whilst in conventional functionals the optimal amount of orbital 

dependent exchange for the calculation of NMR shielding constants is approximately 

0.2, the amount suitable for use in LHF /KLI based hybrids is higher, at approximately 

0.6. 

The performance of DFT methods utilising these approximate exchange potentials 

was then investigated further in Chapter 3 by considering excitation energies and prop­

erties related to struCtural perturbations. It was found that 'properties depending on the 

energy of the ground state were relatively insensitive to the representation of exchange 
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used. The properties of excited states were found to be much more sensitive, reflect­

ing the importance of the virtual eigenvalue spectrum in their calculation, which is 

substantially different when multiplicative potentials are employed. The LHF method 

with no correlation functional was again found to be surprisingly accurate. As is com­

monly observed, the errors in the excitation energies for hybrid and GGA functionals 

were dominated by the Rydberg excitations which require an accurate description of 

the asymptotic exchange-correlation potential. To improve the quality of the results 

an asymptotic correction was applied, where required. Potential energy curves of the 

CO and N 2 molecules were then calculated and optimized geometries and vibrational 

frequencies of the ground and excited states calculated from them. The quality of the 

results was compared with those obtained using curves determined by application of 

the RKR procedure to experimentally determined Dunham coefficients. For all of the 

methods it was observed that as the energy of the states increases, the quality of the 

results degrades. The best overall quality was obtained with the HCTH(AC) GGA 

functional. 

An implementation of the OEP methodology was then described in Chapter 4, 

which rigorously minimises the energy of orbital dependent functionals under the con­

straint that the orbitals are eigenstates of a local multiplicative potential. The pro­

cedure was implemented with both first and second order optimization schemes. Un­

expected difficulties were encountered owing to the use of finite basis sets; the OEP 

potentials in a finite qasis were found to be oscillatory. The magnitude of the oscilla­

tions can be related to the choices of orbital and potential expansion basis sets and the 

balance between them. To achieve smooth physical potentials along with smooth con­

vergence of the energy and eigenvalues with respect to the choice of basis set, it is best 

to use second order optimization schemes with TSVD regularisation of the approximate 

Hessian and a relatively high cutoff of the singular values. A computationally similar 

procedure allowing the determination of the Kohn-Sham exchange-correlation poten­

tial corresponding to an input density was also implemented. Similar requirements 

for the calculation of smooth physical potentials apply. When this method is used 

with accurate ab initio coupled cluster electron densities then near exact Kohn-Sham 

orbitals, eigenvalues and exchange-correlation potentials can be obtained. 

In light of the observations in Chapter 2, we further investigated differences between 

the exchange representations in Chapter 5, with reference to the essentially exact OEP 

quantities. Nuclear magnetic resonance (NMR) shielding constants were used as a sen­

sitive probe of differences in the exchange potentials, since this quantity has explicit 

dependence on the Kohn-Sham orbitals and eigenvalues. The KLI and LHF methods 

give essentially the same results and the OEP and WY methods are also very similar to 
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each other. However, the KLI/LHF and OEP /WY methods are substantially different, 

the former giving values much closer to experiment. The quality of the NMR shielding 

constants obtained was rationalised by the accuracy of the HOMO-LUMO eigenvalue 

differences obtained from each method. The potentials, densities and HOMO/LUMO 

probability densities were then compared with the OEP equivalents for each method. 

For the WY procedure only small differences were observed although substantial dif­

ferences were observed for the KLI/LHF methods. A spatial correlation between the 

density and potential differences was observed and a contraction of the LUMO or­

bital, consistent with the reduction in the HOMO-LUMO gap, was also evident. The 

OEP exchange only quantities were also compared with near exact quantities obtained 

from the application of the WY procedure to Brueckner-Doubles coupled cluster den­

sities. The features observed are qualitatively similar to those observed for the LHF 

and KLI methods, indicating a degree of correlated character in the LHF and KLI 

procedures, which rationalises their unexpected accuracy in the determination of re­

sponse properties. This character has implications for the use of these approximations 

in multiplicative hybrid functionals. 

The OEP procedure was then applied to hybrid exchange-correlation functionals in 

Chapter 6 and these functionals were used to calculate a variety of magnetic response 

properties. To begin with, NMR shielding constants were calculated for main group 

molecules. The results obtained were a substantial improvement over conventional 

evaluations and approach the quality of the best ab initio calculations. The optimal 

amount of orbital dependent exchange to be used in the calculation of the shielding 

constants with these methods was also investigated. It was found that an amount of 

approximately 0.2 was optimal, in line with the amount found in conventional hybrid 

functionals. The OEP hybrid functionals were then applied to the calculation of rota­

tional g tensors for which the results improved upon the conventional evaluations by 

a factor of 2 and are an improvement over the best DFT values reported in the litera­

ture. As a challenging test of the OEP procedure the method was then applied to the 

calculation of NMR chemical shifts for a series of transition metal complexes. Again 

the calculations provided a substantial improvement over the conventional calculation, 

and highlighted a number of important issues with the calculation of finite basis set 

optimized effective potentials. 

In the final chapter we considered the application of density functional theory, 

as a predictive tool, to a problem of direct relevance to organic chemistry. The /3-
fl.uorine· · · ammonium interaction was considered and its effect quantified by comparing 

optimised structures in which the interaction was present with similar structures in 

which it was suppressed. Results were also compared with X-ray structures. The 
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strength of the interaction was found to be on the order of a good hydrogen bond and 

significant in determining the molecular conformation. As such it may be of future use 

in the design of biologically active compounds and an intermolecular analogue of the 

interaction may be useful in the field of crystal engineering. 

The main focus of this thesis has been the implementation and application of the 

OEP procedure and approximations to it. Since orbital dependent functionals provide 

a way to include non-local information in DFT, the importance of the OEP method 

in DFT is likely to grow in the coming years as the quest for improved exchange­

correlation functionals continues. 
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034101 [Ch. 3] 

3. A.M. Teale and D. J. Tozer, 'Exchange Methods in Kohn-Sham Theory', Phys. 

Chem. Chem. Phys., 2005, 7, 2991 [Ch. 5] 
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Effective Potential Approach', J. Chem. Theory Comput., 2006, 2, 827 [Ch. 6] 
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R. J. Young, 'The Intramolecular ,8-Fluorine· ··Ammonium Interaction in 4- and 
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Appendix B 

Conferences and Courses Attended 

1. 24- 29 July, 2004 

Molecular Quantum Mechanics: The No Nonsense Path to Progress. An Inter­

national Conference in Honour of Professor Nicholas C. Handy 

University of Cambridge, UK 

2. 24 September, 2004 

CCPJ special interest group meeting on DFT response properties 

CCLRC Daresbury Laboratory, UK 

3. 13 April, 2005 

25th Anniversary Graduate Student Meeting of the Royal Society of Chemistry's 

Theoretical Chemistry Group 

University of Nottingham, UK 

4. 11 - 15 September, 2005 

11th International Conference on the Applications of Density Functional Theory 

in Chemistry and Physics 

Universite de Geneve, Geneva, Switzerland 

5. 25 June- July 7, 2006 

The 9th Sostrup Summer School: QUANTUM CHEMISTRY and MOLECULAR 

PROPERTIES 

Himmelbjergegnens Natur- og Idrtsefterskole, Denmark 
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