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Abstract—Analysis technologies that focus on partial packet
rather than full packet analysis have shown promise in detection
of malicious activity on networks. NetFlow is one such emergent
protocol that is used to log network flows through summa-
rizing key features of them. These logs can then be exported
to external NetFlow sinks and proper configuration can see
effective bandwidth bottleneck mitigation occurring on networks.
Furthermore, each NetFlow source node is configurable with its
own unique ID number. This feature enables a system that knows
where a NetFlow source node ID number resides physically to say
which network flows are occurring from which physical locations
irrespective of the IP addresses involved in these network flows.

The backend of the Bolvedere system consists of multiple
processor modules that run concurrently in order to discern
malicious activity out of NetFlow logs. This research analyses the
findings of these concurrent modules and couples these findings
with physical geolocations based on the NetFlow source node ID
rather than the geolocation of the network flow’s IP addresses
which could be spoofed; as is common practice in malicious
network activity. These coupled results are then used at a later
stage as a mechanism to better point out the geolocation in which
malicious network activity is being sourced. Geolocation based
mitigation can then occur more effectively from this point.

Index Terms—Digital forensics, Internet security, Network
security, Stream processing

I. INTRODUCTION

This research works along side with the module reper-
toire that is compatible with the Bolvedere platform that is
currently in development by the authors of this paper. The
Bolvedere [1] platform is a highly adaptable and scalable
NetFlow processor intended for distributed identification of
malicious network activity. All modules developed for this
platform run concurrently, be it remote to the Bolvedere host
system or within it. The implementation brought forward in
this research is in the context of development of a new module
to run on the Bolvedere system.

A. Problem Statement

Latent security in large scale networks is an ever increasing
requirement of modern networks. The need for traffic mon-
itoring to protect users from malicious attacks, as well as
prevention of systems within a network being able to produce
a malicious attack, are some basic requirements of a secure
network. If a network is unable to ensure this, systems on
that network could be exploited and then used within botnets
to proxy malicious data and other malicious activities on the
Internet [2]. This as a whole is detrimental to data flow on the

Internet and can disrupt secure networks attached the Internet
through malicious network activity sourced from an insecure
network at a secure one.

Due to the sheer volume of network traffic generated on
modern networks, automated systems are a must for effective
network traffic monitoring. These systems should be able to
provide feedback to concurrent systems in order to better
mitigate malicious activities targeted at the network, or within
the network itself.

B. Research Goal

This research in its entirety aims to develop a modular
platform for which modules that process network flow traffic
can interface in order to discern a set of known occurrences
on a network. Adaptability is taken into account in the form
of resources available for such a system to be run and thus
Bolvedere should be able to execute itself on a single host ma-
chine that can run a Linux OS (Operating System) as well as
provide the ability to scale out over multiple threads, multiple
processes, multiple processors and multiple separate physical
hosts. This also includes support for multiple programming
languages as well as hardware technologies such as GPUs
(Graphical Processor Unit) and FPGAs (Field Programmable
Gate Array). This scalability ensure the ability for Bolvedere
to take on the task of Internet level network flow discernment
as to a connection being malicious or legitimate [1].

C. Structure

This paper outlines and then shows how the implementation
of a subsystem within Bolvedere can generate a reputation
score for a network located on the Internet for each malicious
activity type based on Bolvedere module findings. After a
literature review of technologies used in this research in
Section II, the strength of this implementation is then shown
to arise from the use of a NetFlow source node ID number
to place network flows at a specific physical world location
instead of the use of IP addresses which could be spoofed; this
is discussed in more detail in Section III. The effectiveness of
this implementation in terms of attack mitigation is questioned
in Section IV and conclusions are then drawn in Section V.
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II. LITERATURE REVIEW

A. NetFlow1

The NetFlow protocol is best described as a means of
logging network flows that pass through a flow monitoring
device in a communication pair’s route. A flow is defined by
a connection and communication between a host and any other
host, multicast group, or broadcast domain in the form of a
sequence of packets [3]. A flow monitor using the NetFlow
protocol can collect fields out of these communications, write
them into predefined fields (restricted either by protocol
version or through a known template) and then transmit them
to a logging host for analysis or storage [4]. There have been
multiple versions of NetFlow with wide-spread support over
multiple firewall and routing devices on the Internet.

The need to update the NetFlow protocol over the years
arose from multiple factors. First, the addition of IPv6 (In-
ternet Protocol version 6) [5] that was brought about by
the IP address exhaustion [6] of the IPv4 (Internet Protocol
version 4) [7] address space required amendments to be
added to the NetFlow protocol. Furthermore, the need for
better use of network resources grew as the amount of traffic
passing through flow monitor points increased. Finally, the
requirement to adapt these records to one’s needs gave way
to updating NetFlow to give users the ability to break out of
the predefined logging fields determined by older versions of
NetFlow into a dynamic space that allows for field collection
through a predefined and distributed template [4]. This also
allowed users to log any protocols defined at a later stage.

Major updates to the original NetFlow standard have in-
cluded the addition of new fields and further standardisation
to NetFlow with version 5 of the protocol. This allowed for
logging subnet masks and AS (Autonomous System) num-
bers [8]. Version 8 saw the inclusion of record aggregation
that was first defined in version 5 [9]. More recently, version
9 continued to build on the freedom brought forth by version
8 through the addition of the template packet to the NetFlow
protocol. This template packet allowed one to define the fields
to be logged in a record and the order in which they are logged
from a flow [4].

These templates are coupled with template identification
numbers that allow for multiple templates to be used and
are defined by the 2-byte-long template identification field
within the NetFlow protocol. Although IDs 0 through to
255 are reserved for use by specific flow templates, template
identification numbers 256 through to 65535 are available for
public use; a fairly large template count. This template count
further extends the memory requirements of these NetFlow
devices and most devices supporting NetFlow version 9 limit
the number of templates that can be stored to a count far
less than the available 65280 [10]. Allowing for templates to
define what should be logged and the order in which it should
be done does have draw backs. These drawbacks are found in
memory and performance, as the device receiving and using
the template has to store and identify it for later use.

1This text appears in other works by the authors of this paper [1].

B. Packet Source IP Geolocation and Dealing with Spoofing

IP addresses on the Internet are assigned by blocks called
subnets (subnetworks). These subnets are allocated to LIRs
(Local Internet Registries) in the world and thus one can
use the source IP address of a network flow in order to
place where a network flow originated from in the world
through IP address comparison to these registries [11]. This
information can be used to regulate network connections
through generation of firewall rules in order to allow, prevent
or modify connections to certain IP addresses [12].

Blocking of an IP address or range of IP addresses may
seem like an appropriate way in which to mitigate an attack
from a known source IP address however it is not [13].
Commodity PCs (Personal Computer) can generate network
packets in which all bytes within it are defined by the user.
This is referred to as packet spoofing and is performed by
modification of the source IP address bytes of a network
packet to represent that of an IP address not belonging to
that system. Furthermore, one can randomly generate these
address for every packet that system transmits. This means
that one cannot just block an IP address or set of IP addresses
and be done with it; this is a very tedious problem to solve.
Spoofing in this manner is typically used in the spectrum of
DoS (Denial of Service) attacks [14].

There are defensive mechanisms in place for dealing with
attacks that use IP address spoofing. The first and most
inconvenient is to change one’s systems static IP address/ad-
dresses. If the malicious system is set to attack a specified
IP address, or works on the system of resolve FQDN (Fully
Qualified Domain Name) once and then target the given IP
address, then this would allow the target to mitigate this
form of implemented attack [15]. This will work until the
attacking system updates the IP in which it is targeting
through administration or by resolving the target FQDN again.

Simply knowing who should be connecting to a system can
be invaluable information to prevent random IP source address
attacks. Creation of a whitelist containing only the subnets and
IP address that should have access to your system is a method
that can filter out a lot of unwanted connections. This also
makes sense in business planning as there are many businesses
that only do business with a set part of the world [16]. This
means that one can include these whitelists into the business
model of one’s company.

If one does not have a deep understanding of how networks
work, such as a small company that can’t afford on-site
system administration, one can employ a third-party company
in which one’s service is relayed through. This third-party
company, like CloudFlare [17], can provide mitigation of
malicious network activity on your behalf in order to keep
one’s services available and secure.

C. Use of NetFlow Node Source ID in Packet Source IP
Spoofing Detection

As part of the NetFlow version 9 and IPFIX protocols [10],
each NetFlow source node is allocated an ID number. If one
were to ensure these IDs were unique and keep a record of
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where each node is physically located, one would now have
a method of detecting where certain types of network traffic
are sourced from, be it within a private network or a public
network, without the need for an IP address [18]. This is
useful in locating where a network flow is physically sourced
from when considering malicious activity that uses IP address
spoofing as discussed in Section II-B.

To elaborate with an example consider a simple DoS attack
on a target system. If the DoS attack was created in such
a way that it spoofed traffic with sources from around the
world, in order to prevent communications from the attack
one would have to effectively block communication from the
entire world; not very useful at all. Now if one had access
to NetFlow sources from around the world and knew which
NetFlow source ID numbers were allocated to each specific
location in which a NetFlow source node was placed, one
could use this information to better mitigate this example
attack. From the logs generated from these NetFlow source
nodes, one could identify which flows were destined to their
service. Coupling this information with the NetFlow source
ID number which each NetFlow log is received with, and
assuming one can detect which logged flows are associated
with the DoS attack, one could tell which locations in the
world the attack is being generated from. From this point one
could perform more effective attack mitigation.

III. IMPLEMENTATION

This research implements an Internet based reputation
system that collects information based on what malicious
network activities are sourced from where in the world. The
world location for this implementation will be based on the the
NetFlow source node ID number and known location of that
ID number’s placement in the world. Using this information,
coupled with the NetFlow field which records which physical
port the communication was received on, this implementation
can tell if a network flow is being sourced onto the Internet,
or sunk from it.

The next step in this implementation is to amalgamate the
aforementioned information with detected malicious activi-
ties. This implementations purpose is not to detect malicious

Fig. 1: Bolvedere System Overview

network flows and as this job falls onto the NetFlow processor
modules of Bolvedere. Referring to Figure 1 one can see
an overview of the entirety of the Bolvedere system. To
better understand the logic flow of the Bolvedere system, the
function of each subsystem is listed below:

• External Network: This is where NetFlow logs are re-
ceived from into the Bolvedere system.

• Collectors: Dedicated hardware based NetFlow record
collectors that re-order and filter flow records as to how
the Publisher can optimally process these logs [1].

• Publishers: CPU based NetFlow filter processing compo-
nent that receives records in requested order from hard-
ware collectors in order to optimally process NetFlow
logs and distribute these logs to connected Processors
using ZMQ (Zero Message Queue).

• Processors: Modular sub-processes that discern pro-
cessed NetFlow logs in order to detect malicious network
activity. These sub-processes run concurrently with each
other and due to the functionality of ZMQ, these modules
can run within the same host system or on separate
physical hosts entirely.

• Reputation System: This is the focus of this research that
collects malicious activity detected by the processors of
this system and couples this information with real world
physical locations in order to better place where certain
malicious network activities are physically sourced.

As mentioned, this research focuses on the implementation
of a malicious network reputation system based on geographic
location. This implementation will collect detected malicious
network flows based on the results of the Bolvedere processor
modules and couple these occurrences with the geographic
location based of the NetFlow source node ID’s geographic
location from which the network flow was recorded. This will
allow this implementation to build up a reputation database
over time. In the event of a malicious attack on a system
or service, this database can then be used to better pinpoint
which physical location the attacker resides irrespective of
source IP address which could be spoofed.

A. Tools Used

Consideration towards system bottlenecks has to be made
when considering input data from multiple sources. These
bottlenecks were identified to be the network component and
the means in which the received data from the network is
stored to a long-term medium. As ZMQ was already used
for publishing NetFlow logs to the processor modules of
Bolvedere, ZMQ was again utilized to pass information from
the processor modules to the reputation system.

ZMQ is library that was developed to manage broadcast
groups within networks. It is supported by over 30 languages
and in the Bolvedere system this allows a module to use the
language that is best for the task at hand. The configurations
used in the Bolvedere system follows a “publisher subscriber”
scheme between the publisher and processor subsystems, and
a “push pull” configuration between processors and the repu-
tation system. The “publisher subscriber” scheme allows the
processors modules to only connect to the publishers which
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publish NetFlows relevant to what the module is trying to
achieve. The “push pull” scheme allows the processors to push
results to the reputation system which then pulls these results
and processes them before storage. Furthermore, the ZMQ
transport layer can be set to in-process, inter-process, TCP
and multicast modes to allow for communications between
process within a single physical host, or between processes
on separate physical hosts [19].

For record storage a SQL (Structured Query Language)
database implementation was used. These database imple-
mentations use a common language and only vary in how
their backend works. These backends vary from file access
on disk (SQLite [20]) to complete in memory solutions
(MemSQL [21]). One should base the implementation used
on what the requirements of the system are and on what
resources are available to one for use in the system. As these
implementations all use one well defined language, swapping
out the SQL implementation used is an easy process when
the requirements of the system and/or resource availability
changes.

B. Configuration

Configuration of this reputation system within Bolvedere
is simply performed through specifying a database in which
to use and then starting the pull interface on the ZMQ
handle within the implementation. After this interface is
successfully created, the Bolvedere processors are notified that
the reputation system is ready to receive detected malicious
network flows. From here system logic flow is as follows:

1) A NetFlow data record arrives at collector and is filtered
and re-ordered as to what the publisher requires for
optimal process throughput.

2) Publisher runs CPU based filters before publishing to
processor modules.

3) Concurrent processor modules receive these processed
NetFlow logs and discern whether a network flow con-
tains malicious network activity or not. Any malicious
activity is then pushed to the reputation system.

4) The reputation system pulls results from the processors
and couples the information with the geographic infor-
mation gathered by referencing to the NetFlow source
ID received in the original NetFlow log.

IV. RESULTS

This research sought to collect findings produced by pro-
cessor modules running as part of the Bolvedere system and
couple these findings with real world geographic locations
based on the NetFlow node ID in which the network flows
were generated from. As these findings are intended to be
stored for use at a later point, this testing will be broken
into two parts. The first is generation of malicious network
activity in which the Bolvedere modules generate findings
for the reputation system to store, and the second being the
accuracy of these results that are stored and how they can be
applied.

Fig. 2: Testing Environment Overview

A. Environment

These tests were all performed in a virtual environment
which allowed the creation of disjoint networks that could
then be connect through common gateways. This was used
to represent an Internet like structure where a network
with connections between Internet service providers and/or
telecommunication companies would exist. The configuration
of this can be referred to in Figure 2. To better explain objects
and logic flow in this figure one can refer to the descriptions
below:

• Bot: This refers to one of two automated system written
by the authors of this paper. The one form of system
generates legitimate network traffic through HTTP [22],
ICMP [23], TCP [24] and UDP [25] requests. The second
form generates malicious network activity through the
use of Metasploit [26].

• Gateway: These are virtual systems that allow access to
other virtual networks within the virtual environment.
These gateway systems also generate NetFlow logs using
softflowd [27] and thus act as NetFlow source nodes.
Each of these softflowd processes running on the separate
gateways has been recompiled to use a unique source ID.

• Bolvedere: This is the NetFlow sink of the virtual
environment. All gateways send their NetFlow logs to
the Bolvedere system which then process these logs to
detect malicious activity before handing these findings
to the reputation system.

• Network 1, 2 and 3: These are reference names of each
virtual network in which the bots reside. These names
exists purely for ease of referral in the results text.

B. Runtime Malicious Activity Collection

The purpose of the initial test is to gather malicious network
flows from different networks and then say which network
the activity originated from using the NetFlow source ID. To
achieve this each of the three virtual network were assigned
certain malicious tasks in which it would perform along with
how often it should perform each. This would allow for
checking accuracy at a later point as to the reputation score
of each network according to the attacks performed; how
likely a network was to perform a certain form of malicious
network flow. A distribution of the malicious network tasks
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TABLE I: Virtual Network IDs and Malicious Activity by Percentage

Name ID ms08 067 vnc ms08 067 shell samba symlink unreal ircd 3281 ntp mon list
Network 1 100 40 40 10 0 0
Network 2 200 10 10 0 30 50
Network 3 300 0 0 90 0 0

TABLE II: Virtual Network Malicious Reputation Scores out of 100

Name ID ms08 067 vnc ms08 067 shell samba symlink unreal ircd 3281 ntp mon list
Network 1 100 82.7 79.9 7.8 0 0
Network 2 200 17.3 20.1 0 100 100
Network 3 300 0 0 92.2 0 0

performed by each network and NetFlow source ID number
can be referred to in Table I.

The results displayed by the reputations system were
printed to terminal at runtime of this system and can be
referred to in Listing 1. The format of the output is made up
of the three key pieces of information, however there is more
information stored in the reputation system’s database that
will be discussed in Section IV-C. The format is as follows:

• Src ID: NetFlow source node ID number in which the
malicious flow record was sourced from.

• Loc: Network name that the Netflow source node ID is
recorded as.

• Atk Type: The name of the type of attack that was
detected in the malicious flow by a Bolvedere processor
module.

Listing 1: Terminal Output of Reputation System
. . .

[ S rc ID : 1 0 0 , Loc : Network 1 ,
Atk Type : ms08 067 she l l ]

[ S rc ID : 1 0 0 , Loc : Network 1 ,
Atk Type : ms08 067 vnc ]

[ Src ID : 1 0 0 , Loc : Network 1 ,
Atk Type : ms08 067 she l l ]

[ S rc ID : 3 0 0 , Loc : Network 3 ,
Atk Type : samba symlink ]

[ Src ID : 2 0 0 , Loc : Network 2 ,
Atk Type : u n r e a l i r c d 3 2 8 1 ]

[ Src ID : 3 0 0 , Loc : Network 3 ,
Atk Type : samba symlink ]

[ Src ID : 2 0 0 , Loc : Network 2 ,
Atk Type : n t p m o n l i s t ]

. . .

Results were collected over 1503 malicious network flows
and 11312 non-malicious network flows. These results, again
referring to the snippet in Listing 12, show the attacks that
were assigned to the malicious bots are identified by the
Bolvedere processor modules. Furthermore, the reputation
system put in place to bind these findings to a set location
also shows correct output for the test inputs provided to the
system as a whole; this being the Bolvedere system and the
reputation system.

C. Reputation Storage Results

The records of the 1503 malicious network flows that were
recorded by the reputation system in Section IV-B will now be
verified through processing of these records in this section. As
the reputation of each network for all known attack findings
given to this reputation system are generated at runtime, this
section will simply look at these reputation scores and weigh
them up against the known input testing to the Bolvedere
system. The higher the score the more likely the network is
to source the respective malicious attack.

The first positive that the results in Table II reflects is that
the networks assigned not to perform a form of malicious
attack in Table I do not score any points for those attacks.
The next point to notice is that the unreal ircd 3281 and
ntp mon list attacks that were only assigned to Network 2
score 100 for each of these malicious attacks in the Network
2’s reputation. This is good as Network 2 is the only network
that produces these attacks and so if these attacks occur,
Network 2 is the only network that these attacks have been
sourced from before and so is the most likely candidate; hence
the 100 point rating towards this network.

Finally, the attacks that were assigned to multiple networks
show a distribution of reputation points between the assigned
network in accordance to the ratio assigned to each network.
The error in points is due to the randomness introduced in
the malicious bots when choosing which attack to perform.
These results show that the reputation system does correctly
store and assign a reputation based on type of attack to a
network location. Furthermore, these results can be used in
order to better point out which network a malicious attack is

2The size of the snippet is due to the space provided in this paper.
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most likely to be sourced from and place that network flow
at a known physical location irrespective of the source IP
address.

V. CONCLUSION

This research aimed to determine whether there was an
alternate method of identifying which network an attack
originated from irrespective of source IP. Using the NetFlow
protocol and Bolvedere system this research designed and
implemented a reputation system in which the NetFlow source
node ID numbers could be used in order to place a network
flow at given point in the world. After testing this reputation
system against 1503 malicious network flows detected by the
Bolvedere processor modules, this reputation system showed
that it could successfully give intelligence into where an
attack of a set type was most likely to originate from. Given
these results, this research was deemed successful and further
Bolvedere processor module support will continue in the
future work of this reputation system. Further iterations of
this implementation seek to provide more expert information
as well as a better interface in which to represent findings
from the Bolvedere system.
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