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Advection in photodissociation regions and 
its effects on the intensities of rotational lines 

of H2O 

Meltem A K Y I L M A Z Y A B A C I 

Abstract 
A parameter based study has been carried out i n order to investigate ad­
vection in photodissociation regions (PDRs) by using plane-parallel, semi-
inf ini te assumption. The P D R material has been assumed to be advected 
f r o m the molecular cloud towards the cloud surface w i t h an in i t ia l flow ve­
locity of 1 k m The flow velocity, number density and mass density of the 
gas have been computed self-consistently as a funct ion of visual extinction 
The total cloud size has been assumed to be Ay = 10 mag. The models have 
been constructed for the radiation and density parameters, x = 10,10^, 10^ 
w i t h respect to Draine field and nu = 10'', 10^, 10^ cm~^, respectively. In 
addit ion to 9 models characterized by these parameters, another model w i th 
X = 10^ and nn = lO'* cm"^ has been studied in order to compare the results 
to the previously obtained by Bergin et al. (2003). The rotational line inten­
sities of 0-H2O and P-H2O have been computed. 

The effects of advection in P D R structure, abundance profiles and line in­
tensities of H2O have been investigated. The lower density, lower radiation 
models among the models studied have been found to be effected by advec­
t ion, significantly. H2O abundance profile has been found to be effected by 
advection even in the models in which the P D R structure and the location 
of H /H2 transit ion zone are the least effected compared to the other mod­
els. The intensity of 0-H2O have been found to be sensitive to the order of 
magnitude of the flow velocity. I t is concluded that the comparison of these 
results to the data f r o m future observations w i t h Herschel H I F I can provide 
informat ion about the characteristics of the flow in nonequilibrium PDRs. 
This thesis includes observational work of depletion of N O in pre-protostellar 
cores, L1544 and L183. NO has been found to show depletion characteristics 
intermediate between the C-containing and N-containing species. 
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Chapter 1 

Introduction 

1.1 Interstellar medium and PDRs 

The interstellar medium (ISM) of our Galaxy has long been thought to be 

empty. The first observational evidence of the existence of material between 

the stars came in 1920s. By the late 1930s, i t was generally accepted tha t the 

space between stars was not empty. Although, the density of ISM is lower 

than that of the best vacuum environment created on Earth, today, we know 

that I S M contains a wide variety of chemical species in neutral, ionized, gas 

and solid forms and i t is home to many interesting physical and chemical 

processes. 

The star and planet format ion take place in the I S M , therefore, i t is one 

of the places to look for answers to the questions regarding the origins of life. 

Stars do not only form in the I S M , but they also interact w i t h the interstellar 

material during their evolutionary stages. A t the end of their l ifetime, they 
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deposit some or all their mass back into the I S M , enriching the molecular 
complexity. I n addit ion to the atoms, there are more than 140 molecules 
detected in the I S M or circumstellar shells ( h t t p : / / w w w . a s t r o . u n i - k o e l n . 
d e / s i t e / v o r h e r s a g e n / m o l e c u l e s / ) . Some of these molecules contain as 
manj ' as 13 atoms and have complex structures. In addit ion to the inter­
esting problems that I S M studies provide the researchers w i t h , astronomers 
need more accurate information about the I S M since the radiation f rom the 
observed objects pass through the I S M before reaching the observer's detec­
t ion system. For these reasons, I S M of the galaxies have become an interest­
ing and important area of research in astrophysics in the last several decades. 

According to the 3-phase model of the I S M (McKee and Ostriker, 1977), 

I S M is made up of four components that fo rm the three phases, i.e., cold, 

warm and hot phases. Each of these are characterized by the tota l number 

density of hydrogen, JIH, temperature, T , and ionization state. Cold phase is 

also called Cold Neutral Medium ( C N M ) and characterized by ?iH ~ SOcm""^, 

T ~ 100 K and the material i t contains is mostly neutral. This phase fills a 

very small volume of the I S M , however, contains most of the mass of the I S M . 

Warm phase consists of Warm Ionized Medium ( W I M ) and Warm Neutral 

Medium ( W I M ) . As the names imply, the components W I M and W N M have 

similar density and temperature w i t h nn ~ 0.3 cm~^, T ~ 8000 K , but they 

differ in their states of ionization. The hot phase consists of Hot Ionized 

Medium ( H I M ) w i t h a low density, n n ~ 3 x 10"'^ cm"^ and high tempera­

ture, T ~ 10^ K . and i t fil ls most of the volume of the I S M . 



1.2 Interstellar medium and PDRs 

As mentioned above, most of the I S M mass is in neutral regions. The 

material in the I S M interacts w i t h the photons, i.e. the radiation, f r o m the 

stars. The photodissociation regions, or photon dominated regions (PDRs) 

are where the material is exposed to far ultraviolet photons ( F U V ) (6eV < hv 

< 13.6 eV) f rom stars. The molecular material interacts w i t h F U V photons 

and this interaction results in photodissociation of molecules, ionization of 

neutral species and initiates various other physical and chemical processes. 

Therefore, F U V photons dominate the chemistry and thermal balance mak­

ing the PDRs valuable observational tools to understand the interaction of 

stellar radiation w i t h the I S M material and evolution of the neutral ISM 

of galaxies. This includes one important aspect of studying the PDRs, i.e., 

understanding the star formation process. Understanding the key processes 

in the evolution of star forming clouds is linked to the understanding of the 

effects of F U V radiation in the neutral regions, i.e., the PDRs. 

Water molecule is an important coolant, therefore, i t plays a key role in 

star formation process. I t is an abundant molecule in a variety of regions 

including the planetary atmospheres, PDRs, molecular clouds and Galactic 

center. However, because of its large abundance in our own atmosphere, wa­

ter is d i f f icul t to observe f rom ground based observing faciti l i t ies. Therefore, 

water has been one of the key science topics of many past and future ob­

serving facilities, the Infrared Space Observatory (ISO), the Submillimeter 

Wave Astronomy Satellite (SWAS), Herschel Space Observatory and Ata-

cama Large Mil l imeter / submillimeter Array ( A L M A ) . 
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1.2 Motivation and outline 

Most P D R models are based on equil ibr ium assumptions, i.e., they assume 

steady-state, stationary conditions. However, various authors emphasized 

that nonequilibrium models which include advection flows are necessary in 

order to explain some observations (Bertoldi and Draine, 1996; Storzer and 

HoUenbach, 1998). Advection is defined as the flow of gas and the flow is 

considered to be horizontal in one dimension in the work carried out in this 

thesis. The self-consistent dynamics has been applied to advection in ion­

ization fronts by Henney et al. (2005) using C L O U D Y code (Ferland et al., 

1998). The line intensities and excitation characteristics of H2O have been 

investigated by Poelman and Spaans (2005, 2006) in the P D R context. How­

ever, to the best of our knowledge, there is no P D R model that includes 

self-consistent dynamics applied to the calculation of rotational line intensi­

ties of H2O. 

W i t h the above points in mind, the work presented in this thesis in­

cludes the modelling of PDRs, investigation of the effects of advection in the 

P D R structure, abundance profiles and line intensities of water. P D R mod­

elling is complex i f high-level of sophistication in the input considerations 

is sought. Including the complex physics and chemistry, radiative transfer, 

self-consistent dynamics, inhomogeneous effects i n a single P D R code is very 

demanding and complicated numerical problems arise when some s imphf j ' ing 

assumptions are not considered. Instead of a t tempting to create a single code 

for the aims of this work, three codes have been used. Meudon-PDR code 
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(Le Peti t et al., 2006) has been used to obtain the input information, such 

as in i t ia l abundances, gas temperature and photodissociation fits to H2 and 

CO. Advection code developed originally by Walmsley et al. (1999) has been 

modified and updated in order to include self-consistent dynamics and adapt 

the most recent chemistry. The output of Advection code has been coupled 

to the escape probabil i ty code provided by C. Ceccarelli (Ceccarelli et al., 

2002; Faure et al., 2007) in order to calculate the rotational line intensities 

of H2O. 

In Chapter 2, a review on PDRs, general characteristics, details of impor­

tant physical and chemical processes are provided. This chapter also includes 

informat ion about P D R modelling and the available P D R codes which par­

ticipated in P D R code comparison study (Roll ig et al., 2007). The molecular 

structure and importance of observing H2O are mentioned in Chapter 3. 

Also, a brief review on past observations of H2O is given. Since the cr i t i ­

cal density, which is defined as the ratio of Einstein-A coefficient over the 

collisional de-excitation rate coefficient, is high for H2O due to the large 

Einstein-A coefficients, the rotational levels are not in local thermodynamic 

equil ibr ium ( L T E ) , therefore, one needs to use Large Velocity Gradient (LVG) 

method in order to calculate the line intensities. To this end, the escape 

probability formalism, is used. The details of radiative transfer and escape 

probabil i ty formalism are given in Chapter 4. Modell ing advection in PDRs, 

the input considerations of the models developed for this work, the approach 

taken, the details of self-consistent treatment of dynamics and other physical 

and chemical considerations taken into account in the models are given in 
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Chapter 5. The samples f rom the results of test runs are shown and the 

abundance profiles obtained running Advection code in stationary mode are 

compared to those obtained by running Meudon-PDR code. The results ob­

tained are presented in Chapter 6 and based on the results, the effects of 

advection in PDRs are discussed in Chapter 7. 

I n addit ion to the theoretical work carried out to understand the effects of 

advection in F D R modelhng, a part of this thesis involved observational work 

of pre-protostellar cores L1544 and L183 to investigate the spatial variation 

of NO molecule in these objects. Understanding the depletion of elements 

in early stages of star formation is crucial to reach informat ion about the 

dynamical status of the protostellar objects. NO is a key molecule in nitrogen 

chemistry and according to the chemical models the abundance of NO more 

or less reflects the O H abundance. Observing O H is d i f f icul t , therefore, the 

dependence of NO abundance on position in the pre-protostellar cores was 

investigated to understand whether NO can be suggested as a tracer. This 

work has been published in Akyi lmaz et al. (2007). Chapter 8 includes details 

of this observational work and the parts f r o m the related publication. The 

conclusions are summarized and suggestions for future work are listed in 

Chapter 9. 



Chapter 2 

Photodissociation regions 

2.1 Introduction 

Photo-Dissociation Regions or Photon Dominated Regions (PDRs) are the 

regions where the interstellar gas is predominantly neutral and the energy 

balance and/or chemistry are dominated by the far ultraviolet ( F U V ) pho­

tons. Historically, the early observations of the massive star-forming regions 

Orion A and M17 in the fine structure lines [CII] 158 and [01] 63 /xm by 

Melnick et al. (1979), Storey et al. (1979), and Russell et al. (1980, 1981) 

pointed to predominantly neutral gas glowing in infrared(IR) , outside H I I 

regions. However, PDRs are not only the gas ly ing just outside of dense, 

luminous H I I regions in the Galaxy. PDRs extend f r o m the relatively warm 

region where the elements are in ionized form to the dense molecular clouds 

where the radiation field f rom hot stars is obscured in a great extent. Oc­

cupying a broad region that has different physical characteristics, various 

elements in ionized, atomic and molecular forms, PDRs are observable at 



2.1 Introduct ion 

Pho(odis.>ociaiiQii region 

r* 

UV flux ! 

1 y 
1 

HII 
1 2 
1 ^ 
j x 

UV (lux 
{ i 

. M v < O . I 

O/O, 

,AAv<O.I 

•i 

Figure 2.1: A n i l lustrat ion of a photodissociation region i l luminated f r o m 
the left by a strong F U V field. The P D R extends f r o m the H + / H region 
through the H /H2 and C + / C / C O transitions un t i l the O /O2 boundary. I t 
thus includes the predominantly neutral atomic surface layer as well as large 
columns of molecular gas (Tielens, 2005). 

different wavelengths. Most of the nonstellar I R and the millimeter CO emis­

sion f r o m a galaxy come f r o m PDRs. The intense emission of [CII] 158 /xm, 

[01] 63 iim and 146 ^ m , H2 rovibrat ional transitions, I R dust continuum and 

polycyclic aromatic hydrocarbon (PAH) emission features are examples of 

some of the resulting lines of photoreactions on the surfaces of interstellar 

clouds, ( i.e., where the to ta l visual extinction, Ay < 1 — 3) caused by F U V 

photons (6 eV < hv < 13.6 eV) . I n deeper regions. CO rotational and [CI] 

370 /xm, 609 ^ m transitions occur. 

As i l lustrated in Figure 2.1. PDRs have a layered structure that consists of 

H , C+ and O layers. They are often overlaid w i t h H I I gas and a t h i n H I I / H I 

interface that absorbs the Lyman continuum photons. A layer of atomic 
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hydrogen, which is also called srirface layer, extends to a depth ~ 1 - 2 
corresponding to a hydrogen nucleus column density of A^H = 2 - 4 x lO^^cm"^ 
f rom the ionization f ront . A layer of C"̂  extends to a depth A „ ~ 2 - 4. 
Except for the oxygen locked up in CO, all the oxygen is in atomic form 
un t i l very deep in the cloud, ^4^ ~ 8 and the layer of atomic oxygen extends 
to a depth Ay ~ 10. The P D R in the i l lustrat ion is i l luminated f rom the left 
by a strong F U V source, a hot star or interstellar radiation field ( ISRF). The 
F U V flux penetrates through the PDR, causing first the ionization of the 
nearby species, e.g., H , C. The transit ion region of H"""/!! is seen in the layer 
which corresponds to a total visual extinct ion value less than 0.1. In the 
surface layer, the temperature of the gas is higher than the dust temperature 
whereas deeper in the cloud dust temperature exceeds the gas temperature. 
The incident F U V flux is denoted by Go which is given in units of the average 
interstellar flux between 6 eV < / i ; / < 13.6 eV of 1.6 x 10"'^ erg cm~^ s~̂  
(Habing, 1968). Go usually takes values that range f rom the local average 
interstellar radiation field, i.e.. Go ~ 1.7 (Draine, 1978), to Go > 10^. The 
densities n range between ~ 10^-10''' cm"^ in the PDRs associated w i t h the 
molecular gas (Hollenbach and Tielens, 1999). 

2.2 Physical and chemical processes 

2.2.1 Formation and destruction of H2 

The formation and destruction of H2 are important because molecular chem­

istry is governed by the H2, the most abundant molecule in the interstellar 
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medium. The inefficiency of H2 formation in the gas phase was proved in 
early sixties by Gould and Salpeter (1963). The formation of the interstel­
lar H2 mainly takes place on the surfaces of dust grains. A n H a tom wi th 
temperature T collides w i t h a grain of temperature Tgr and sticks to the 
surface w i t h a probabili ty S{T,Tgr). The stuck H atom may migrate across 
the surface and find another H atom and fo rm H2 w i t h a probabili ty ii{Tg,.). 
Thus, the Ho formation rate per uni t volume is given by 

B.f = ^SiT,Tgr)v{Tgr)ngrnnagrVH c m - ^ s - i (2.1) 

where Ugr is the number density of grains, n n is the H atom density, agr is 

the average grain cross section and UH is the thermal speed of the H atoms 

(Hollenbach and Tielens, 1999). The format ion rate derived for the interstel­

lar clouds is given as 10"^^ ^ -R/ ^ 3 x 10"^^ cm^ s"^ (Jura, 1975), which 

is usually referred to as standard rate of format ion of H2 on the surfaces of 

interstellar grains. Al though the above expression and the range of values 

for Rf are generally accepted, there have been more recent studies on obser­

vational constraints on the values of Rj in the PDRs (Habart et al., 2004; 

Gry et al., 2002; Tumlinson et al., 2002). Combining the FUSE results in 

the diffuse Chamaeleon clouds and the ISO observations of several PDRs, 

Habart et al. (2004) found that for a wide range of physical conditions, 

^ ^ X ^ 10^! where x denotes the scaling factor for Draine field (Draine, 

1978), lOOcm-3 < n H < lO'cm-', 50K < Tg„, < 600K, lOK < T^.^^ < lOOK, 

H2 forms efficiently w i t h the rate /?/ ~ 4 x 10"^'^-1.5 x 10~^^cm^ s~^ Habart 

et al. (2004) also emphasized that one of the uncertainities in their estimates 
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might be due to the fact that steady-state F D R model was used. They 
suggested that the F D R models w i t h lower H2 formation rates but where 
advection is taken into account would be useful in calculating the H2 line 
intensities. 

The other aspects and details of H2 format ion on grains, e.g., thermal 

hopping, mobi l i ty of the atoms on the surface are beyond the scope of this 

thesis. For a model that treat the H2 format ion on grains in detail, the reader 

is referred to Cazaux and Tielens (2004) who also provided a review on the 

subject. 

The main destruction mechanism of H2 in FDRs is through the pho-

todissociation of the molecule, which is discussed in Section 2.2.3 wi th in the 

context of photodissociation of the interstellar molecules. 

2.2.2 Heating and cooling 

In order to determine the local temperature in a FDR, energy balance needs 

to be taken into account. Energy balance in PDRs is determined by the 

equihbrium between the heating and coohng terms. The major heating 

mechanisms are the photoelectric heating and the collisional de-excitation 

of vibrat ional ly excited H2. 

Photoelectric heating process involves the small grains and polycj 'clic 

aromatic hydrocarbons (PAH) . The role of photoelectric emission f r o m grain 
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surfaces in converting the F U V photon energj' into the gas kinetic energy was 
studied by a number of authors (Watson, 1972; de Jong, 1977; Draine, 1978; 
Tielens and Hollenbach, 1985). The photoionization of PAHs by the F U V 
photons was studied by Lepp and Dalgarno (1988); Puget and Leger (1989); 
Verstraete et al. (1996). F U V photons are absorbed by small grains or PAHs 
creating energetic electrons w i t h energies up to several eV. I f these electrons 
diffuse in the grains, reach the surface and overcome the work funct ion W 
of the grain, which is the binding energy of electrons to the grain, and any 
Coulomb potential (/)c i f the grain is positively charged, they escape the grain 
w i t h excess kinetic energy, thus, heat the surrounding gas. 

Formation, photodissociation and collisional de-excitation of the molecules 

are the other important heating processes in PDRs. Undoubtedly, H2 is the 

major contributor to heating the gas through these processes, since i t is the 

most abundant molecular species in the ISM. The absorption of F U V pho­

tons pumps H2 molecules into a bound level w i t h i n an excited electronic state. 

Abou t 10% of the time, this process results in photodissociation as discussed 

in Section 2.2.3 by fluorescence back to an unbound level of the ground elec­

tronic state, delivering about 0.25 eV to the gas (Tielens, 2005). The more 

probable event is the flourescence back to an excited vibrat ional state in the 

ground electronic state. A t high densities, collisions w i th H atoms leads to 

de-excitation which heats the gas and thermalizes the rovibrational states. 

The further details of the heating processes summarized above are available 

in Tielens (2005). 
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Figure 2.2: The i l lustrat ion of the processes of a) direct photodissociation, 
b) predissociation, c) photodissociation through coupled states and d) spon­
taneous radiative dissociation for a diatomic molecule A B . The potential en­
ergy curves are shown as functions of internuclear distance R (van Dishoeck, 
1987). 

The cooling of the gas is dominated by the far-infrared (FIR) fine-structvire 

emission lines of atoms and ions. The major coolants are [CII] 158 fim and 

[01] 63 and 146 ^ m , [CI] 370 and 610 and [Sill] 35 /xm emission hues 

(Roll ig et al., 2007; Hollenbach and Tielens, 1999, and references therein). 

2.2.3 Photodissociation of interstellar molecules 

There is no doubt that the photodissociation of the molecules is one of the 

most important physical processes in the PDRs where the physics and chem-
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istry are dominated by the F U V radiation. There are several mechanisms 
that lead to dissociation of molecules. These mechanisms are il lustrated in 
Figure 2.2 for the diatomic molecules. I n the simplest case, i.e., the direct 
dissociation process, the direct absorption f r o m the ground electronic state 
into the repulsive part of an excited electronic state results in the dissoci­
ation of the molecule since spontaneous emission back into the lower state 
is a comparatively slow process. This mechanism is illustrated in Figure 
2.2a. The indirect dissociation occurs through the discrete absorptions into 
bound electronic states. The spontaneous emission into the continuum of a 
lower-lying state may follow the absorptions into bound electronic states, as 
il lustrated i n Figure 2.2d. This is the mechanism for the photodissociation of 
the most abundant interstellar molecule H2. The dissociation of polyatomic 
molecules occur through similar mechanisms but they are more complicated 
(van Dishoeck, 1987). 

Photodissociation rates 

For a direct photodissociation process, the rate of the photodissociation of a 

molecule is given by 

= J <yui{X)xiI{X)dX S - ' (2.2) 

where subscripts u and / represent the upper and lower levels, respectively, a 

is the cross section for the photodissociation, Xi is the fractional population 

in level / and / is the mean intensity of the radiation in photons cm~^ S ~ ' 

as funct ion of wavelength A in A. The rate of photodissociation by absorption 
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into an individual level of a bound upper state u f rom the lower level I is 
given hy 

2 
= —><l,fuiVuX,IiXui) (2.3) 

where / „ ; is the line absorption oscillator strength and ?y„ is the dissociation 

efficiency of the upper state level which ranges between zero and unity. Under 

the conditions of the interstellar medium, the radiation field is likely attenu­

ated due to the existence of grains which scatter and/or absorb the photons. 

Assuming that the attenuation in the lines and continuum are separable, the 

photodissociation rate of an interstellar molecule through line absorption is 

given by 
2 

''pd = E ^>^lJuiVuXiriXui)0ui{Niix))eMv) ( 2 . 4 ) 
TtXC 

where OdAy) is the attenuation in the continuum at a depth Ay, Qui is the 

line shielding funct ion which depends on the lower state column density TV/ 

of species X at that depth inside the cloud (van Dishoeck, 1987). The line 

shielding funct ion may be expressed by 

= ^ / ^ A / A f , (2.5) 

where W^i is the equivalent w id th of the line in wavelength units (van 

Dishoeck, 1987, and references therein). 

The photodissociation and photoionization rate calculations for many in­

terstellar molecules have been carried out by various authors solving the 

radiative transfer equation, and the rates for the reactions are available at 
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these sources and U M I S T database. 

Photodissoc iat ion of H 2 

As mentioned in Section 2.2.1 the main destruction mechanism of H 2 in the 

PDRs is photodissociation and understanding this process is crucial in de­

termining the structure of the atomic to molecular hydrogen transition zone. 

I n this section, the photodissociation of wi l l be reviewed in detail. 

The photodissociation mechanism is often referred to as the Solomon 

process as P .M. Solomon was first to suggest the existence of a dominant 

destruction mechanism for interstellar H 2 in i t ia ted by photons (Osterbrock 

and Ferland, 2006; Draine and Bertoldi , 1996). Field et al. (1966) discussed 

the photodissociation of H 2 by giving the details of the molecular structure 

and the transit ion mechanisms. Stecher and Wil l iams (1967) have estimated 

the photodissociation rate and discussed the importance of self-shielding of 

H 2 . The process has been studied and reviewed by a number of authors Jura 

(1974), Black and Dalgarno (1977), Shull (1978), Federman et al. (1979), 

de Jong et al. (1980), van Dishoeck and Black (1986), Abgral l et al. (1992), 

Heck et al. (1992), Le Bourlot et al. (1995), Lee et al. (1996) and Draine and 

Bertoldi (1996). Using a time-dependent model w i t h H 2 photodissociation 

including the self-shielding, the transit ion f rom atomic to molecular H 2 has 

been examined in order to investigate the evolutionary stage of molecular 

clouds (Goldsmith et al., 2007). 

Figure 2.3 shows the energy level diagram of H 2 , the ground state de-
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Figure 2.3: Energy level diagram for H 2 molecule. This figure also illustrates 
the photodissociation of H 2 by photoexcitation into excited electronic states 
followed by decays into unbound levels of ground electronic state (Spitzer, 
1978). 

noted by X^Tig and the first two excited singlet states denoted by B^H,, and 

C^Uu, respectively. The th in horizontal lines represent the vibrat ional en­

ergy levels for different values of vibrat ional quantum number v. The Lyman 

and Werner ( C ^ E - X ' E ) bands are two families of electronic 

transitions in the 912 A-llOO A range. Absorption of the photons in a line 

of one of these bands leaves the molecule in an excited state. This process 

is followed by decays into bound rovibrational levels w i t h i n the ground elec­

tronic state X^Eg about 90% of the t ime and into unbound levels in the X ^ S , 

continuum about 10% of the t ime ' . The latter results in the dissociation of 

the molecule (Osterbrock and Ferland, 2006). 

'The probability of dissociation by photoexcitation is given between 10% -15% in 
Tielens (2005). 
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Self-shielding of H 2 

The photodissociation rate of H 2 is sensitive to the self-shieldmg since the 

F U V lines become optically thick when the H 2 cohmin density N ( H 2 ) ex­

ceeds lO "̂* cm~^. The photodissociation rate of H 2 is given by a sum of the 

photoexcitation rates for all levels w i t h i n B^E and C ' l l mul t ip l ied by the 

probabili ty that each w i l l be followed by a transit ion down to an unbound 

level w i t h i n the ground electronic state X^T,. The rate Rd is approximately 

given by 

Ra « 3.4 X 10-'^p{T)Goexpi-TLvv) s'' (2.6) 

where Go denotes the radiation field to which P D R is exposed, /?(r) is the 

escape probabil i ty that takes into account the Lyman-Werner band self-

shielding and TLIV is the optical depth wi th in these bands (Osterbrock and 

Ferland, 2006). 

2.2.4 P D R chemistry 

Similarly to various other processes that take place in photodissociation re­

gions, P D R chemistry is governed by the F U V photons interacting w i t h the 

atomic and molecular gas. F U V radiation heats the gas supplying the energy 

for endothermic reactions and initiates the processes of photoionization and 

photodissociation. P D R chemistry has been studied in detail by a number of 

authors: Sternberg and Dalgarno (1995), Tielens and Hollenbach (1985), van 

Dishoeck and Black (1988), Hollenbach et al. (1991), Fuente et al. (1993); 

Fuente et al. (2005), Le Bourlot et al. (1993), Jansen et al. (1995), Lee et al. 
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(1996), Bakes and Tielens (1998), Walmsley et al. (1999), Savage and Ziurys 
(2004) and Teyssier et al. (2004). One common aspect of the P D R chemistry 
shown by these models is the existence of several distinct chemical zones 
also confirmed by the observations (Jansen et al., 1995). These zones are 
controlled by specific sets of gas-phase reactions (Sternberg and Dalgarno, 
1995). The sizes and locations of the different zones are determined by the 
cloud density, the intensity of F U V radiation and the gas-phase elemental 
abundances. 

The distinct layers are, in order of cloud depth, H I zone and H / H 2 tran­

sition layer, C I I and SII zones and S i l l and SI Zones. The first zone and 

layer exist at the outer edge of PDRs where the gas temperature may ex­

ceed 1000 K in dense clouds. In hot gas, hydrogen is mainly atomic and the 

endothermic reactions take place which init iate the oxygen, nitrogen and sul­

phur chemistries. C I I zone is generally more extended than the H I zone due 

to the self-shielding of the H 2 molecules. Si is ionized by the photoreactions 

and charge exchange reactions w i t h S. S i l l and SI layer is present deeper in 

the cloud, i.e., this layer is more extended than C I I or S I I layers. Sternberg 

and Dalgarno (1995) present a detailed discussion of the P D R chemistry as 

well as the sets of reactions that dominate each layer for a model where the 

assumed density is n = lO'' cm"' ' and the radiation intensity scaling factor is 

X = 2 X 10^ 
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2.3 P D R models 

Modell ing the photodissociation regions have attracted a considerable inter­

est f r o m astrophysicists as PDRs are valuable observational tools. I n order 

to interpret the observed line intensities, input f rom theoretical models is 

necessary. To this extent, many P D R models have been developed over last 

several decades. The first numerical quantitative model was presented by 

Black and Dalgarno (1977) and Black et al. (1978). The advances in com­

puter technology allowed the astrophysicists involved in P D R modelling to 

develop more sophisticated computer codes which could treat the problems 

specific to the astrophysical region of interest. I n this section, P D R models 

w i l l be reviewed w i t h an emphasis on the P D R codes participated the code 

comparison-benchmarking study held in Leiden, 2004. The common model 

inputs, i.e., model geometries, chemical and physical considerations wi l l be 

described. 

2.3.1 Model geometries 

P D R models usually consider plane-parallel or spherical geometries chosen 

conveniently for the problem of interest. Most P D R models assume a plane-

parallel geometry, i l luminated f rom one side only or f rom both sides of the 

cloud. I n order to investigate the physics and chemistry of a P D R that has 

a layered structure, this geometry provides simplified and efficient treatment 

of radiative transfer problem. The plane-parallel, semi-infinite slab mod­

els have been successful in studying the conversion of F U V radiation into 

the atomic and molecular line emission, however, taking into account the 
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a) 

Figure 2.4: Most commonly used geometrical setups for PDR models, plane-
parallel or spherical. The illumination can be assumed a) uni-directional b) 
isotropic (Rolhg et al., 2007). 

spherical geometry may be necessary for more realistic description of PDRs 

in multiphase clouds where the dense clumps are embedded (Storzer et al., 

1996). 

Figure 2.4 illustrates the common assumptions for the geometry of a 

model PDR. The choice between the directional and isotropical illumina­

tion effects the attenuation with optical depth (Rollig et al., 2007). For 

plane-parallel models, the cloud can be assumed to be illuminated either 

on one side or on both sides. The illumination can be considered to be 

uni-directional or isotropic. For spherical models, assuming uni-directional 

illumination breaches the spherical symmetry giving rise to numerical com­

plications. Thus, isotropic illumination is assumed for spherical PDR models. 
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The dust scattering and clumpy clouds are other considerations that some 
P D R models take into account. 

2.3.2 Physical considerations 

I n addit ion to geometrical classification, the P D R models are often classi­

fied as steady-state, stationary or time-dependent and nonstationary. In i ­

t ial ly, the models were constructed wi th steady-state, stationary assump­

t ion. Steady-state, stationary models ignore any flow through the P D R and 

consider thermal and chemical balance^. This assumption holds when the 

timescale for formation of H 2 on grains is short compared to the dynamical 

timescale or the t ime scales for a rapid change of significant amount in F U V 

flux. Time-dependent effects on chemical abundances and temperature in a 

P D R may be significant in several cases. A strong F U V radiation source, 

for example, an O or B star suddenly turning on in a cloud or a photodis­

sociation shell expanding around the central star of a planetary nebula or 

clumps moving in PDRs producing rapid shadowing effects are examples of 

such phenomena (Hollenbach and Tielens, 1999). The flow of the neutral gas 

through a P D R may introduce nonstationary effects on the overall structure 

of the P D R i f the t ime scale of the flow is short compared to the chemical 

t ime scales for format ion and destruction of the chemical species. Such effects 

are the main interest of this thesis and therefore advection wi l l be discussed 

in more detail in Chapters 6 and 7. 

^These models sometimes are called equilibrium P D R models. 
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Other main considerations are thermal balance and radiative transfer. 

The local temperature of the cloud is determined by taking into account 

the equil ibr ium between heating and cooling terms. Heating and cooling in 

PDRs have been covered in Section 2.2.2. The most common method in solv­

ing the radiative transfer problem is the escape probabil i ty method which is 

discussed in Chapter 4. Gas temperature can be assumed to have a fixed 

value or can be varied. Dust temperature is also important as the rates of 

some grain reactions depend on the dust temperature. Cosmic ray ionization 

rate, correlation of visual extinction w i t h tota l column density of hydrogen 

A^Htotai: photodissociation and formation rates of H 2 are among other consid­

erations in P D R modelling. 

2.3.3 Chemical considerations 

P D R models have a set of input considerations regarding the in i t i a l abun­

dances of chemical species and a list of chemical reactions. The standard 

assumptions include the rate coefficients taken f rom databases (e.g., U M I S T ) 

and in i t ia l considerations for the chemical networks and species that need to 

be included. The problem of interest specifies other requirements such as 

including PAHs, gas-grain reactions, grain surface reactions, etc. Table 2.1 

summarizes assumptions regarding physical and chemical processes used in 

P D R code comparison study. 
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Model Parameters 
0.1 Elemental He abundance 

.4o 3 X 10" ' Elemental O abundance 
Ac 1 X 10" ' Elemental C abundance 
CcR 5 X 10~^^ C R ionization rate 
.4„ 6.289 X 10-22 JVH.O.., Visual extinction 
Tuv '3.02Av F U V dust attenuation 
vi, I k m s " ' Doppler width 

5 X 10""*.^ s"' H2 dissociation rate 

R 3 X 10-'ST'/^ cm^ s"' H2 formation rate 
Tgasfi\ 50 K Gas temperature for constant temperature models 
^dust.fix 20 K Dust temperature for constant temjierature models 
n lO^lO^^cm-3 Total density 

10,10° F U V intensity, Draine (1978) 

Table 2.1: The most important model parameters used in P D R code com­
parison study as given in Roll ig et al. (2007). 

2.3.4 P D R codes 

As outlined in the previous sections, there are many input parameters and 

in i t ia l considerations taken into account in P D R modelling. The choice of pa­

rameters and accompanying assumptions depend heavily on the astrophysical 

region and process of interest. This fact gives rise to the existence of variety of 

P D R codes designed for specific tasks. Each code has its own input sets and 

in i t ia l assumptions that require very detailed treatment for some processes 

while compromising f rom the same level of sophistication for others. This 

may lead to the discrepancy in the output results of different P D R codes, 

although they are all capable of providing the set of informat ion desired by 

their developers. The reasons that lead to the divergence in the outputs 

f rom different models needed to be understood to obtain the same output 

for the same input set using different models, and therefore, to produce reli-
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able model outputs for interpretation of the observational data f rom future 
facilities. I n order to tackle this goal, a PDR-benchmarking workshop was 
held in Leiden, Netherlands in 2004 and the results are presented recently 
by Roll ig et al. (2007). The important characteristics of the part icipating 
codes are reviewed briefly i n Appendix A . The reader should note that there 
is a broad range of choices for input that determines the characteristics of 
a P D R code and the ones outlined here are only the most commonly re­
ferred descriptions. The output information of P D R codes is usually given 
as quantity over total visual extinction Ay or optical depth, except for emitted 
intensities, opacities at line centers and excitation diagram of H 2 . Further 
details regarding P D R codes participated in the workshop are available at 
h t t p : / / w w w . p h i . u n i - k o e l n . d e / p d r - c o m p a r i s o n . 

2.4 Observations of PDRs 

The observations of PDRs have been reviewed extensively by Hollenbach 

and Tielens (1999). As mentioned in Section 2.1, PDRs can be observed at 

variety of wavelengths. The physical conditions in the gas can be determined 

by comparing the observational results to the theoretical model predictions. 

More recent studies on comparing the P D R models to the observations have 

been provided by various authors (e.g., Poelman and Spaans (2005, 2006); 

Bergin et al. (2003); Spaans and van Dishoeck (2001); Snell et al. (2000)) in 

the context of observations of H 2 O . The future observations w i t h Herschel 

H I F I and PACS wi l l make i t possible to explore PDRs in the wavelengths 

obscured to the ground-based and airborne observing facilities. 



Chapter 3 

Water 

3.1 Introduction 

Water is an important molecule for astrophysicists since i t is a key ingredient 

in many important physical and chemical processes in a wide variety of as­

trophysical environments. Despite the importance of obtaining observational 

data for water molecules, the difficulties in observing water have l imited the 

informat ion available so far. The fu ture observing facilities H I F I (Heterodyne 

Instrument for the Far Infrared) and PACS (Photodetector Array Camera 

and Spectrometer) onboard Herschel Space Observatory are expected to re­

solve these issues and provide the astrophysicists w i th the data that could 

not be obtained before. One of the investigations carried out for this thesis 

involves water and the calculations of rotational line intensities. Therefore, 

this chapter is devoted to the water molecule, observations and molecular 

structure. 
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3.2 Importance of observing water 

H 2 O is an abundant interstellar molecule which plays a key role in star for­

mation and various other physical and chemical processes. I t exists both in 

gas phase and solid phase in the interstellar medium of the galaxies. I t has 

an important role in various areas of the molecular clouds, PDRs, shocked 

regions and accretion discs. Because i t bears oxygen, which is the most abun­

dant heavy element, H 2 O is a suitable molecule for testing the astrochemistry 

models. Determination of its spatial d is t r ibut ion and its abundance is crucial 

in modelling the physics and chemistry of the molecular clouds. Due to its 

high abundance and large dipole moment i t is an important coolant of the 

molecular gas in the interstellar medium. 

The star format ion takes place in cold molecular clouds where the gas 

is sufficiently cool for gravitational collapse to occur. Because H 2 O is an 

important coolant of the interstellar gas, i t plaj's an important role in the 

evolution of the star forming clouds and star formation process itself. 

Another important characteristics of H 2 O is its broad range of excitation 

temperatures. The lowest excitation temperature of H 2 O is around 10 K 

and this value can be as high as 2000 K for higher levels. Therefore, i t 

can be observed to obtain kinematical informat ion about various regions of 

astrophysical interest. The energy level diagram of H 2 O is illustrated in 

Figure 3.1. 
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Figure 3.1: The rotational energy level diagram of ortho- and para-H20 
(Tielens, 2005). The energies of the low-lying rotational levels are shown on 
y-axis. 
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3.3 Observations of interstellar water 

H 2 O is one of the f irst interstellar molecules that was observed at radio wave­

lengths. The idea of observing the 616 —>• 523 rotational transition dates back 

to 1955. This transit ion was observed f r o m the directions of SgrB2, Orion 

Nebula and the W49 (Cheung et al., 1969, and references therein). 

However, H 2 O is d i f f icul t to observe f rom ground based instruments due 

to its large abundance w i t h i n our own atmosphere. The H 2 O existent in 

Earth's atmosphere blocks the lines originating between low-lying rotational 

levels and hence becomes a major d i f f icul ty in observing the H 2 O f rom the 

ground-based facilities. 

Several attempts were made to observe interstellar H 2 O by using airljorne 

facilities. I n order to investigate whether the oxygen in molecular clouds is 

locked up i n gas-phase H 2 O Knacke et al. (1988) observed the lo i —> 2o2 line 

of H 2 O at 3801.42 cm~^ by the N A S A Kuiper Airborne Observatory which 

reached 12.5 k m alt i tude. They have reported the detection of interstellar 

H 2 O in the Orion molecular cloud as well as the statistical evidence for the 

presence of additional weaker lines at the source. 

The two ground-state rotational transitions of H 2 O are impossible to ob­

serve f r o m ground-based and airborne facilities. However, the telluric water 

lines become narrow enough at higher altitudes ~ 40km which can be reached 

by stratospheric balloons. Tauber et al. (1996) carried out the first balloon-
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borne observations of the lowest lying l i o lo i transit ion of or tho-H20 at 
557 GHz f r o m the 'hot-core' of Orion. The emission line at this frequency 
was found to be optically thick imply ing that H 2 O is abundantly present i n 
the core of the object. 

The space missions, the Submillimeter Wave Astronomy Satellite (SWAS) 

and the Infrared Space Observatory (ISO) made i t possible to observe blocked 

transitions of H 2 O . ISO carried out observations of water towards various 

objects of astrophysical interest. ISO was the first space based observa­

tional faci l i ty to use H 2 O as a tool for systematic diagnosis of the physics 

and chemistry in the I S M and in the stellar and planetary astmospheres. 

The data were obtained w i t h the Long Wavelength Spectrometer (LWS) and 

the Short Wavelength Spectrometer (SWS) on board the ISO. Among these 

studies were the observations of pure rotational H 2 O absorption lines to­

wards Orion-IRc2 (Wright et al., 2000), detection of H 2 O vapor in Ti tan 's 

atmosphere (Coustenis et al., 1998) and in the upper atmospheres of Saturn, 

Uranus and Neptune (Feuchtgruber et al., 1997), detection of far-infrared 

rotational emission lines of H 2 O vapor towards giant and supergiant stars 

(Neufeld et al., 1999; T s u j i , 2000, 2001), the discovery of widespread H 2 O 

vapor absorption in the 2i2 —> IQI 179.5 /an transit ion toward the Sgr B2 

molecular cloud (Cernicharo et al., 1997). 

Determining the abundance of gas-phase H 2 O was one of the pr imary 

science goals of SWAS to provide crucial constraints on astrochemical models. 

SWAS has detected gas-phase H 2 O in a diverse range of astronomical objects 
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and the abundance of H 2 O vapor has been found to vary by more than a factor 
of 10^ (Melnick and Bergin, 2005). According to the chemical models the 
gas-phase H 2 O accounts for most of the gas-phase O for T > 300 K (Eli tzur 
and de Jong, 1978; Neufeld et al., 1995, e.g.,). A t lower temperatures, the 
abundance of H 2 O was predicted to be more than 100 times lower than that 
in the warmer gas. The observations are in good agreement w i t h the models 
for the warm gas T > 300 K , however this is not the case for the colder gas 
T < 30 K. The abundance of gas-phase H 2 O is 100-1000 times below the 
predictions of chemical models (Melnick and Bergin, 2005). For example, 
the abundance of H 2 O vapor in star-forming regions observed by SWAS is 
significantly below the l imits set in T M C - 1 and L134N (Roberts and Herbst, 
2002). dumpiness of the molecular clouds, time-dependent chemistry and 
freeze-out, as well as photodissociation have been suggested to be important 
to explain the low abundances in dense quiescent objects (e.g., Spaans and 
van Dishoeck (2001); Casu et al. (2001)). 

Future facil i ty HERSCHEL w i l l be able to provide high resolution obser­

vations of H 2 O . Table 3.1 lists the rotational transitions of water which w i l l 

be observed by the instruments H I F I and PACS onboard Herschel. 

3.4 Molecular structure of H2O 

H 2 O exists in two forms, ortho and para, which behave as two different species 

since they are not radiatively coupled. Two hydrogen nuclei spins are aligned. 
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Transition HIFI PACS 
Frequency(GHz) Wavelength (^m) 

P-H2O 
111 Ooo 1113.343 
2o2 —* 111 987.927 
2ii —> 2o2 752.033 
220 —* 111 100.98 
3l3 ~* 2o2 138.53 
4o4 —> 3i3 125.35 
5l5 —> 4o4 95.63 
606 —> 5i5 83.28 

0-H20 
lio —> loi 
3l2 221 

556.936 
1153.127 

2l2 
221 

3o3 
4,4 
5o5 
616 

loi 
lio 
2l2 
3o3 
4l4 
5o5 

179.53 
108.07 
174.63 
113.54 
99.49 
82.03 

Table 3.1: Transitions of gas phase P-H2O and 0-H2O that will be observed 
by Herschel Space Observatory. 

i.e., the total nuclear spin is one. in case of ortho-H20 (0-H2O) whereas they 

are antialigned and the total nuclear spin is zero in case of para-H20 (P-H2O). 

The ratio of nuclear spin statistical weights of ortho- and para- which is also 

called 'ortho to para ratio' is 3:1. A'lolecules can be classified based on the 

values of the moments of inertia. In three dimensional coordinate system, 

there are three moments of inertia corresponding to the rotational axes of 

the molecules. The axes are chosen by some set of geometrical conventions. 

The z-axis is chosen to be the highest order axis of rotational symmetry, the 
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Z ( b ) 

y(a) 

Figure 3.2: The illustration of geometrical conventions for the rotational axes 
for H2O molecule. Based on Figure 6.5. of Bernath (2005). 

X-axis is out of plane for a planar molecule (Bernath, 2005). The axes can 

also be labeled based on the magnitudes of the moments of inertia. Figure 

3.2 illustrates the labeling scheme of the axes for H2O molecule. The axes 

are chosen so that 

IA<IB< IC (3.1) 

holds. The values of / , g and h seen in Figure 3.2 can be calculated to 

be 0.7575 A, 0.5213 A, 0.0652 A using the values r = 0.958 k, 6 = 104.5°, 
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TTiH = 100 u and mo = 16.00 u where u is the atomic mass unit. For H2O; 

IJ^ = Iy = moh^ + 2mH.9^ (3.2) 

lB = h = 2my,f (3.3) 

Ic = Ix = h + Iy = moh- + 2771H {g^ + f ) (3.4) 

The corresponding values for moments of inertia IA,JB and Ic are 0.6115 

uA^, 1.148 uA^ and 1.760 uA^, respectivelj'. The classification of poly­

atomic molecules based on the values of their moments of inertia is as follows: 

IB = Ic, = 0 linear molecules 

IA = IB = Ic spherical tops 

IA < IB = Ic prolate symmetric tops 

IA = IB < Ic oblate symmetric tops 

IA < IB < Ic asymmetric tops 

(3.5) 

H2O molecule is an asymmetric top. The rotational levels of asymmetric 

tops are labelled by JxaKc where J is the total angular momentum quantum 

number while Ka and Kc are just labels for the asymmetric tops associated 

with the projection of J on inertial A and inertial C axes, respectively ' . The 

'Sometimes K-i and K+i are used to label the asymmetric top levels because of the 
values that asymmetry parameter K takes for oblate and prolate symmetric top limits. 



3.4 Molecular structure of H2O 35 

a) 

b) 

Figure 3.3: The vibrational modes of H2O molecule, a) sj'mmetric stretching, 
b) antisymmetric stretching, c) bending mode. 

sum of Ka and /̂ c is J or J + 1. These two become good quantum numbers 

only in the limit of prolate or oblate symmetric tops. 

Figure 3.3 shows the three vibrational modes of H2O molecule which cor­

respond to the 

symmetric stretching mode Vi 3657 cm~^ 

bending mode V2 1595 cm~^ 

antisymmetric stretching mode 1/3 3756 cm~^ 

The calculation of rotational line intensities arising from the lower level 

transitions require using the escape probability formalism. For H2O, the 

critical density, which is used in determining whether the collisions dominate 

the de-excitation process, is high (10^cm~^), therefore, the level populations 
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are not in local thermodynamic equilibrium (LTE). In order to determine 
the line intensities, the radiative transfer treatment is necessary. This will 
be discussed in more detail in Chapter 4. 



Chapter 4 

Radiative transfer and LVG 

code 

4.1 Introduction 

Interpreting the observed molecular line intensities require taking into ac­

count the optical depth of the observed lines and solving the radiative transfer 

equation. If the lines are optically thin, the local thermodynamic equilibrium 

(LTE) holds and the emitted flux is easily related to the line-of-sight inte­

gral of the rate of emission per unit volume of the gas. However, this is not 

usually applicable since most of the strong emission lines are optically thick, 

or, at least, they have optical depths of the order of 1, which means they 

may be reabsorbed in the region where they are emitted. In this case, it is 

necessary to solve the radiative transfer equation in order to predict the line 

intensities. This is usually done by using large velocity gradient (LVG) ap­

proximation due to the complexity of the problem. If there is a large velocity 
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gradient in the medium, the problem is simplified as emitted photon is either 
absorbed locally or it escapes the medium under such conditions. The escape 
probability method is one of the most commonly used methods in solving the 
radiative transfer equations for predictions of line intensities. In this work, 
the LVG code developed by C. Ceccarelli (see for details, Ceccarelli et al. 
(2002)) has been used to calculate the flux of the transitions from rotational 
levels of H2O. The concepts behind LVG approach, i.e., the radiative transfer 
equation and the escape probability method will be described in this chapter. 

4.2 The radiative transfer equation 

Consider a two-level system. In thermal equilibrium. 

— = —exp 
ni gi 

Enl 

' kT 
(4.1) 

where subscripts u and / denote the upper and lower levels, respectively, n 

is the population density, g is the statistical weight, k is the Boltzmann's 

constant, T is the temperature and E^i = — Ei is the energy difference 

between the upper and lower levels. 

The atom or molecule can undergo radiative de-excitation process through 

spontaneous emission or induced radiative transitions, of which the Einstein 

coefficients are denoted by and B^i, respectively. The Einstein coefficient 

for the stimulated upwards transitions is denoted by Bi^- The rate of sponta-



4.2 The radiative transfer equation 39 

neous transitions from upper to lower level per unit volume is given by AuiUu-
The rate of induced radiative transitions per unit volume depends also on 
the radiation density at frequency v of the line and it is given by ?i„B„;n,j. 
The rate of stimulated upwards transitions is u^BiuUi. In equilibrium, the 
total rate of transitions from upper level to lower level should be equal to 
the rate of upwards transitions. That is, 

Auin„ + u^Buiriu = u^Buni (4.2) 

The radiation density is given by a Planck distribution at temperature T, 

(? exp[(H/(^7^)] - 1 

where hv = E^i- Using Equations 4.1 , 4.2 and 4.3 one can obtain the 

relationships between the Einstein coefficients: 

Biugi = BuiQu (4.4) 

and 

The lines arising from the transitions between atomic or molecular energy 

levels are not infinitely sharp, i.e., the line profiles are determined by the 

physical effects such as random thermal and turbulent motions in the emit­

ting gas. In this case, the line profile can be expressed as a Doppler profile 

2kTD' ua 
(4.6) 
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or, equivalently, a Gaussian profile 

(4.7) 2 / l n 2 V — — exp 

where UQ is the frequency at the line centre, m is the mass of the atom or the 

molecule and To is the Doppler temperature (Flower, 2007). A;/ is the full 

width of the half maximum line intensity and it is given by 

A . = 2.0 l n 2 / ( ^ ) ) (4.8) 

The relation between the density and the intensity of the radiation is 

iL^ = -I^{u)du (4.9) 

Using the above relations and the rate of transitions at frequency M in a line, 

the change in the intensity of the radiation in a given direction can be found. 

The rate of upwards transitions at frequency ly is u^BiuUicf)^. Similarly, the 

rate of stimulated transitions from upper level to lower is u^Buinu(f>u- The 

change in the intensity of the radiation propagating in a given direction over 

an element of distance ds is given by 

^ = - — [BluUl - BulTlu] 4>Ju + ^AulUuCj)^ (4.10) 
as c 47r 

The Equation 4.10 can be rewritten by using the relation between Bui and 



4.2 The radiative transfer equation 41 

Biu given in the Equation 4.4 as follows 

dl^ hu 
ds c 91 9u 

hu 
Buigu4>ulu + —AuiiiuCp^ (4.11) 47r 

The above relation is simplified by using the opacity K.^ at the frequency u 

in the line and the spontaneous emission coefficient j^. The opacity is 

hi/ f ni nu \ ^ , , 
= — - - — Buigr,(j),. 4.12 

c V.9( 9u' 

The emission coefficient j„ is defined as the energy at a frequency u emitted 

per unit time per unit solid angle per unit volume, i.e., the second term of 

the right-hand side of Equation 4.10 

= ^Auin^cpu- (4.13) 

Therefore Equation 4.10 becomes 

^ = - K j , + j , . (4.14) 

Dividing the radiative transfer. Equation 4.10 by the opacity yields 

g = - / „ + 5 . (4.15) 

where is the optical depth at the frequency u in the line. The source 

function Si, is defined as the ratio of the emission coefficient to the opacity 

which is also named as absorption coefficient. The optical depth can be 
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defined in terms of the opacity 

CIT^ = K^dx. (4.16) 

Under the conditions where thermal equilibrium applies, it is relatively easy 

to solve Equation 4.15 for a given intensity, since the source function 5^ 

simply becomes identical to the Planck function, S^: 

" c2 exp[(H/(^7^)] - 1' ^'^'^^^ 

However, mostly the conditions are far from thermal equilibrium and it 

is not easy to solve radiative transfer equation. One of the most commonly 

used approximations is the escape probability method which will be described 

in the next section. 

4.3 The escape probability method 

At any spatial point of the interstellar gas of interest, the photons are emitted, 

absorbed and scattered by both gas and the dust. The level populations 

depend on the radiation field at a given point, whereas the radiation depends 

on the level populations everywhere. This couples the statistical equilibrium 

equations with the radiative transfer equations. In order to simplifj ' the 

problem one needs to decouple the statistical equilibrium equations from the 

radiative transfer. If the emitted photon is absorbed locally or i t escapes the 

medium, then the local aspect of the problem is recovered. Such conditions 

may be present when there is a large velocity gradient in the medium. The 
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basic idea behind this method is the introduction of a local multiplicative 
factor 13 describing the probability that a photon can escape the medium 
after i t is emitted. 

(4.18) 

Using Equation 4.16 and the relation between the source function 5„ and 

the opacity, the intensity of the radiation over the optical path length dr^^ is 

j ju^ds = J S^^dT^a = (4.19) 

where VQ is the frequency at the line centre. At distance s of the cloud, the 

intensity of the radiation is obtained by integrating the radiative transfer 

equation 4.15 at the line centre 

5,„(1 - e-̂ ^o) + B,^(Tfcfc)e-^-o (4.20) 

where B^^ is the Planck function at frequency and T(,(, is the black body 

temperature of the background radiation field. From Equations 4.20 and 

4.18, the values that /? approaches in the optically thin and optically thick 

limits are clearly seen. In the optically thin limit, as r̂ ^ —> 0, /? —» 1 — 1/2T^,(,, 

and lug —> S„oTi,g + Bug, i,e., all the radiation produced within the source is 

emitted and the background radiation is unattenuated. In the optically thick 

case, as Tug oo, P l/r^g and I^g —> 5̂ 01 the radiation is reabsorbed at 

the point that it is emitted and the intensity of radiation becomes equal to 

the source function. 
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For a plane parallel, semi-infinite slab, the relation between the optical 

depth and the escape probability is given by 

, 1 - exp(-2.34T) 

and 
r 

r (3{T) = 4r ( In , ^ 
1/21 -1 

r > 7 (4.22) 

At large optical depth, P scales with r ^(Tielens, 2005). 

4.3.1 Collisional rates 

In order to interpret the water line emission from observations, the detailed 

knowledge of collisional rate coefficients are required. The escape probability 

code used in this work to calculate the intensity from low lying rotational 

levels of H2O includes rate coefficients for rotational de-excitation among the 

lowest 45 ortho- and 45 para- rotational levels of H2O with both para- and 

ortho-H2. The concept of collisional rate coefficient calculations is beyond 

the scope of this thesis, however, the reader is referred to Faure et al. (2007). 



Chapter 5 

Modelling advection in PDRs 

5.1 Introduction 

Most PDR models assume steady-state, stationary conditions and ignore 

advection flows. This assumption simplifies numerical modelhng which is al­

ready complex if high-level of sophistication in treatment of radiative transfer 

and chemistry is desired. However, some famous PDRs (e.g. the one in M17 

or Orion) cannot be described by equilibrium PDR models (Bertoldi and 

Draine, 1996) and uncertainities in explaining some processes (e.g. forma­

tion of H2) may be due to ignoring advection flow in the models (Habart 

et al., 2004). 

The possibility of the significant effects of advection in the structure of 

PDRs and molecular line intensities has been suggested by various authors. 

In fact, the studies of time-dependent models date back to late 1970s (Hill 

and Hollenbach, 1978; London, 1978). The effects of advancing H2 front 
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have been studied by London (1978) who concluded that advancing fronts 
produced larger column densities of vibrationally excited H2 than station­
ary fronts. More sophisticated models were developed in last two decades 
to investigate the time-dependent and nonstationary eff̂ ects in FUV irradi­
ated regions of the ISM (Bertoldi and Draine, 1996; Lee et al., 1996; Storzer 
and Hollenbach, 1998, e.g.,). Bertoldi and Draine (1996) studied the flow 
of the gas through dissociation front (DF), PDR, and ionization front (IF) 
and highlighted the necessity of the development of models which include 
advection. Storzer and Hollenbach (1998) presented a parameter study of 
plane-parallel, semi-infinite PDRs where the IF is moving with a constant 
velocity and compared their results with observed data of Orion Bar. They 
have concluded that nonequilibrium effects are not imperative to explain the 
observed intensities of [CII] and [01] fine structure lines, however, the in­
tensities of CO low-J lines and H2 lines can be enhanced compared to the 
equilibrium models. 

The models by Bertoldi and Draine (1996) and Storzer and Hollenbach 

(1998) assumed constant velocity of either PDR material flowing towards 

IF /DF or IF /DF flowing through PDR. Self-consistent treatment of dynam­

ics has been provided by Cloudy model (Henney et al., 2005; Ferland et al., 

1998) to study the effects of advection in the hydrogen ionization front, on 

an HI I region and high ionization parameter regions. Although these models 

differ in treatment of physical and chemical processes and the cases that they 

have been applied to are also different, they all agree on the emphasis on sig­

nificant effects of advection in the structure and line intensities. Advection 



5.2 Model description 47 

has received more attention in recent years and this was one of the points 
discussed in the Far-Infrared 2007 Workshop held in Bad Honnef, Germany. 
The future observations supporting this point, therefore, increasing the ef­
forts in including advection in the PDR models will not be surprising. 

Our approach of including the self-consistent dynamics is similar to that 

presented by Ferland et al. (1998) and Henney et al. (2005, 2007), however, 

they have applied their models in the problems of different context as men­

tioned above. Recent studies on line intensities and profiles of H2O in PDRs 

are provided by Poelman and Spaans (2005, 2006), however, their models do 

not include self-consistent treatment of advection. The aim of this work has 

been to investigate the effects of advection of PDR material, in the structure 

of the PDR and in the line intensities of water for a range of density and 

radiation parameters. 

This work has been carried out by means of a) modifying an existing 

PDR code to include self-consistent dynamics and updating the chemistry, 

b) making use of Meudon-PDR code to determine some of the input param­

eters c) coupling the output with an escape probability code to determine 

the line intensities. 
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Figure 5.1: A n i l lustrat ion of the approach taken in this work in order to 
calculate the line intensities of H2O f rom the PDRs where the material is 
advected. 

5.2 Model description 

The models developed here are based on the use of three different computer 

codes, one of which is modified and updated b j ' the author of this thesis. 

As mentioned in Section 2.3.4, there is a broad range of in i t i a l considera­

tions when setting up the input information for a P D R code. As illustrated 

in Figure 5.1 the approach taken here is making use of the capabilities and 

strengths of three codes to reach the f inal informat ion desired as output , 

instead of a t tempting to develop a single code which treats the complex 

physics and chemistry in addit ion to the self-consistent dynamics. To this 

end, Meudon-PDR code has been run for the model parameters summarized 

in Table 5.1 as a first step. The input informat ion for Advection code has 

been obtained using the output of Meudon-PDR code. Then, Advection code 

has been run for each of ten models for the low in i t ia l velocity in order to 

compare the abundance profiles w i t h those of Meudon-PDR code. Fits to the 

photodissociation rates of H2 and CO as functions of Ay have been obtained. 

Af te r reaching the satisfactory consistency between the abundance profiles 
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Molecular 
Cloud 

FUV rad iation ion Izatio n 
Front 

G a s Flow 
VlF 

Figure 5.2: This figure illustrates a plane-parallel, semi-infinite P D R i l l umi ­
nated on the left side. The gas is assumed to be advected f r o m molecular 
cloud and approaching ionization front w i t h a velocity vjp. The direction of 
movement is taken to be opposite to the direction of increasing extinction 
A . 

produced by two codes, Advection code has been run for higher in i t ia l veloc­

ities. The resulting output has been coupled w i t h escape probabihty code by 

Ceccarelli et al. (2002) in order to obtain the line intensities of H2O for each 

model. In the fol lowing sections, the computational process w i l l be described 

and the results w i l l be presented in more detail. 

5.2.1 Advection model 

The original version of the Advection code and the assumptions that set up 

the model were described in Walmsley et al. (1999). The model described is 
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similar to that adopted by Eli tzur and de Jong (1978) and Storzer and Hollen-
bach (1998). As i l lustrated in Figure 5.2, a plane-parallel, semi-infinite P D R 
is assumed to be i l luminated f rom one side. A uni t volume of gas is assumed 
to be approaching the ionization f ront of an H I I region at a constant velocity 
viF which is of order 1 k m s~̂  for a D-type ionization f r o n t ^ The material is 
advected f rom deeper regions in the molecular cloud to the P D R region. The 
time-dependent equations for the chemical abundances are solved using a 
radiation field whose strength is determined by a time-dependent extinction 
Ay. The in i t ia l extinction is Ay^ which is usually taken to be 10 magnitudes. 
The set of time-dependent ordinary difi'erential equations are solved by the 
Gear method. 

The original code described above, wr i t t en in F O R T R A N , has been mod­

ified in order to include self-consistent dynamics obtained by using the set 

of hydrodynamical conservation equations and the equations that come f r o m 

model considerations. The set of differential equations obtained for this work 

and solved self-consistently are given in 5.2.2. The chemical rate equations 

have been modified and updated according to those in Meudon-PDR code 

version PDR-5II07 released in 2007. The grain size dis t r ibut ion has been 

taken into account in rate calculations of the reactions that involve grains. 

The input chemistry file has been updated to include a larger number of 

chemical species and reactions. The chemistry file chimieOSg.chi released in 

Meudon-PDR, PDR-5II07 version has been adapted w i t h a few exceptions 

'D-type ionization front is wliere the flow velocity is subsonic at neutral end of the 
cloud. 
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discussed in 5.2.4. The minor updates to the code inchided the chemical 
timescale and rate calculations for formation and destruction of important 
species as well as the dynamical timescale and producing these as output 
information. 

The original code did not include the self-consistent treatment of dynam­

ics, the flow velocity was assumed to be constant. The core modif icat ion is 

the self-consistent treatment of dynamics which wi l l be described in detail 

in the next section. Five differential equations were obtained for five vari­

ables total visual extinction Ay, gas temperature T , flow velocity number 

density of the gas n and mass density of the gas p. These equations are 

solved self-consistently in the modified code. The velocity gradient is calcu­

lated directly. The distance z is also calculated and listed in the output . As 

mentioned above, the chemistry subroutine of the code has been modified to 

adapt the chemical rate equations consistent w i t h that of Meudon-PDR code. 

5.2.2 Governing equations 

We start w i t h the conservation of mass. Consider a gas containing volume 

V enclosed by a closed surface S. The rate of change of mass in the volume 

V. plus the rate of outflow of mass through the surface should be equal to 

zero by the conservation of mass law. The rate of flow of mass into V is 

dTs (5,1) 
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where p is the mass density, IJ is the flow velocity, d~s is the surface element. 
" - " sign refers to the flow which is in the opposite direction to d"?. 
The rate of increase of mass in V is; 

S i " " ^ (5,2, 

where dV is the volume element. Since V is f ixed the above integral becomes 

t 

The summation of these two rates should be equal to zero which yields 

l p V = - l , - a - t . (5,3) 

dt 

Using the divergence theorem, one can rewrite the Equation 5.3 in the 

fo rm 

dV = 0. (5.4) | - v , ( . i ? ) 

This holds for any volume V. By the DuBois-Reymond Lemma, Equation 

5.4 becomes 
dp 
dt 

+ W.{pv) = 0 (5.5) 

which is called the continuity equation. For one-dimensional flow in z-direction 

Equation 5.5 becomes 

f + | ( . . ) = 0 (5.6) 

Assuming that the first term of Equation 5.6 is equal to 0, i.e., we have 
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steady-state case, the Equation 5.6 is reduced to 

f^ipv) = 0. (5.7) 

Conserva t ion of m o m e n t u m 

We have 

• the rate of change of momentum inside the volume V, i.e., ^ j^pvdV 

• the momentum flow across the surface element . 

The latter has two contributions 

• the convection of momentum j^pvlj .d~s and 

• pressure forces P .d~s where P is the pressure. 

The same argument explained when deriving the continuity equation applies 

here. Then we have, 

d_ 
dt 

/ pljdV + / pvlj .d~s + I P .d't - 0. 
J V J s J s 

(5.8) 

App ly ing divergence theorem. Equation 5.8 yields; 

d 

I 
^^(pu)-t-V.(pu2 + P ) dV = 0. (5.9) 

This is valid for any volume V, therefore Equation 5.9 gives 

^^{pv) + V.{pv' + P) = 0. (5.10) 
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For the steady-state case, the first term is zero. Rewri t ing the Equation 5.10 
for one-dimensional flow in z-direction; 

-{pv^ + P) = 0. (5.11) 

The pressure P can be expressed in terms of number density n , tem­

perature T and Boltzmann's constant fc^, using the ideal gas law. Then, 

Equation 5.11 becomes 

— [pv^ + nkBT) = 0. (5.12) 

C o r r e l a t i o n of ext inct ion w i t h the total hydrogen co lumn density 

The relation between the magnitude of visual extinction Ay and the tota l 

hydrogen column density NH along the line of sight is given by 

A = 5.35 X lO '^^A^H (5.13) 

where A^H is 

NH = J [ n ( H ) - f 2n(H2)]d2. (5.14) 

Combining Equations 5.13 and 5.14 one obtains; 

Ay = 5.35 X 10~^2 / n^dz Jnndz (5.15) 
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where TIH = n{]i) + 2n(H2). Equation 5.15 can be expressed as 

= -5 .35 X 10-22nH. (5.16) 

The minus sign in the last equation corresponds to the decrease in Ay as z 

increases, i.e., as the gas moves towards the ionization front . 

Conserva t ion of number density 

I n one dimension, the equation for the conservation of number density is 

given as 

^{nv)=M (5.17) 
dz 

where J\f is the rate of increase of n owing to the chemistry. 

T e m p e r a t u r e 

Temperature profiles (as a funct ion of Ay) are obtained by using external fits 

to the temperature profile of corresponding Meudon-PDR model. Temper­

ature of the Advection models usually takes one of the forms below or the 

combination of them: 

^ ° (5.18) 
a + hAy + cAl 

T = dAl + eAy + f (5.19) 

where To, a, h, c, d, e and / are simply the fit coefficients. In the models where 

Equation 5.18 applies at higher depths. To is also the in i t ia l temperature at 
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The list of the temperature profiles used for each model is given in Appendix 
B. 

Self-consistent treatment 

The equations described in the previous section can be expressed as t ime-

derivatives by using the to ta l t ime derivative given below 

We assume the steady-state case, i.e.. 

Then, the Equation 5.20 becomes 

d 

I n one dimension, the Equation 5.21 becomes 

^ = v 4 - (5.22) 
dt dz ^ ' 

Let us start w i th the correlation of visual extinction w i t h A^H; Equation 

5.16. 
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Using Equation 5.22, Equation 5.16 becomes 

dA 
= -5 .35 X IQ-'^'^niiV (5.23) 

dt 

Time derivative of T is obtained directly f rom Equations 5.18 and 5.19, 

which yields 
dT _ r o ( 6 ( ^ ) + 2 c A . ( ^ ) ) 

dt (a + 6A„ + cAl) 
(5.24) 

and 

Now, applying Equation 5.22, the equation for conservation of momentum, 

Equation 5.12 becomes 

, ^ + 2 p $ + ^ 5 + ^ ^ = 0 (5.26) 
dt dt V dt V dt 

Conservation of mass which is given in Equation 5.7 becomes 

V dt 

f r o m which, one obtains 

dp _ p dv 

dt V dt 

Substi tuting Equation 5.28 into Equation 5.26 

~ ( p v ) = Q (5.27) 

(5.28) 

dv keTdn ksndT 
/ '37 + — - 7 7 + — - 7 7 = 0 5.29 

dt V dt V dt 
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Now, using conservation of number density given in the Equation 5.17 

1 dv (in . ^ 
V at at 

Substi tut ing the above eciuation into Equation 5.29 

dv /c/jT / . ndv\ kendT ^ 
p 1 TV -I = 0 

dt ti V V dt J V dt 

dv pv + pvl^ 

dt 
(5.31) 

Therefore, we obtain five ordinary differential equations, i.e., 5.23, 5.28, 

5.30, 5.31 and 5.24, 5.25 that can be solved self-consistently for five un­

knowns, A^, T, V. n and p. I n addition to these, the time-dependent equa­

tions for chemical abundances for each species are solved, i n terms of forma­

t ion and destruction rates. 

Some of the models have encountered a singularity problem, i.e., when 

the velocity becomes equal to the isothermal sound speed making the denom­

inator of the Equation 5.31 zero or approaching zero, which is numerically 

very di f f icul t to treat. The approach taken is assuming that the velocity 

keeps decreasing or increasing as a funct ion of Ay, depending on its t rend, as 

the material approaches the cloud surface. This enabled us to apply a f i t to 

the velocity as a funct ion of Ay effective f rom the point where the problem 
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is encountered, and in this way, to obtain a velocity gradient in our output 
for escape probabil i ty code. 

5.2.3 Meudon-PDR code 

Meudon-PDR is one of the most sophisticated P D R codes available. Meudon-

P D R code has been run for each model of which the basic characteristics are 

displayed in Table 5.1. Each model has produced abundance and tempera­

ture profiles. From Meudon-PDR output , the abundance values at A^ = 10 

have been used as in i t ia l abundance values in the input file of Advection 

Code. Temperature profiles obtained f rom Meudon-PDR have been used to 

produce external fits to temperature as functions of visual extinction A^. In 

addition to these, photodissociation of two most abundant molecules H2 and 

CO in Advection code, have been treated using fits to the photodissociation 

rates as functions of Ay. 

5.2.4 Physics and chemistry 

The chemical processes involved in the chemistry file are listed below. The 

rate calculations of some reactions were adopted f rom Meudon-PDR code. 

The details of the calculations of the chemical reaction rates used in Meudon 

P D R are presented in Le Peti t et al. (2006). The list of chemical species and 

reactions is also adopted f r o m one of the chemistry files of Meudon-PDR code 

PDR_5II07 release, i.e., chirme06g.chi, w i t h a few exceptions concerning reac­

tions involving grains. The differences in the treatment of photodesorption of 
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water ice are discussed in the following section. The treatment of formation 
of H2 on grain surfaces also differ f rom that listed in Meudon-PDR chem­
istry file, which is described in Appendix C. The adsorption of H2 on grain 
surfaces has been removed f rom the list as i t was negligible. The list of chem­
ical species and reactions includes the name and atomic composition of the 
species, the ini t ia l abundance and the enthalpy of formation in kcal m o l ~ ^ 
The list also includes the chemical reactions, and the corresponding 7, a and 
(3 coefficients for each reaction to be used in the calculations. The photodes-
orpt ion of H2O ice has been considered to be the main destruction of solid 
phase H2O, which w i l l be referred often in the following sections. In the next 
section, the rate equation of photodesorption in the models w i l l be described. 
The rate equations of other chemical reactions which are used in Advection 
Code are given in Appendix C. 

Photodesorpt ion 

The rate calculation of photodesorption has been par t ly adopted f rom Meudon-

P D R code. I n addit ion to the photodesorption rate that depends on the F U V 

radiation, the contr ibution f rom secondary photons is taken into account in 

Meudon-PDR. Therefore, the tota l rate becomes the sum of two terms that 

account for contributions f r o m radiation and the secondary photons. 

where ^^ec is the flux due to the secondary photons, Y is the photodesorption 

yield and 6 is the mean distance between adjacent sites in the ice mantle 
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which is taken to be 2.6 A. The interactions of the cosmic rays w i t h H2 yield 
a tota l photon fiux, (psec, the value of which is given as (Roberge, 1990), 

"sec = l x l 0 M ^ ^ ^ ) c m - s - . (5.33) 

where C is the cosmic ray ionization rate which is usually of the order of 

10"^'' The photodesorption yield Y is simply taken to be equal to 7 = 

5 X 10~^ (see Walmsley et al. (1999)) in the test runs for comparison reasons 

that would allow consistency w i t h the value i n the released Meudon-PDR 

chemistry. I n the actual runs however, Y has been taken f rom Westley et al. 

(1995). 

y = 3.5 X 10-^ + 0.13e-^^''/^'^ (5.34) 

The reader is notified tha t there is a more recent study on the photodes­

orpt ion yield of water ice by Oberg et al. (priv. comm.), however, the results 

of this work have not been published at the time that this thesis is being 

submitted. Preliminary work has been carried out i n order to compare the 

grain temperature dependence of the photodesorption yield parameters given 

by Westley et al. (1995) and provided by K . Oberg , which w i l l be presented 

in Section 7.2.1. 
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G r a i n t emperature 

The temperature of grains is discussed in detail in Hollenbach et al. (1991) 

and is given by 

Tgr = {8.9xlO-''uoGoe-'-^-^"+2.7^ 

+3.4 X 10-2 [0.42 - ln(3.5 x IQ-^TIOOTO) 

X TiooTo''}"' (5.35) 

where Go is the F U V flux in Habing units (Habing, 1968), UQ is the dust 

absorption frequency TIOO is the emission optical depth at 100 p,m. TQ is the 

equil ibrium dust temperature at the slab surface due to the incident F U V 

field alone. To is given by 

To = 12.2G°-2 K . (5.36) 

Tioo and To are related as follows 

TiooTô  = 2.7 X lO^Go (5.37) 

by taking into account the balance between the F U V flux incident on the 

slab surface and the outgoing flux of dust radiation f rom a slab of constant 

To. The reader is referred to Hollenbach et al. (1991) for derivation of the 

Equation 5.35. 
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5.2.5 Temperature profiles 

Temperature is one of the important input considerations. The original code 

applied a fit to the temperature which assumed T = 1000/(1 -f- 2Ay). I n 

the modified version, the fits to the temperature profile have been obtained 

separately for each model using the temperature profile produced by running 

Meudon-PDR code for the corresponding model (see 5.2.2). The fit param­

eters are given in Appendix B. The plots of fits are shown in this section. 

For models 14, 15, 16, 24, 35, 36 the fits obtained are successful to produce 

temperature profiles almost identical to that produced by Meudon-PDR code 

as seen in Figures 5.3, 5.6, 5.9, 5.12, 5.7 and 5.10. For models 34, 54, 55 and 

56, the best fits obtained produce temperature profiles which are s t i l l close 

to temperature predicted by Meudon-PDR code, however, these profiles have 

small discrepancies as seen in Figures 5.4, 5.5, 5.8 and 5.11. 
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Figure 5.3: The temperature as a funct ion of Ay for Model 14. Dashed line 
is the temperature produced by Meudon-PDR code. The solid line is the 
temperature f i t obtained for Advection code. 
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Figure 5.4: The temperature as a funct ion of A„ for Model 34. Dashed line 
is the temperature produced by Meudon-PDR code. The solid line is the 
temperature f i t obtained for Advection code. 
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Figure 5.5: The temperature as a funct ion of Ay for Model 54. Dashed line 
is the temperature produced by Meudon-PDR code. The solid line is the 
temperature fit obtained for Advection code. 
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Figure 5.6: The temperature as a funct ion of Ay for Model 15. Dashed line 
is the temperature produced by Meudon-PDR code. The solid line is the 
temperature f i t obtained for Advection code. 
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Figure 5.7: The temperature as a funct ion of Ay for Model 35. Dashed line 
is the temperature produced by Meudon-PDR code. The solid line is the 
temperature fit obtained for Advection code. 
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Figure 5.8: The temperature as a funct ion of Ay for Model 55. Dashed line 
is the temperature produced by Meudon-PDR code. The solid line is the 
temperature f i t obtained for Advection code. 
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Figure 5.9: The temperature as a funct ion of Ay for Model 16. Dashed line 
is the temperature produced by Meudon-PDR code. The solid line is the 
temperature f i t obtained for Advection code. 



5.2 Model description 71 

500 

400 

300 

I 200 

100 

MODEL 36 Temperature fit 
- I I I I I I — I — I — I — I — 1 — I — 1 — I — I 

Meudon 

—B—Advection 

• • •-

10 

Av 

Figure 5.10: The temperature as a funct ion of Ay for Model 36. Dashed line 
is the temperature produced by Meudon-PDR code. The solid line is the 
temperature f i t obtained for Advection code. 
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Figure 5.11: The temperature as a funct ion of Ay for Model 56. Dashed line 
is the temperature produced by A4eudon-PDR code. The solid line is the 
temperature f i t obtained for Advection code. 
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Figure 5.12: The temperature as a funct ion of Ay for Model 24. Dashed line 
is the temperature produced by Meudon-PDR code. The solid line is the 
temperature f i t obtained for Advection code. 



5̂ 3 Models 74 

5.3 Models 

The model parameters that usually characterize the PDRs are the to ta l num­

ber density of hydrogen and the scaling factor for the amount of incident 

radiation, X - The order of magnitude of these parameters are used as con­

vention for naming the models in this work as summarized in Table 5.1. 

Models 
Model Radiation Density 

X nH (cm-3) 

Model 14 10 lO'' 
Model 34 10^ 10" 
Model 54 10^ 10-* 
Model 15 10 10^ 
Model 35 10^ 10^ 
Model 55 10^ 10^ 
Model 16 10 10^ 
Model 36 10^ 10^ 
Model 56 10^ 10^ 
Model 24 102 10" 

Table 5.1: The models and the corresponding parameters. Draine field 
(Draine, 1978) is used in all models and x is the scaling factor. The or­
der of magnitudes of the radiation and the density characterizing each model 
P D R are also used as convention for naming the models. 



Chapter 6 

Results 

6.1 Comparison-Stationary mode 

As mentioned before. Meudon-PDR code was used to obtain the temperature 

profile and photodissociation f i t parameters of H2 and CO. Also, the values 

of abundances of chemical species at A^ = 10 were obtained f r o m Meudon 

output to be used as in i t i a l abundances for Advection code for each model. 

For test purposes, Advection code was first run wi th a very low in i t i a l veloc­

ity, 10~^km s~^ i.e., in stationary mode. This enabled us to compare directly 

the outputs of Meudon-PDR and Advection codes for consistency. For lower 

density, lower radiation P D R models, the agreement between the outputs of 

two codes were found to be good. This can be seen in Figures 6.1 and 6.2 

for Model 14, in Figures 6.7 and 6.8 for Model 15, in Figures 6.13 and 6.14 

for Model 16. Since the Advection code does not include the radiative trans­

fer itself, the level of agreement between the outputs of Meudon-PDR code 

and Advection code is expected to be affected for the rest of the models in 
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which the radiation is higher. For example, in Figure 6.11, where the abun­
dance profiles of H , H2, O H and gas phase and solid phase H2O produced 
by Meudon-PDR and Advection codes are compared, i t is seen that closer to 
the cloud surface, i.e., at low .4,;, H2 abundance does not drop in the output 
of Advection code. The similar behaviour is seen for C and CO, for example 
in Figure 6.18. The reason for these discrepancies may be due to the the lack 
of radiative transfer treatment in Advection code. For high density, high 
radiation models, reducing the in i t i a l velocity can enhance the agreement, 
however, this creates numerical difficulties. I n general, the abundance pro­
files obtained by running Advection code in nonstationary mode, i.e., w i t h 
an in i t ia l velocity of 10"'' kms~^ have been found to be in good agreement 
w i t h the abundance profiles obtained by running Meudon-PDR code. 

I n this section, the fractional abundances of H species and C species 

produced by Meudon-PDR code and Advection code in stationary mode wi l l 

be presented. The abundances are relative to nn = »^(H) + 2n(H2). 
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Figure 6.1: The comparison of abundance profiles of H species, gas phase 
and solid phase water for Model 14. Top panel shows Meudon-PDR code 
output . Bo t tom panel shows Advection code output . Advection code has 
been run w i t h an in i t i a l velocity of 10~^kms~'. ria = 10^ cm~^. 
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Figure 6.2: The comparison of abundance profiles of C, CO and C-l- for 
Model 14. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run wi th an in i t i a l velocity 
of 1 0 - ^ k m s - ^ UH = lO^cm-^ . 
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Figure 6.3: The comparison of abundance profiles of H species, gas phase 
and solid phase water for Model 34. Top panel shows Meudon-PDR code 
output . Bo t tom panel shows Advection code output . Advection code has 
been run w i t h an in i t i a l velocity of lO^^km s"'. TIH = 10" cm""*. 
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Figure 6.4: The comparison of abundance profiles of C, CO and C + for 
Model 34. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run w i t h an in i t ia l velocity 
of lO-'^kni s-'. nH = i C cm"^. 
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Figure 6.5: The comparison of abundance profiles of H species, gas phase 
and sohd phase water for Model 54. Top panel shows Meudon-PDR code 
output . Bo t tom panel shows Advection code output . Advection code has 
been run w i t h an in i t ia l velocity of 10~^kms~^ TIH = 10"* cm~^. 
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Figure 6.6: The comparison of abundance profiles of C, CO and C + for 
Model 54. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run w i t h an in i t ia l velocity 
of 1 0 - ^ k m s - i . riH = 10 ' ' cm'^ . 
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Figure 6.7: The comparison of abundance profiles of H species, gas phase 
and solid phase water for Model 15. Top panel shows Meudon-PDR code 
output . Bo t tom panel shows Advection code output . Advection code has 
been run w i t h an in i t i a l velocity of 10~'''km s~^ nn = 10^ cm"^. 
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Figure 6.8: The comparison of abundance profiles of C, CO and C + for 
Model 15. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run w i t h an in i t ia l velocity 
of 1 0 - ^ k m s - i . nH = 10^ cm"^. 
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Figure 6.9: The comparison of abundance profiles of H species, gas phase 
and solid phase water for Model 35. Top panel shows Meudon-PDR code 
output . Bo t tom panel shows Advection code output . Advection code has 
been run w i t h an in i t i a l velocity of 10~^km s~^ 71H = 10^ cm~^. 
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Figure 6.10: The comparison of abundance profiles of C, CO and C-l- for 
Model 35. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run w i t h an in i t ia l velocity 
of lO-'^km s-'. U H = 10^ cm"^. 
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Figure 6.11: The comparison of abundance profiles of H species, gas phase 
and solid phase water for Model 55. Top panel shows Meudon-PDR code 
output . Bot tom panel shows Advection code output . Advection code has 
been run w i t h an in i t i a l velocity of lO^'^kms"^. nn = 10^ cm"-^. 
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Figure 6.12: The comparison of abundance profiles of C, CO and C+ for 
Model 55. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run w i t h an in i t i a l velocity 
of 1 0 - ^ k m s - i . nH = 10^ cm-^ . 
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Figure 6.13: The comparison of abundance profiles of H species, gas phase 
and solid phase water for Model 16. Top panel shows Meudon-PDR code 
output . Bo t tom panel shows Advection code output . Advection code has 
been run w i t h an in i t i a l velocity of 10~^kms~'. TIH = 10^ cm"' ' . 
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Figure 6.14: The comparison of abundance profiles of C, CO and C-t- for 
Model 16. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run w i t h an in i t ia l velocity 
of IQ- ' ^kms- ' . Tin = lO^^cm"^. 
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Figure 6.15: The comparison of abundance profiles of H species, gas phase 
and solid phase water for Model 36. Top panel shows Meudon-PDR code 
output . Bo t tom panel shows Advection code output . Advection code has 
been run w i t h an in i t ia l velocity of 10~^km s~ .̂ TIH = 10^ cm"-*. 
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Figure 6.16: The comparison of abundance profiles of C, CO and C-l- for 
Model 36. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run w i t h an in i t ia l velocity 
of 1 0 - ^ k m s - ^ UH = 10^ c m - ^ 
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Figure 6.17: The comparison of abundance profiles of H species, gas phase 
and solid phase water for Model 56. Top panel shows Meudon-PDR code 
output . Bo t tom panel shows Advection code output . Advection code has 
been run w i t h an in i t ia l velocity of 10"' ' 'kms~^ UH 10^ c m - 3 . 
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Figure 6.18: The comparison of abundance profiles of C, CO and C+ for 
Model 56. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run w i t h an in i t i a l velocity 
of 1 0 - ^ k m s - i . Tin = lO'^cm-^ 
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Figure 6.19: The comparison of abundance profiles of H species, gas phase 
and solid phase water for Model 24. Top panel shows Meudon-PDR code 
output . Bo t tom panel shows Advection code output . Advection code has 
been run w i t h an in i t ia l velocity of 10~' 'kms~^ nn = 10^ cm"""*. 
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Figure 6.20: The comparison of abundance profiles of C, CO and C-l- for 
Model 24. Top panel shows Meudon-PDR code output . Bo t tom panel shows 
Advection code output . Advection code has been run w i t h an in i t ia l velocit j ' 
of l O - ' ^ k m s - i . nH = 10'' cm^^. 
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6.2 Nonstationary results 

I n order to investigate the effects of advection and self-consistent dynamics 

in the P D R structure and the line intensities of H2O, Advection code was run 

w i t h an in i t i a l velocity of 1 k m s~̂  which is a typical value for velocity of ad-

vected material in PDRs (Storzer and Hollenbach, 1998; Ferland et al., 1998; 

Walmsley et al., 1999; Bertoldi and Draine, 1996). The results presented in 

this section show that advection effects the abundance profiles. Since the 

emphasis of this thesis is on H2O, the comparison between the abundance 

profiles obtained by running Advection code in stationary and nonstationary 

modes w i l l be given only for atomic and molecular H . O H and H2O. For 

comparison reasons, the photodesorption yield has been kept as i t is in the 

chemistry file chimieOdg.chi of Aleudon-PDR code which is 4 orders of mag­

nitude smaller than the value given by Westley et al. (1995). This causes 

high solid phase H2O abundance in nonstationary mode. Since the photodes­

orpt ion yield is low, in nonstationary mode, H2O ice is pushed towards the 

cloud surface before photodesorption reaction occurs. This effect is stronger 

for lower radiation models, e.g., for Model 14, as seen in Figure 6.21. I n the 

higher radiation models, the H2O ice manages to survive longer in nonsta­

tionary mode compared to stationary mode. However, unlike in Model 14 

(see Figure 6.21), for Model 56, i t is destroyed closer to the cloud surface as 

seen in Figure 6.29. The higher photodesorption yield causes more effective 

destruction of H2O ice releasing larger amount of gas phase H2O. This is 

discussed in 7.2.1 and comparisons of abundance profiles for low and high 

photodesorption yields for all models are provided. The effects of advection 
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in the P D R structure wi l l be discussed in more detail in Chapter 7. 
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Figure 6.21: The comparison of abundance profiles of H species, gas pfiase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 14. Top panel shows the abundance profiles 
for stationary mode when the ini t ia l velocity is 10~^ k m s ~ ' . Bot tom panel 
shows the abundance profiles for nonstationary mode when the in i t ia l velocity 
is 1 km s~^ 
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Figure 6.'22: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 34. Top panel shows the abundance profiles 
for stationary mode when the in i t i a l velocity is lO"'^ k m s " ^ Bo t tom panel 
shows the abundance profiles for nonstationary mode when the in i t ia l velocity 
is 1 km s~^ 
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Figure 6.23: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 54. Top panel shows the abundance profiles 
for stationary mode when the in i t i a l velocity is 10"'' k m s ~ ' . Bo t tom panel 
shows the abundance profiles for nonstationary mode when the in i t i a l velocity 
is 1 k m s ~ ' . 
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Figure 6.24: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 15. Top panel shows the abundance profiles 
for stationary mode when the in i t i a l velocity is 10~^ k m s ^ ^ Bo t tom panel 
shows the abundance profiles for nonstationary mode when the in i t ia l velocity 
is 1 k m s " ' . 
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Figure 6.25: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 35. Top panel shows the abundance profiles 
for stationary mode when the in i t ia l velocity is lO""" k m s ~ ' . B o t t o m panel 
shows the abundance profiles for nonstationary mode when the in i t i a l velocity 
is 1 k m s~^ 
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Figure 6.26: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 55. Top panel shows the abundance profiles 
for stationary mode when the in i t ia l velocity is 10~^ k m s ~ ' . B o t t o m panel 
shows the abundance profiles for nonstationary mode when the in i t i a l velocity 
is 1 k m s"^ 
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Figure 6.27: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 16. Top panel shows the abundance profiles 
for stationary mode when the in i t ia l velocity is 10~^ k m s ~ ^ B o t t o m panel 
shows the abundance profiles for nonstationary mode when the in i t ia l velocity 
is 1 k m s~^ 
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Figure 6.28: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 36. Top panel shows the abundance profiles 
for stationary mode when the in i t ia l velocity is 10~^ k m s ~ ' . Bo t tom panel 
shows the abundance profiles for nonstationary mode when the in i t ia l velocity 
is 1 km s~^ 
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Figure 6.29: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 56. Top panel shows the abundance profiles 
for stationary mode when the in i t ia l velocity is 10"'' k m s ~ ^ Bo t tom panel 
shows the abundance profiles for nonstationary mode when the in i t i a l velocity 
is 1 km s~ .̂ 
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Figure 6.30: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code in stationary and 
nonstationary modes for Model 24. Top panel shows the abundance profiles 
for stationary mode when the ini t ia l velocity is 10~^ k m s ~ ^ Bot tom panel 
shows the abundance profiles for nonstationary mode when the in i t ia l velocity 
is 1 k m s ~ ^ 
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6.2.1 Velocity Profiles 

As described in 5.2.2, the flow velocity is calculated self-consistently by using 

the conservation equations. The number density of the gas, n , increases 

as the molecules dissociate. By the conservation of number density, flow 

velocity decreases as the number density increases. The mass density of the 

gas also increases as the flow velocity decreases by the continuity equation. 

The velocity profiles for models w i t h nu = 10'' cm"^ are shown in Figure 

6 . 3 1 \ As seen in the Figure 6.31, the velocity gradient at lower where 

the radiation is less attenuated, is large enough to use L V G approximation. 

The increase in the number density of the gas at lower depths is shown in 

6.32. 

'The velocity profiles show similar behaviour for the other models with higher densities, 
however, they are not included here due to the space limitations. 
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Figure 6.31: Velocity profiles for models w i t h nn = 10"* cnT^. The flow 
velocity in cm s"^ is plotted as a funct ion of Ay for models 14, 24, 34 and 54. 
The ini t ia l velocity at Ay = 10 is 1kms~ ' . 
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Figure 6.32: The number density of the gas as a funct ion of Ay for models 
w i t h TiH = 10^ cm~^. 
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6.3 Line intensities of H2O 

In order to calculate the rotational line intensities of H2O arising from tran­

sitions between lower lying levels, Advection code was coupled to an escape 

probability code (see Chapter 4 for details). The results are presented in this 

section in Table 6.1 and the discussion regarding the effects of advection in 

line intensities of H2O will be given in Chapter 7. 

The escape probability code used in this work is capable of calculating 

the intensities of the transitions between the first 50 rotational levels of both 

0-H2O and P-H2O. As seen in the Table 6.1, for lower density, lower radiation 

models, there are less number of lines arising. The higher radiation, higher 

density models yield the intensities of transitions for all 50 rotational levels 

some of which are not in the wavelength range of Herschel Space Observatory 

Instruments H I F I and P A C S . Therefore, the intensities presented here are 

kept limited to the transitions which will be observed. 
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Models Transitions (liin) 
0-H2O Intensity (ergs ' cin~-'sr~' ) 

Models 538.27^m 179.53/jni 108.07//ni 174.63;(ni 259.99/im 113.54/jm 99.49/nn 82.03/iin 

14 5.08(-13) 2.73(-13) -2 .00 ( -13 ) 8.24(-15) 8.61(-17) 
15 4.81{-09) 4.17(-09) 5.66(-12) 2 . 7 7 ( - l l ) 5.75(-14) 
16 5.26(-08) 1.92(-07) 3.30(-08) 2.04(-08) 6.86(-10) 3.54(--10) 1.70(-12) 
34 1.07(-08) 3.93(-08) -1 .06 ( -09 ) 2.29(-09) 4.60(-10) 1.64(--13) 
35 3.04(-08) 1.60(-07) 3.94(-08) 5.88(-08) 1.60(-08) 2.17(--09) 1.45(-12) 2.25(-13) 
36 7.55(-08) 5.50(-07) 3.13(-07) 2.75(-07) 7.72{-08) 5.00(--08) 5.38(-10) 2..54(-13) 
54 2.23(-08) 1.69(-07) - 1 . 3 6 ( - 0 8 ) 1.38(-08) 1.75(-09) 9.51(--10) 
55 1.35(-07) 2.15(-0e) 1.82{-06) 1.17(-06) 4.42(-07) 1.46(--07) 1.05(-0S) 3.03(-10) 
56 6.13(-07) 1.22(-05) 2.05{-05) 9.94{-06) 4.95(-06) 1.37(--05) 3.34{-06) 4.84(-07) 
24 6.66(-10) 8 . 3 8 ( - l l ) 4..50(-13) 9.e6{-13) 1.91(-14) 1.71(--13) 

P-H2O Intensity (erg s s r - ' ) 

Models 269.27;/ni 303.45;nn 398.64;nn 100.98fjni 138.53^1" 125.3.5;/ni 95.63^/m 83.28/xni 

14 1.12(-13) 1.06(-14) 7.50(-16) - 1 . 4 0 ( - 1 5 ) 
15 7.08(-09) 4.72(-10) 1.96(-11) 4.42(-13) 1.23(-16) 
16 1.13(-07) 3.03(-08) l.e5(-08) 1.00(-09) 4.17(-09) 
34 1.99(-08) 6.41(-09) 2.10(-09) 4.86(-10) 5.80(-10) 1.37(-11) 
35 8.85(-08) 5.18(-08) 1.76(-08) - 1 . 2 4 ( - 0 9 ) 5.47(-09) 9.83(-14) 1.64(-14) 
36 2.69(-07) 1.90(-07) 7.57(-08) 6.15(-08) 1.39(-07) 1.71(-09) 2.48(-16) 
54 7.23(-08) 4.59(-08) -5 .49 ( -09 ) 1.78(-10) 2.03(-09) 

2.48(-16) 

55 5.93(-07) 2.35(-07) -8 .82 ( -08 ) 5.12(-10) 2.00(-09) 3.84(-10) 6 . 5 2 ( - l l ) 1.61(-11) 
56 3.15(-06) 2.59(-06) 1.09(-06) 9.23(-06) 8.49(-06) 3.07(-06) 1.09(-07) 6.42(-08) 
24 1.55(-10) 3.30(-12) 1.05(-13) - 4 . 9 5 ( - 1 4 ) 3.70(-14) 1.30E - 15 

Table 6.1: The intensities in erg s"^ cm~^ sr"^ calculated for each model stud­
ied for 1 km s~^ initial velocity. Transitions presented were selected according 
to the list of transitions that will be observed by Herschel Space Observatory. 
a(-b) denotes a x 10~''. 



Chapter 7 

Discussion 

In previous sections, the models and the method were described and the 

results were presented. In this section, the findings of this work will be dis­

cussed in more detail. The results presented here show that the advection in 

P D R s may effect the P D R structure, i.e., the classical P D R s in which there 

is an atomic to molecular H transition zone may not exist depending on the 

density and the radiation of the P D R . This finding is in agreement with the 

findings of Storzer and Hollenbach (1998). Advection not only effects the 

structure of the P D R , but it also effects the abundance profiles of chemical 

species and average abundance values. The line intensities of H2O are also 

effected by advection and the treatment of the flow velocity. 

As the gas flows with a velocity of the order of 1 kms~' , the dynamical 

timescale becomes comparable to the chemical timescales. The dynamical 

timescale is the characteristic time required for significant change in Ay and 
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it is calculated as 
1 

If the chemical timescale for a reaction is longer than the dynamical timescale, 

the reaction does not occur by the time that the chemical species of inter­

est reaches the cloud surface. This interplay between the timescales, in other 

words, dynamics and the chemistry, may cause significant effects in the struc­

ture and the line intensities as will be shown in the following sections. 

7.1 P D R structure 

The atomic to molecular H transition zone determines the P D R structure 

since Ho is the most abundant molecule and it initiates the molecular chem­

istry in the PDRs . Therefore, in the following analysis, the location of the 

H/H2 will be emphasized. 

Storzer and Hollenbach (1998), in their numerical parameter study of 

plane-parallel, semi-infinite P D R s where the I F is moving with a fixed ve­

locity VjF found that there is no H/H2 photodissociation front for models 

with x/iT- < 0-2viF where n is in cm"'^ and VJF is in k m s ~ ^ The findings of 

this work are consistent with the findings of Storzer and Hollenbach (1998) 

for models 14, 15, 16, 54 and 56, although the velocity is calculated self-

consistently in our work and may vary upto 10% of its initial value. For 

Model 14, 

x/nalQ-^ and 0.13 < 0.2t;//r < 0.2 
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where v j f ranges between 0.66 and 1 km s'*. The effect of advection in P D R 
structure for Model 14 is clearly seen in Figure 6.21 where the H/H2 zone 
disappears in nonstationary mode. The similar argument holds for models 15 
and 16 and can be seen in corresponding figures 6.24 and 6.27. For models 24, 
34, 35 and 36, the zone does not completely disappear, however the location 
of it is slightly closer to the surface in nonstationary mode. For models 
54, 55 and 56 where the P D R material is exposed to the highest radiation 
compared to the rest of the models, the location of the transition zone is the 
least effected by advection as seen in Figures 6.23, 6.26 and 6.29. Table 7.1 
summarizes the values of x / " ^^(^ 0.2vip considered in this comparison. 

Model x/n 0.2VIF 
Lowest Highest 

Model 14 10--3 0.13 0.2 
Model 34 10--1 0.08 0.2 
Model 54 10 0.02 0.2 
Model 15 10--4 0.12 0.2 
Model 35 10--2 0.08 0.2 
Model 55 1 0.06 0.2 
Model 16 10--5 0.16 0.2 
Model 36 10--3 0.06 0.2 
Model 56 10--1 0.11 0.2 
Model 24 10--2 0.11 0.2 

Table 7.1: The values for comparison of our findings to the findings of Storzer 
and Hollenbach (1998). The velocity vjp is in k m s ~ ^ The highest values for 
vjp correspond to the chosen initial velocity of 1 km s"^ at Ay = 10 for all 
the models. The lowest values of vip are reached at the cloud surface, i.e., 
at Ay ~ 10~^ 
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7.2 H2O 

In this section the effects of advection in H2O abundance profile, average 

abundance values and the rotational line intensities will be discussed. For 

comparison purposes, the calculation of photodesorption of H2O ice was 

adopted to that of Meudon in which the photodesorption yield parameter 

is 5 X 10"'̂  (see Walmsley et al. (1999)). The yield given by Westley et al. 

(1995) for photodesorption of H2O ice was adopted in the models used for 

calculation of line intensities. First, the comparison of the abundance profiles 

obtained using these two photodesorption yield parameters will be presented. 

In the rest of the discussion, yield obtained by Westley et al. (1995) will be 

used. The most recent laboratory measurements of the photodesorption of 

H2O ice have not been published j'et, however, the preliminary results pro­

vided by K . Oberg (priv. comm.) will be discussed in Section 7.2.1. 

7.2.1 Abundance 

Photodesorpt ion of H2O ice 

Photodesorption is considered to be the main destruction mechanism of H2O 

ice, that contributes to the abundance of gas phase H2O. Therefore, it will be 

illustrative to compare the effects of using different photodesorption yields. 

The Figures 7.1 to 7.10 are presented for this purpose. It is clear for all 

models that using the yield given by Westley et al. (1995) the H2O abun­

dance increases as expected. The abundance of solid phase H2O drops more 

efficiently. In the low radiation models, e.g., Model 14, using the photodes-
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orption yield by Westley et al. (1995) causes a drop in H2O ice abundance 
at Ay ^ 3 as seen in Figure 7.1 whereas for Model 54 H2O ice abundance 
drops at much larger as seen in Figure 7.3. Since the radiation is high for 
Model 54, the gas phase H2O is destroyed at /It, ~ 1.5 for both photodesorp-
tion yields used. In higher density models, e.g., in Model 16, gas phase H2O 
abundance appears to be effected more by using higher photodesorption yield 
(see 7.7. There is no feedback from the variations in the water abundance 
on the thermal profile, as temperature is produced by applying external fit 
to the temperature profile produced by Meudon-PDR code. 
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Figure 7.1: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code for Model 14 with 
two different photodesorption yields. Top panel shows the abundance profiles 
for the photodesorption yield adopted from Meudon-PDR code (see text for 
details). Bottom panel shows the abundance profiles for K = 3.5 x lO"'^ -I-
0.13e-33^/^»^ 
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Figure 7.2: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code for Model 34 with 
two different photodesorption yields. Top panel shows the abundance profiles 
for the photodesorption yield adopted from Meudon-PDR code (see text for 
details). Bottom panel shows the abundance profiles for y = 3.5 x 10"'' + 
0.13e-336/r,.^ 
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Figure 7.3: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code for A-lodel 54 with 
two different photodesorption yields. Top panel shows the abundance profiles 
for the photodesorption yield adopted from Meudon-PDR code (see text for 
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Figure 7.5: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code for Model 35 with 
two different photodesorption yields. Top panel shows the abundance profiles 
for the photodesorption yield adopted from Meudon-PDR code (see text for 
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Figure 7.6: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code for Model 55 with 
two different photodesorption yields. Top panel shows the abundance profiles 
for the photodesorption yield adopted from Meudon-PDR code (see text for 
details). Bottom panel shows the abundance profiles for Y = 3.5 x 10"'' -I-
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Figure 7.7: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code for Model 16 with 
two different photodesorption yields. Top panel shows the abundance profiles 
for the photodesorption yield adopted from Meudon-PDR code (see text for 
details). Bottom panel shows the abundance profiles for y = 3.5 x 10""̂  -I-
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Figure 7.8: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code for Model 36 with 
two different photodesorption yields. Top panel shows the abundance profiles 
for the photodesorption yield adopted from Meudon-PDR code (see text for 
details). Bottom panel shows the abundance profiles for y = 3.5 x 10"'̂  + 
0.13e-33^/^»^ 
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Figure 7.9; The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code for Model 56 with 
two different photodesorption yields. Top panel shows the abundance profiles 
for the photodesorption yield adopted from Meudon-PDR code (see text for 
details). Bottom panel shows the abundance profiles for y = 3.5 x lO"'^ -I-
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Figure 7.10: The comparison of abundance profiles of H species, gas phase 
and solid phase H2O obtained by running Advection code for Model 24 w i t h 
two different photodesorption yields. Top panel shows the abundance profiles 
for the photodesorption yield adopted f rom Meudon-PDR code (see text for 
details). Bo t tom panel shows the abundance profiles for V = 3.5 x 10^'^ + 
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The most recent laboratory measurements of photodesorption of H2O ice 

have been carried out by Oberg et al. and the photodesorption yield has 

been kindly provided by K . Oberg. The photodesorption yield in molecules 

per photon is given as 

Y{T,X) = (1.3 X 10-^ + 3.5 X 10-^Tg,)( l - exp(X/ / (Tg, ) ) ) (7.1) 

where Tgr is the dust temperature, X is the ice thickness in monolayers and 

Z(Tgr) is the diffusion parameter. For the purpose of comparison w i t h the 

photodesorption yield given by Westley et al. (1995), the Equation 7.1 has 

been approximated as 

y ( T ) = 1.3 X 10-^ + 3.5 X lO-^T, gr-

The comparison between the dust temperature dependence of photodesori> 

t ion yield by Westley et al. (1995) and Oberg et al. has been plotted in Figure 

7.11. The dust temperature in our models range between ~ 6 K and ~ l l O K . 

The Figure 7.11 suggests that the treatment of photodesorption yield may 

account for changes in the abundance of gas phase H2O and therefore in 

the resulting line intensities. This needs further investigation by including 

the most recent laboratory measurements in our models once they are made 

available. 
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Figure 7.11: The photodesorption yield of H2O ice in molecules per photon as 
a funct ion of dust temperature. Solid curve shows the photodesorption yield 
measured by Westley et al. (1995) and dashed curve shows the preliminary 
result for photodesorption yield provided by Oberg et al. 
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Abundance Profiles 

Now, the effects of advection in the abundance profile of H2O w i l l be dis­

cussed. The abundance profiles obtained using photodesorption yield of 

Westley et al. (1995) w i l l be shown for models 14, 56 and 24. I t is not 

possible to present the results for all the models studied due to the space 

limitat ions. The models 14, 56 and 24 were selected because of the following 

reasons; Model 14 represents the PDRs of which the ratio x/?^ has the low­

est value among studied models (see discussion in Section 7.1), therefore the 

abundance profiles and the structure are effected by advection to the greatest 

extent compared to other models presented. Model 56, in opposite, has the 

highest value for x/?!, therefore, i t is the least effected model by advection 

among the studied models. Model 24 is selected because this model has been 

used for comparison w i t h the results f rom the previous work of Bergin et al. 

(2003). 

As shown in the Figure 7.12, the abundance profile of H2O is effected by 

the advection even for Model 56. The material is pushed towards the cloud 

surface w i t h a velocity of the order of 1 k m s~̂  and as a result H2O manages 

to survive at lower Ay compared to the stationary case. For Model 14, H2O 

survives unt i l i t reaches the cloud depth Ay ~ 3.5 then starts to decrease at 

lower depths due to the photodissociation. For Model 24, due to the higher 

radiation compared to Model 14, H2O survives upto Ay ~ 4.5. The high 

radiation causes photodissocation of H2O even at higher depths. Ay ~ 6, for 

Model 56. Photodesorption of H2O ice at lower depths contributes to the 
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abundance of gas phase H2O. This effect is stronger for Model 56 due to 

the high radiation, whereas, the abundance of gas phase H2O increases only 

f rom Ay ^ I for Model 14. Deeper in the cloud, photodesorption is mainly 

due to the secondary photons as discussed in Section 5.2.4. 

The average relative abundance of H2O is 2.25 x 10"^ for Model 14 in 

stationary mode, whereas i t is 5.26 x 10"*^ in nonstationary mode. For 

Model 24, stationary mode yields 3.40 x 10"^ and nonstationary mode yields 

1.74 x 10"^ for average relative abundance of H2O. For Model 56, the values 

are 2.12 x 10"^ and 9.98 x 10~^ for stationary and nonstationary modes, 

respectively. 

7 . 2 . 2 L i n e i n t e n s i t i e s 

So far the effects of advection in P D R structure and in the chemical abun­

dances have been discussed for a range of radiation and density parameters. 

I n order to investigate how advection and choice of in i t ia l velocities affect the 

resulting line intensities. Model 14 has been run for in i t ia l velocities ranging 

between 10~^ and 1 k m s ~ ^ Intensities of H2O rotational lines have been 

calculated for each case. The results for mostly observed rotational line of 

water, i.e., 556.936 GHz, are plotted in Figure 7.13. As seen in the figure, 

the resulting intensity of the same line depends on the order of magnitude 

of the velocity. The sharp rise in the intensity between the in i t ia l velocities 

10~^ k m s ~ ' and 10~^ kms~^ result f rom the changes in the gas phase and 
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solid phase abundance profiles of H2O w i th in that range. This is displayed in 

Figure 7.14. As seen in the figure, the behaviour of abundances of both gas 

phase and solid phase H2O suggests that the in i t i a l velocity 10~^ k m s~̂  acts 

as a cri t ical flow velocity below which the chemical timescales regarding H2O 

are s t i l l shorter than the dynamical timescale. Chemical timescales of pho-

todissociation of H2O and photodesorption of H2O ice have been compared to 

the dynamical timescale for the in i t i a l velocities 10"^, 10~^ and 10~' k m s ~ ^ 

Figures 7.17, 7.16 and 7.15 illustrate this comparison. As seen in these 

figures, in i t ia l velocities above 10"^ kms"^ make the dynamical timescale 

shorter than timescale for photodesorption of H2O ice. This reflects in the 

abundance profiles of gas phase and solid phase H2O. However, i t should be 

noted that the gas phase H2O is formed mainly by dissociative recombination 

of the HsO"*" ion, in the cold gas where the temperature is below 100 K . The 

drop in the line intensity above the in i t ia l velocity 10"^ k m s ~ ' may be due 

to the self-absorption but this needs to be verified numerically. 
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Figure 7.14: Abundance profiles of gas phase (top panel) and solid phase 
(bottom panel) H2O for Model 14 for the range of initial velocities between 
IQ-^ and 1 kms-^ The abundances are relative to nn = 10'' cm-^. 
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Figure 7.15: The comparison of dynamical timescale to chemical timescales 
for in i t i a l velocity of 10~^ k m s~̂  for Model 14. The sohd curve shows the 
dynamical timescale, dotted curve shows the timescale of photodissociation 
of H2O and dashed curve shows the timescale of photodesorption of H2O ice. 
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Figure 7.16: The comparison of dynamical timescale to chemical timescales 
for in i t ia l velocity of 10"^ k m s"^ for Model 14. The solid curve shows the 
dynamical timescale, dotted curve shows the timescale of photodissociation 
of H2O and dashed curve shows the timescale of photodesorption of H2O ice. 
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Figure 7.17: The comparison of dynamical timescale to chemical timescales 
for ini t ia l velocity of 10"^ k m s " ' for Model 14. The solid curve shows the 
dynamical timescale, dotted curve shows the timescale of photodissociation 
of H2O and dashed curve shows the timescale of photodesorption of H2O ice. 
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7.3 Comparison 

Bergin et al. (2003) examined NGC 1333 using SWAS. NGC 1333 is a well 

known reflection nebula. They suggested that the observed emission of o-

H2O 557 GHz towards several positions in NGC 1333 can be reproduced 

by P D R models. They found, for SS 5, the observed integrated intensity is 

0 . 1 9 ± 0 . 0 2 K km/s . The average abundance of gas phase H2O has been found 

as X (H20) = 1.8 X 10-^ for their P D R model based on Tielens and Hollen-

bach (1985) and Kaufman et al. (1999) w i t h parameters, = 2 x 10''cm~^ 

and Go = 100. Our corresponding model. Model 24, yields an average abun­

dance value, X (H20) = 1.7 x 10~^ for an in i t ia l velocity of 1 k m s~\ whereas 

the result obtained f r o m stationary case yields X (H20) = 4.1 x 10"^. They 

have assumed that H2O does not freeze-out on the grains in the low density 

gas, so the freeze-out in our model has been removed for comparison pur­

pose. The to ta l hydrogen density has been assumed to be Tin = lO** cm~^. 

This model gave the most consistent average relative abundance of H2O for 

in i t ia l velocity of 0.7 km s~^ which is found to be 1.8 x 10"^. The line inten­

sity of 0-H2O has been found to be 2.72 x 10-^^ ergs"^ c m ' ^ for the SWAS 

beam of 3.3' x 4.5'. This is a factor of ~ 16 lower compared to the value 

4.48 X lO"^"* erg s~̂  cm~^ that the observed integrated intensity 0.19 K km/s 

corresponds to. This discrepancy may be due to the chosen in i t i a l velocity 

which determines the order of magnitude in 1 kms~^ of the flow velocity 

through the PDR. Increasing the flow velocity, w i l l result in an increased 

abundance of gas phase H2O and would increase the resulting line intensity, 

however, other species that are involved in contr ibut ion to the abundance of 
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gas phase HQO w i l l be effected by shortened dynamical timescale, as well. 

A t low temperatures, the dissociative recombination of H3O"*" produces H2O. 

Photodesorption of H2O ice is another mechanism that contributes to the gas 

phase H2O. On the other hand, determining the temperature of the gas is a 

common problem of P D R modelling. The dust temperature in our models are 

derived f rom the gas temperature, and the photodesorption yield depends on 

the dust temperature. Therefore, more accurate, fu l ly self-consistent treat­

ment of gas temperature is needed to be included in our advection models in 

order to carry out further investigations. 

There are other theoretical studies attempted to model the observed line 

intensities in the PDRs as mentioned in Sections 2.1 and 5.1, on line intensi­

ties of H2O, however, the direct comparison of our results w i t h those models 

is not possible since they do not include the self-consistent dynamics and ad­

vection flows. The future observations of PDRs w i l l be useful in comparing 

our predictions to the observed line intensities for other lines of H2O. 



Chapter 8 

Observational Work-NO 

Depletion in L1544 and L183 

8.1 Introduction 

Depletion of elements has long been thought to be important in the early 

stages of star formation. The dynamical status of the protostellar object can 

be inferred f r o m the chemical evolution and depletion of elements. There­

fore, understanding the depletion is crucial in determining the structure of 

pre-protostellar cores just prior to collapse. 

On the other hand, molecular line emission provides informat ion about 

the kinematics of prestellar cores. However, C-containing species deplete 

onto dust grain surfaces in the central region. N-containing species ( in par­

ticular NH3 and N2H-'-) show a different behaviour and they remain in the 

gas phase at higher densities. 
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Whether O H and H2O are present in gas phase at higher densities is not 

known. There are observational constraints on the problem which would be 

solved by the improvements in observational facilities. H I F I and HERSCHEL 

may resolve this and observe O H and H2O which are di f f icul t to observe f rom 

ground-based facilities due to the reasons explained in Chapter 3. 

U n t i l the space-based observational facilities provide more detailed infor­

mation about H2O i n star forming cores, we have to th ink of other ways 

to approach this problem. According to the present chemical models, the 

abundance of NO reflects more or less the O H abundance. Furthermore, NO 

is a key molecule in nitrogen chemistry. 

In order to understand the depletion characteristics of NO and whether it 

can be suggested as a tracer, the dependence of NO abundance on position in 

the pre-protostellar cores was investigated. I n this chapter, this observational 

work is presented in detail and the results are discussed. This chapter is based 

on the publication Akyi lmaz et al. (2007). 

8.2 Depletion and chemistry in prestellar cores 

The structure of the star forming regions is determined by the interplay of 

the chemical reactions that involve the depletion of chemical species on the 

grains. In the interior of cold molecular clouds, most molecules except the 

ones bearing only H and some N-containing species are expected to deplete 
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on to the grains and eventually disappear f rom gas phase. C-containing 
species deplete on to dust grain surfaces in the central, high density regions 
of presteliar cores. The informat ion provided by molecular Une emissions 
is necessary to understand the kinematics of the prestellar cores. The fact 
tha t the most C-containing species trace only the outer shell of the prestellar 
cores but not the high-density interior (nn > 3 x 10'' cm""^) l imi ts our under­
standing. The reader is notified that there has been a recent study on C N in 
L1544 and L183 and C N has been found to be only C-containing species that 
does not show depletion characteristics similar to other C species (Hi ly-Blant 
et al., 2008). 

However, N-containing species do not show the same behaviour, i.e., they 

manage to survive in the gas phase up to densities of a few times 10^ cm~^. 

For example, Belloche and Andre (2004) suggested that N2H''" ion disappears 

f r o m the gas phase above a density of na^ ~ 4 — 7 x 1 0 ^ cm~^ in the envelope 

of the object I R A M 04191. The N-containing species seem to disappear f rom 

gas phase when nn ^ lO^cm"^ (Pagani et al., .2005, and references therein). 

The survival of N-containing species up to higher densities was originally 

a t t r ibuted to the relatively high volat i l i ty of N2 on grain surfaces (Bergin 

and Langer, 1997; Aikawa et al., 2001), but recent laboratory measurements 

(Oberg and Schlemmer, 2005; Bisschop et al . , 2006) show tha t N2 is only 

marginally more volatile than CO. This result throws doubt on much re­

cent modelling of the chemistry of prestellar cores and poses the question of 

whether another more volatile and abundant f o r m of nitrogen is responsible 

for the survival of N-containing species to high density. The low sticking co-
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efficients for eitlier molecular or atomic N can be an alternative explanation. 
Flower et al. (2005, 2006) found that low sticking coefficients for both atomic 
N and O provide the best f i t of the models to the observed abundances of 
NH3 and N2H''" although this needs experimental confirmation. 

As mentioned in earlier sections, O H and H2O are important species 

in the interstellar medium and star formation. I t is not known whether 

0-containing species, such as O H and H2O deplete at high densities since 

determining the abundances of these species in cold clouds are d i f f icul t due 

to the observational l imitat ions (Goldsmith and L i . 2005; Bergin and Snell, 

2002). The future observations of H2O w i t h H I F I onboard Herschel or of O H 

w i t h the Square Kilometer Array (SKA) may resolve this and provide an­

swers to whether 0-containing species survive in the gas phase in the regions 

where N2H"^ and NH3 observed. However, by the time the future facilities 

are ready, the alternative observational strategies need to be considered. The 

chemical models of prestellar cores can be used as a guide to develop these 

alternative strategies. I f the sticking probabil i ty of atomic oxygen is not 

larger than that of atomic nitrogen, then O H and H2O might be expected to 

survive in the gas phase where N2H"*' and NH3 are found in the gas phase. 

A n important aspect of this problem involves NO. N O is believed to be 

a key molecule in the nitrogen chemistry which mediates the transformation 

of atomic into molecular nitrogen. 

N + O H ^ H + NO (8.1) 
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N + NO -> O + N2 (8.2) 

Assuming that the reactions 8.1 and 8.2 dominate the formation and destruc­

t ion of NO, respectively, the ratio of the abundance of NO and to that of 

O H is simply equal to the ratio of the rate coefficients for these reactions, 

ki/k2 ~ 1 providing that there are no energy barriers to these reactions, 

which might reduce differentially the values of their rate coefficients at low 

temperatures. Under the conditions that the above equation holds, NO can 

be considered as a proxy for O H , and therefore, i t can provide information 

on 0-containing species in the gas phase. 

NO is one of the most abundant nitrogenated molecules in the interstellar 

medium. I t has been previously detected at mil l imeter wavelengths in both 

dark and cold clouds. I t was observed in L183 and fractional abundance of 

NO was found to be around 10~^ (Gerin and Ellinger, 1992; Gerin and Casoli, 

1993). The value quoted by these authors was based on the C ' ^0 column 

density. CO is known to be depleted in L183 (Pagani et al., 2004, 2005), 

hence the value for the fractional abundance of NO was an overestimate. 

However, i t is s t i l l high that makes NO suitable and the spatial variation of 

i t worth investigating for, in the cores L183 and L1544. The objective was 

to compare the spatial variation of NO and H2. The dust emission maps are 

available for both L183 and L1544, f rom which the estimates of the column 

densities of molecular hydrogen iV(H2) can be inferred. The N2H"*'(1 — 0) 

was observed simultaneously, since i t is known to follow roughly the dust 

emission. 
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8.3 The rotational structure of NO molecule 

In this section, the molecular structure of NO molecule w i l l be given in detail 

in the context of rotational levels. Each rotational level J is split into two 

single rotational levels of opposite parity, ' + ' and due to the coupling 

of electronic angular momentum and the rotat ion of the nuclei. Only the 

transitions between levels of opposite pari ty are allowed by the selection rule 

for electric dipole transitions. Therefore, there are two series of transitions 

called 11''" and 11"" connecting the n"*" and IT" levels, respectively. 

The hyperfine spl i t t ing is due to the interaction of the magnetic moment 

and the electric quadrupole moment of the nitrogen nucleus w i t h the elec­

trons. The hyperfine levels are characterized by quantum number F which 

arises f rom the coupling of the nuclear spin vector / and the to ta l angular 

momentum J . F takes the values between \ I — J \ and | / + J | and has 

a statistical weight gp = 2F + 1. Selection rules for electric dipole transi­

tions between hyperfine levels are A J = ± 1 and A F = 0 , ± 1 giving rise to 

5 hyperfine components for the transition J = 3/2 —» 1/2 and 6 hyperfine 

components for the transition J = 5/2 —> 3/2. 

Table 8.1 shows the parameters of the hyperfine transitions of N O (Gerin 

and Ellinger, 1992, and references therein). The parameters appearing in the 

table w i l l be explained in more detail in Section 8.5.2. 
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Transition Frequency 5,/'.;" A J'J" gj, Sr'F" Aj'F',.l"F" Ejipi 
J'F' J"F" (MHZ) (s-l) {s-1 ) ( K ) 
n+ band 
3 / 2 , 5 / 2 - . 1 /2 ,3 /2 150176.46 0.500 1.10( - 7 ) 6 7.2070 
3 / 2 , 3 / 2 - » 1 /2 ,1 /2 150198.76 0.186 6.13( - 8 ) 4 7.2090 
3 / 2 , 3 / 2 ^ 1 /2 ,3 /2 150218.74 4/3 3.34(-7) 4 0.148 4.91( - 8 ) 4 7.2090 
3 / 2 , 1 / 2 -> 1 /2 ,1 /2 150225.65 0.148 9.82( - 8 ) 2 7.2103 
3 / 2 , 1 / 2 1 /2 ,3 /2 150245.64 0.018 1.23( - 8 ) 2 7.2103 

n - band 
3 / 2 , 1 / 2 ^ 1 /2 ,3 /2 150375.30 0.018 1.23( - 8 ) 2 7.2372 
3 / 2 , 3 / 2 ^ 1 /2 ,3 /2 150439.10 0.148 4.93( - 8 ) 4 7.2402 
3 / 2 , 5 / 2 ^ 1 /2 ,3 /2 150546.46 4/3 3.34(-7) 4 0.500 1.11( - 7 ) 6 7.2454 
3 / 2 , 1 / 2 ^ 1 /2 ,1 /2 150580.55 0.148 9.89{ - 8 ) 2 7.2372 
3 / 2 , 3 / 2 ^ 1/2 ,1/2 150644.35 0.186 6.19( - 8 ) 4 7.2402 

n+ band 
5 /2 ,7 /2 ^ 3 / 2 , 5 / 2 250436.84 0.445 6.14( - 7 ) 8 19.2254 
5 /2 ,5 /2 ^ 3 / 2 , 3 / 2 250440.66 0.280 5.16( - 7 ) 6 19.2276 
5 /2 ,3 /2 - . 3 / 2 , 1 / 2 250448.53 2,4 1.84(-6) 6 0.167 4,61( - 7 ) 4 19.2292 
5 /2 ,3 /2 ^ 3 / 2 , 3 / 2 250475.42 0.053 1,47{ - 7 ) 4 19.2292 
5 /2 ,5 /2 - » 3 / 2 , 5 / 2 250482.94 0.053 9.83( - 8 ) 6 19.2276 
5 /2 ,3 /2 ^ 3 / 2 , 5 / 2 250517.71 0.002 6.15( - 9 ) 4 19.2292 

n~ band 
5 /2 ,3 /2 - » 3 / 2 , 5 / 2 250645.77 0.002 6.16( - 9 ) 4 19.2739 
5 /2 ,5 /2 3 / 2 , 5 / 2 250708.24 0.053 9.86( - 8 ) 6 19.2768 
5 /2 ,3 /2 3 / 2 , 3 / 2 250753.14 2.4 1.84(-6) 6 0.053 1.48( - 7 ) 4 19.2739 
•5/2, 7/2 ^ 3/2, 5/2 250796.43 0.445 6.17{ - 7 ) 8 19.2811 
•5 /2 ,5 /2 -> 3 / 2 , 3 / 2 250815.61 0.280 5.18( - 7 ) 6 19.2768 
5 /2 ,3 /2 ^ 3 / 2 , 1 / 2 250816.93 0.167 4.63( - 7 ) 4 19.2739 

Table 8.1: Parameters of the hyperfine transitions of N O (Gerin and EUinger, 
1992). a(-b) denotes a x l O " ' ' . 
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8.4 Observations 

The observations were carried out in two runs, in July and August 2005, us­

ing the I R A M 30m telescope. The 3 mm, 2 m m and 1.3 m m receivers, AlOO, 

D150 and D270, respectively, were used simultaneously. The 3 m m receiver 

was tuned to the N2H+ J = 1 ^ 0 93.17632 GHz line, the 2 m m receiver to 

the centre of the N O J = 3/2 ^ 1/2 n + and H " transitions at 150.36146 

GHz and the 1.3 m m receiver to the centre of the NO J = 5/2 —> 3/2n"'" and 

n - transitions at 250.61664 GHz. The half-power beam widths ( H P B W " ) 

are obtained by using the relation 

H P B W " = 2460/Frequency(GHz) (8.3) 

which for the frequencies above gives 27", 16" and 10", respectively. The 

corresponding main-beam efficiencies are 0.78, 0.68 and 0.48. Pointing was 

checked at intervals of roughly two hours and was found to be accurate wi th in 

2". We used central positions (J2000) of R A = 05''04'"16^9, Dec = 25°10'47".7 

for L1544 and R A = 15*^54•"08^8, Dec = - 0 2 ° 5 2 ' 4 4 " . 0 for L183, and the off­

sets specified below are w i t h respect to these positions. 

The faci l i ty SIS receivers were used in frequency-switching mode w i t h 

system temperatures of 150 - 180 K at 3 m m , 350 - 450 K at 2 mm, and 

1000 - 2000 K at 1.3 mm. A t 3 mm, the facil i ty VESPA autocorrelator 

was used as a spectral backend w i t h 20 kHz channel spacing over a 20 MHz 

bandwidth, allowing us to cover all 7 hyperfine satellites of the N2H"'" (J = 

1 ^ 0 ) transition. A t 2 m m and at 1.3 mm, the NO lines are too widely 
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Receiver Resolution Bandwidth Frequency Transit ion 
(kHz) (MHz) ( G H z ) 

A100 20 20 93.176265 N2H+ J = = 1 — 0 
D150 20 20 150.17646 NO n+ J = 3/2 1/2, F = 5 /2 3/2 
D150 20 20 150.54646 NO n - .1 = 3/2 -» 1/2, F = 5 / 2 - 3/2 
D270 40 40 250.43684 N o n + J = 5/2 ^ 3/2, F = 7 /2 5/2 
D270 40 40 250.79643 NO n - J = 5/2 ^ 3/2, F = 7 /2 - » 5/2 
D150 20 20 150.19876 NO n+ J = 3/2 — 1/2, F = 3 / 2 — 1/2 
D150 20 20 150.21874 N o n + J = 3/2 -> 1/2, F = 3 / 2 - 3/2 
D150 20 20 150.22565 N o n + J = 3/2 1/2, F = 1 / 2 - 1/2 
D150 20 20 150.58055 N o n - J = 3/2 1/2, F = 1 / 2 - 1/2 
D270 40 40 250.81561 N o n - J = 5 / 2 - . 3/2 , F = 5 /2 - 3/2 

Table 8.2: The transitions observed and the corresponding autocorrelator 
spl i t t ing. 

separated to be covered in one band w i t h adequate resolution. Therefore, 

VESPA was split into 6 parts of 20 MHz bandwidth w i t h 20 kHz resolution 

at 2 m m and 3 parts w i t h 40 M H z bandwidth and 40 kHz resolution at 

1.3 mm. The list of observed transitions and the details of autocorrelator 

spl i t t ing are summarized in Table 8.2. The data were processed by using the 

G I L D A S (Grenoble Image and Line Data Analysis System) package ^. 

8.5 Results 

8.5.1 The Observed Line Intensities 

I n the t ime available, rather than a t tempt ing to map the sources L1544 and 

L183, we observed N O emission along two orthogonal cuts in L1544 and one 

cut i n L183 chosen according to the tota l column density distributions rep­

resented by the dust maps. For L1544 the observed cuts correspond to the 

major and minor axes of the dust emission, which are along NW-SE and 

'Main ly C L A S S was used. 
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NE-SW directions of the source, respectively ^. For L183, only one cut along 
R.A. , i.e., E - W direction was observed due to the tota l t ime available for this 
source. The line intensities of NO transitions observed towards the centre of 
both L1544 and L183 are summarised in Table 8.3. The 250 GHz lines have 
larger noise levels compared to the 150 GHz lines. For L1544, the parameters 
in Table 8.3 are obtained by using the fixed w id th method in CLASS and 
fixing the line wid th to that of 150.17646 GHz lines. 

^N, S, E and W denote the directions North, South, E a s t and West in Equator ia l 
Coordinate system, respectively 
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Frequency Integrated Intensity Av 

GHz K k m s-^ k m s -1 k m s~' 
L I 544 
150.17646 0.22(0.02) 7.18(0 01) 0.38(0.02) 
150.19876 0.09(0.01) 7.14(0 02) 0.35(0.04) 
150.21874 0.05(0.01) 7.12(0 02) 0.30(0.04) 
150.22565 0.06(0.01) 7.12(0 02) 0.26(0.04) 
150.54646 0.20(0.01) 7.11(0 01) 0.34(0.02) 
150.58055 0.04(0.01) 7.13(0 03) 0.34(0.06) 
250.43684 0.26(0.04) 7.28(0 05) 0.38 
250.79643 0.22(0.04) 7.26(0 04) 0.38 

L183 
150.17646 0.47(0.02) 2.37(0 01) 0.38(0.02) 
150.19876 0.18(0.02) 2.37(0 02) 0.44(0.04) 
150.21874 0.14(0.01) 2.29(0 02) 0.38(0.04) 
150.22565 0.14(0.01) 2.35(0 02) 0.32(0.04) 
150.54646 0.46(0.02) 2.38(0 01) 0.38(0.02) 
150.58055 0.12(0.01) 2.38(0 02) 0.29(0.04) 
250.43684 0.27(0.06) 2.33(0 01) 0.11(0.03) 
250.79643 0.32(0.06) 2.38(0 02) 0.27(0.06) 

Table 8.3: NO transitions observed towards the central positions of L1544 
and L183 w i t h uncertainties i n parentheses. For L1544, the linewidths of the 
150 GHz transitions were determined by using the Gaussian fit available w i t h 
CLASS of G I L D A S package, the linewidths of the 250 GHz lines were fixed 
to that of the 150.17646 GHz transit ion due to the noise level of these hues. 
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8.5.2 Determination of column densities 
N O 

The determination of column densities were carried out using the method 

described by Gerin and Ellinger (1992). Provided that the emission line 

is optically th in , for a transit ion J'.F' —> J",F" the column density of 

N O molecules in the upper level J ' , F' can be obtained directly f r o m the 

integrated intensity of the main beam brightness temperature using 

hc^ / l j 'F ' , J"F" (1 - Juo{TBG)IJi^aKTex)) J 

where 

and TBC — 2.7 K is the background radiation temperature, T^x is the ex­

ci tat ion temperature of the transition, UQ = VJIF\J"F" and the transit ion 

probabil i ty between two hyperfine levels is 

Sj>J" is the rotational line strength and 5^' F" is a dimensionless factor 

which obeys the sum rules as follows 
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^ SF'F" = 1 
F' F" 

) pi F" 

F" 

^ ] SF'F" 

2 F ' + 1 

( 2 / - M ) ( 2 J ' + 1) 

2 F " + 1 

( 2 / + l ) ( 2 J " - h l ) ' 

Assuming that the population of levels obeys Boltzmann law at the k i ­

netic temperature of the cloud Tkin, in the optically th in LTE(Local Thermal 

Equi l ibr ium) l imi t , the tota l column density Niot can be calculated using 

QF' 

where Qrot is the rotational par t i t ion function, 

E j J ' . F ' ) 
(8.7) 

Qrot = XI XI XI -^^^^P 
S p J,F 

E{J',F') 
(8.8) 

The relative intensities of the different hyperfine components are observed 

to be close to the values expected on the basis of the line strengths given 

in Table 8.1. This can be checked by comparing the ratios of the observed 

line intensities and of the strengths given in the table. The ratio between 

J = 3/2 ^ 1/2, F = 3/2 — 1/2 and J = 3/2 ^ 1/2, F = 5/2 ^ 3/2 is 0.37 

according to the Table 8.1. Averaging the transitions f rom D""" and Yl~ bands, 

the ratio was obtained to be 0 . 4 6 ± 0 . 0 7 at the central position of L1544 which 

corresponds to the offset (0,0). Similarly, the ratio of the average of the three 

2 m m lines w i th strength 0.148 in Table 8.1 to the two lines w i t h strength 
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0.500 is measured to be 0.30 ± 0.04, as compared w i t h 0.30 The intensities 
of the N O hyperfine components are almost consistent, to w i t h i n the error 
bars, w i t h the low optical depth l imi t . Therefore, the intensities of the N O 
150 GHz (2 mm) can be expected to yield a good approximation to the true 
NO column density dis t r ibut ion. The averaged integrated intensity 7(2 mm) 
of the J = 3/2 ^ 1/2, F = 5/2 3/2 transitions in n + and H " bands can 
be converted into the NO column density for a given Tg^,. 

The calculations of the rate coefficients for rotational transitions of NO, 

induced by H2 are not j 'e t available to the best of our knowledge. How­

ever, the calculations for OH-H2 which shares many physical characteristics 

w i t h NO-H2 have been carried out by Offer and van Dishoeck (1992). The 

rate coefficient for rotational de-excitation at T = 50 K is of the order of 

10~" cm"̂  s~' and not strongly dependent on Tfc,„. The rate of spontaneous 

radiative decay is of order of 10~'' (Table 8.1) which implies a cr i t ical density 

of H2 of the order of lO'' cm~^. I n this case, i t is reasonable to assume tha t 

the NO levels of interest here are thermalized. Based on the NH3 results of 

Tafalla et al. (2002) for L1544 and Ungerechts et al. (1980) for L183 Tex is 

assumed to be 8.75 K and 9 K , respectively. More recently, the gas tempera­

ture in the core center of L183 has been predicted to be (7 ± 1) K by using a 

non-LTE Monte Carlo code (Pagani et al . , 2007) and the gas has been found 

to be thermalized w i t h the dust 

Averaging procedure was carried out using C L A S S . 
' 'This study was not available at the time that our observational work WAS being carried 

out and the results were published. 
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A n independent check of the NO excitation in L1544 is provided by our 
own measurements of the J = 5/2 —> 3/2 250 GHz lines. The ratio of inten­
sities of 250 GHz lines to 150 GHz Hnes are / ( 1 . 2 m m ) / I ( 2 m m ) = 1 . 1 4 ± 0 . 2 5 
f rom the Table 8.3 where a 15 percent of calibration error was assumed in 
addit ion to the formal errors given in the table ^. Using the formulat ion of 
Gerin and Ellinger (1992), and assuming that L T E approach holds and the 
level populations obey Boltzmann law, the corresponding excitation temper­
ature between the J = 5/2 and J = 3/2 levels is found to be 13.5 ± 4 K , 
which is higher than the single-dish NH3 measurement, but consistent w i t h 
i t , to w i t h i n the combined error bars. 

Therefore, for the excitation temperatures 8.75 K and 9 K for L1544 and 

L183, respectively, the column density of NO cm~^ in L1544 and L183 can 

be approximately given by 

A^(NO) = 4.3 X 10^^1(2 mm) (8.9) 

where / ( 2 mm) is the integrated intensity of NO 2 m m (150 GHz) lines in 

K k m s " ^ The integrated intensities of the strongest transitions in n""" and 

n ~ bands are given in Table 8.4. 

^The 7(1.2 mm) is the average of tlie integrated intensities of tiie two J = 5 /2 
3 /2 , F = 7/2 ^ 5/2 transitions. 
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R . A . Dec. n+J = 3/2 — 1/1,F = 5/2 - 3 / 2 n - J = 3/2 — 1/2, F = 5/2 - 3/2 Averaged 
Offset Offset Integrated intensity Integrated intensity Integrated Intensity 
iircsec arcsec Kknis"' K k n i s - ' Kknis"' 

L1544 N W - S E 
120.00 -120.00 0.038(0.007) 0.047(0.007) 0.044(0.005) 
100.00 -100.00 0.063(0.008) 0.618(0.010) 0.062(0.007) 
80.000 -80.000 0.080(0.010) 0.061(0.008) 0.070(0.007) 
60.000 -60.000 0.117(0.010) 0.069(0.012) 0.095(0.007) 
40.000 -40.000 0.173(0.009) 0.133(0.010) 0.156(0.007) 
20.000 -20.000 0.168(0.010) 0.172(0.010) 0.169(0.007) 
0.0000 0.0000 0.216(0.010) 0.199(0.010) 0.206(0.007) 
-20.000 20.000 0.163(0.010) 0.176(0.011) 0.169(0.007) 
-40.000 40.000 0.161(0.012) 0.152(0.011) 0.156(0.009) 
-60.000 60.000 0.162(0.011) 0.145(0.012) 0.154(0.008) 
-80.000 80.000 0.078(0.010) 0.102(0.016) 0.088(0.010) 
-100.00 100.00 0.050(0.007) 0.065(0.016) 0.054(0.007) 
-120.00 120.00 0.027(0.005) 0.020(0.007) 0.023(0.004) 
-140.00 140.00 0.097(0.023) 0.081(0.010) 0.065(0.008) 

L1544 NE-SVV 
-80.000 -80.000 0.022(0.008) 0.023(0.008) 0.025(0.005) 
-60.000 -60.000 0.019(0.005) 0.047(0.010) 0.030(0.005) 
-40.000 -40.000 0.090(0.010) 0.100(0.011) 0.095(0.007) 
-20.000 -20.000 0.225(0.011) 0.205(0.011) 0.214(0.008) 
0.0000 0.0000 0.216(0.010) 0.199(0.010) 0.206(0.007) 
20.000 20.000 0.214(0.012) 0.224(0.011) 0.218(0.008) 
40.000 40.000 0.236(0.014) 0.190(0.014) 0.213(0.011) 
60.000 60.000 0.218(0.010) 0.223(0.011) 0.219(0.008) 
80.000 80.000 0.173(0.010) 0.164(0.010) 0.169(0.007) 
100.00 100.00 0.115(0.010) 0.147(0.008) 0.131(0.005) 
120.00 120.00 0.065(0.011) 0.073(0.010) 0.068(0.007) 
140.00 140.00 0.027(0.010) 0.000(0.000) 0.022(0.005) 

L183 E - \ V 
-100.00 0.0000 0.577(0.070) 0.599(0.082) 0.618(0.060) 
-80.000 0.0000 0.578(0.088) 0.577(0.088) 0.577(0.063) 
-60.000 0.0000 0.333(0.060) 0.363(0.059) 0.352(0.044) 
-40.000 0.0000 0.641(0.070) 0.692(0.064) 0.665(0.045) 
-20.000 0.0000 0.574(0.074) 0.565(0.066) 0.538(0.051) 
0.0000 0.0000 1.170(0.067) 1.146(0.071) 1.137(0.055) 
20.000 0.0000 1.369(0.142) 1.387(0.141) 1.365(0.078) 
40.000 0.0000 1.127(0.171) 0.841(0.170) 1.003(0.119) 
60.000 0.0000 0.589(0.077) 0.643(0.080) 0.610(0.059) 
80.000 0.0000 0.440(0.090) 0.356(0.095) 0.394(0.063) 

Table 8.4: The integrated intensities of strongest NO 2 m m (150 GHz) 
lines along the observed cuts in L1544 and L183. The integrated in­
tensities and accompanied errors given in the parentheses were obtained 
using the Gaussian fits of CLASS procedure. Averaging the transitions 
J = 3/2 ^ 1/2, F = 5/2 -> 3/2 in 0 + and H " bands were carried out 
by using CLASS. 
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N2H+ 

I n addition to NO, N2H+ J = 1 -> 0 transition at 93.17632 GHz was observed 

to provide a means of check against point ing errors. To this end, the column 

density calculations of N2H'^ were carried out and the values obtained were 

found to be consistent w i t h the previous measurements. 

The expressions for the to ta l column density of N2H+ were given by 

Caselli et al. (2002) for bo th optically thick and th in l imits . I n the opt i ­

cally thick l im i t 

i V ( N . H + ) = ' - ^ ( ^ J « 
A3 Mn2 ' guA{u - ^ 1 ) 1 - e x p ( - h ^ / k T e x ) 

exp{-Ei/kTex) 

where A f is the f u l l w id th half maximum of the line assuming that the 

line profile is Gaussian, the subscripts u and / denote the quanti ty at upper 

and lower levels, respectively, QU is the degeneracy of the upper level of the 

observed transition, ^ ( • i i /) is the spontaneous radiation transit ion proba­

b i l i ty to the lower level, Ei is the excitation energj' of the lower level and Q is 

the par t i t ion funct ion. For rotational transitions, r is the total optical depth. 

The population of levels assumed to be characterized by Boltzmann dis­

t r ibu t ion at an excitation temperature Tg^- In the optically t h in l i m i t , where 

the assumption of thermalization holds, the expression for the to ta l column 

density becomes related to the main beam brightness temperature Tmb by 
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A3 Mn2 ' guA{u^l) 

1 1 
(8.11) 

1 - exp{-hi'/kTex) exp{—Ei/kTex) 

The integrated intensity for a Gaussian line is given by 

VI/ = TT'/V [2(ln2)'/2] AvT^b 

The J = l - > 0 , F i = 1 ^ 0 , F = 0 - > l transition is called weakest 

satellite and is expected to be the most optically th in component among all 

other hyperfine components of N2H"'"(l-0) mult iplet . The relative strengths 

of these lines are given in Table 8.5. 

Transit ion Line strength 
J'F{F' ^ J F i F S j F j F ' , F i F ) 

101 012 1/9 
1 2 1 ^ 0 1 1 1/9 
123 ^ 012 7/27 
1 2 2 ^ 0 1 1 5/27 
1 1 1 ^ 0 1 0 1/9 
112 ^ 012 5/27 
110 O i l 1/27 

Table 8.5: The resolved hyperfine transitions of J = 1 —» 0 and the corre­
sponding line strengths. 

Some of the lines are optically thick towards the central positions of two 

objects observed. Accordinglj^, the weakest satellite has been used to derive 
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the column density of N2H" .̂ It has already been shown that Crapsi et al. 
(2005) the column densities derived in this way are consistent with the re­
sults obtained by using more sophisticated analyses of the emission in the 
rotational multiplet. Based on the previous work, the excitation temperature 
is assumed to be Tex = 5 K . 
The partition function Q is defined by 

(3 = ^ p , : e x p ( - ^ ) (8.12) 

which extends over all energy levels. (/, = 2Fi + 1 and the summation over 

Qi for each level of J is 

where gj = 2 J + 1 . The factor of 9 comes from the product of the degeneracies 

2 / + 1 arising from the spin of the nitrogen nuclei. For a given value of J , 

J ] ( 2 F , + 1) = 9(2J + 1) (8.14) 
i 

The above explanation summarize the method used in determining the 

total column density of NgH"*", however, the interested reader is referred to 

Akyilmaz et al. (2007) for a more detailed discussion regarding the degen­

eracies and hyperfine parameters. 

Crapsi et al. (2005) using the weakest satellite and the optically thin ap­

proximation obtained the total column density A^(N2H+) = (1.83 ± 0.19) x 
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10̂ ^ cm"^ which agrees within the error bar with the value obtained by 
Caselh et al. (2002), A'(N2H+) = 2.0 x 10'^ c m - ^ using all resolved hy-
perfine components and corrected for the finite optical depths. At the cen­
tral coordinate of our observation the total column density is found to be 
N(N2H+) = (2.54 ± 0.51) X 10'^ cm^^ and the value provided by Crapsi 
(private communication) is Af(N2H+) = (2.21 ± 0.19) x 10'^ cm'^ at the 
corresponding position Therefore, the total column density derived from 
our observation data using the integrated intensity of the weakest satellite is 
consistent with the previously obtained value. 

®The coordinates of the central position (J2000) that Crapsi et al. (2005) and Caselli 
et al. (2002) are R.A. = 05''04"'15M and Dec = 25°11'08". 
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R . A . Offset Dec. Offset Integrated Intensity Integrated Intensity 
101 012 110 -» Oil 

arcsec arcsec K k m s - ' Kkms"' 
L1544 Major Axis 
120.00 -120.00 0.000(0.000) 0.000(0.000) 
100.00 -100.00 0.000(0.000) 0.000(0.000) 
80.000 -80.000 0.005(0.004) 0.000(0.000) 
60.000 -60.000 0.037(0.007) 0.024(0.010) 
40.000 -40.000 0.305(0.044) 0.177(0.058) 
20.000 -20.000 0.733(0.098) 0.442(0.123) 
0.0000 0.0000 1.053(0.150) 0.626(0.205) 
-20.000 20.000 0.962(0.136) 0.556(0.187) 
-40.000 40.000 0.691(0.101) 0.395(0.136) 
-60.000 60.000 0.035(0.053) 0.169(0.070) 
-80.000 80.000 0.116(0.018) 0.062(0.022) 
-100.00 100.00 0.050(0.010) 0.027(0.011) 
-120.00 120.00 0.000(0.000) 0.000(0.000) 
-140.00 140.00 0.000(0.000) 0.000(0.000) 
LI544 Minor Axis 
-80.000 -80.000 0.000(0.000) 0.000(0.000) 
-60.000 -60.000 0.006(0.004) 0.000(0.000) 
-40.000 -40.000 0.053(0.011) 0.012(0.009) 
-20.000 -20.000 0.518(0.075) 0.275(0.097) 
0.000 0.000 1.053(0.150) 0.626(0.125) 
20.000 20.000 0.456(0.068) 0.225(0.089) 
40.000 40.000 0.279(0.043) 0.132(0.054) 
60.000 60.000 0.216(0.033) 0.096(0.044) 
80.000 80.000 0.086(0.017) 0.027(0.015) 
100.00 100.00 0.037(0.009) 0.007(0.006) 
120.00 120.00 0.000(0.000) 0.000(0.000) 
140.00 140.00 0.000(0.000) 0.000(0.000 

Table 8.6: The observed integrated intensities of the isolated component 
F i = 0 ^ 1 , F = 1 ^ 2 and the weakest satellite F j = 1 ^ 1, F = 0 -> 1 of 
N2H''" J = 1—^0 multiplet. The r.m.s. errors are given in the parentheses. 
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8.6 Modelling the spatial distribution of NO 
8.6.1 Introduction 

Our observations indicate that unlike NH3 and N2H+, NO does not show 

a constant or even an increasing abundance, relative to H2 for densities 

^ 3 X 10^ cm~'^. Instead, NO appears to decrease in relative abun­

dance approaching the dust emission peak. In this section the modelling of 

the spatial distribution of NO and possible chemical explanations for this 

discrepancy are discussed. 

Previous studies have considered prolate spheroid geometry for L1544 

(Doty et al., 2005) and taken into account that the thermal pressure and 

the magnetic field strengths in estimating the collapse timescale. However, 

for the purpose of comparing observations of different chemical species and 

deducing the chemical and physical conditions in the cores, the relatively 

simple free-fall collapse model is adequate. 

A simple empirical model was constructed in which the ratio x ( N O ) = 

N(N0) /N(H2) was computed and 7?.(NO)/n(H2) was assumed to behave as a 

step function. . T ( N O ) was found to decrease at a density n(H2) ~ 4x lO^cm"-^. 

Given that the characteristic densities for C^^O and OS are 5.5 x lO"* cm""' 

and 1.7 X 10^ cm~^ (Tafalla et al., 2002), respectively, N O is suggested to 

be intermediate in its depletion characteristics between the C-containing and 

N-containing species. 
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The chemical path from atomic to molecular nitrogen was also consid­
ered. The ratio of the abundance of NO to that of O H is given by the ratio 
of the rate coefficients of reactions 8.1 and 8.2, /CI/ZCQ, as was mentioned in 
Section 8.2. However, the rate coefficients for both of these reactions should 
be sufficiently large at low temperatures to ensure the conversion of atomic 
nitrogen into molecular nitrogen which is the precursor of N2H'*' and NH3. 
In other words, the above ratio does not apply when 

i.e., when the abundance of atomic nitrogen falls below the value for which 

the destruction of NO by N, has the same rate as direct depletion of NO on 

to the grains, where 

kdepi^O) = ing/nu)7ralvth 

Taking T = 10 K and k2 = 3.5 x 10"" cm^ s'^ (Baulch, 2005) the value of 

3;(N) is found to be 4 x 10"^ below which the N O is removed predominantly 

by freeze-out on to the grains. 

One of the possible chemical explanations for the spatial distribution of 

N O observed in L1544 and L183 lies in the abundance of OH. O H may be 

under-abundant in the high density regions of at least some prestellar cores 

for the same reasons that keep O2 and water under-abundant in those cores 

(Pagani et al., 2003; Snell et al., 2000). 

The other chemical explanation is that there may be chemical pathways 
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from N to N2 which has been overlooked. Under conditions in which the gas-
phase abundance of elemental carbon approaches that of elemental oxygen, 
the reactions 

N + C H ^ H - f C N (8.15) 

and 

N + C N ^ C - f N 2 (8.16) 

assume importance relative to reactions 8.1 and 8.2. 

In order to test some of the ideas above the calculations of the variation 

of NO, N2H"'", and NH3 with density was carried out in the framework of the 

free-fall collapse model presented by Flower et al. (2006). The details of this 

model are beyond the scope of this thesis, therefore the interested reader is 

referred to (Akyilmaz et al., 2007, and references therein) for more detailed 

discussions of the chemical considerations and calculations of the variation 

of above species using the free-fall collapse model. The conclusions derived 

from the models in an attempt to interpret the observed abundance of NO 

in L1544 and L183, however, are presented in the next section. 
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8.7 Conclusions 

The observational results show that NO, unlike N2H''", and NH3, is depleted 

towards the density peaks of the prestellar cores L1544 and L183. NO was 

believed to be an important intermediate of the nitrogen chemistry and the 

chemical pathway that converts atomic nitrogen into molecular nitrogen was 

believed to involve both O H and NO. Our results cast some doubt on these 

assumptions. C H and ON are proposed to be involved in the path from 

atomic to molecular nitrogen. 

The prestellar core L1544 is likely to be "carbon-rich". In the gas phase, 

the assumption no/no ~ 1 yields good agreement with the observed up­

per limits than when the gas is oxygen-rich {nc/no = 0.67). In case the 

gas-phase C / O abundance ratio is close to unity, the fractional abundances 

of C-rich species are expected to be enhanced relative to oxygen-containing 

species. L1544 shows this behaviour (Walmsley et al., 1980), however, L183 

is relatively carbon-poor (Swade, 1989). 

The ratio n(N)/n(N2) at the start of the collapse is found to be much 

more than its value in equilibrium. If n(N)/n(N2) 3> 1 in the gas phase, 

then our observations of NO imply the existence of a small barrier 25K) 

to reaction 8.2. Experiments of neutral-neutral reactions 8.1, 8.15 and 8.16 

are necessary to confirm the existence of a small barrier to these, however, 

they are very demanding at low temperatures. 
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The grain sticking probabilities of atomic C , N and, probably, O are sig­
nificantly smaller than unity; values of 5 ( C ) = 5(N) = 0.1 and 0.1 < 5 ( 0 ) < 
1.0 were adopted in the model calculations. The assumed values of the stick­
ing probabilities for the atomic species are ad hoc and require confirmation 
by means of experimental measurements. 

Finall}', the complete maps of NO distribution are required to study fur­

ther LI544 and LI83 . 
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Conclusions and Future Work 

In this thesis, the theoretical work carried out to investigate the effects of 

advection in P D R s and the observational work carried out to investigate the 

spatial distribution of NO in pre-protostellar cores have been presented. In 

the following sections, the conclusions derived from the work covered in this 

thesis will be summarized. In addition to the concluding remarks, the possi­

ble areas of improvement in our P D R models and suggestions for future work 

will be discussed. 

9.1 Advection in PDRs 

Most P D R models assume steady-state, stationary conditions and some ob­

servations cannot be explained by the equilibrium P D R models. Self-consistent 

treatment of dynamics and advection are needed to be included in P D R mod­

els. To this end, the code developed by Walmsley et al. (1999) has been mod-
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ified and updated in order to include self-consistent dynamics and adapt the 
most recent rate equations for a larger set of chemical species and reactions. 
HoO is a key ingredient in the ISM and consequently, H2O in P D R s receive 
a great attention in recent years since P D R s and H2O will be the key science 
topics of upcoming Herschel observations. One of the goals of this work has 
been set as calculating the line intensities of H2O in the P D R s where the 
material is advected. A parameter based study has been carried out produc­

ing ten models characterized by radiation x (Draine, 1978) and density nn 
parameters. For each model, the initial abundances at = 10, the tem­
perature profile and the photodissociation fits to H2 and C O are obtained 
from corresponding Meudon-PDR code output. The output of Advection 
code has been coupled to the escape probability code developed by C . Cec-
carelli (Ceccarelli et al., 2002). The results of this work can be summarized 
as follows 

• The abundance profiles obtained by running Advection code in station­

ary mode (i.e., with an initial velocity of the order of lO"'^ km s~^) are 

in good agreement with those produced by Meudon-PDR code. 

• Nonstationary results (i.e.. with an initial velocity of the order of 

1 kms~*) show that advection affects the P D R structure and abun­

dance profiles of H2O. The effects in the location of H/H2 transition 

zone are significant when x/"- < ^-^Vip as suggested by Storzer and 

Hollenbach (1998). In all our nonstationary models, the flow velocity 

is larger at higher depths and it decreases as the material approaches 

the cloud surface (see Section 6.2.1). Therefore, the velocity near cloud 
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surface may not be sufficiently large for the H/H2 transition zone to 
completely disappear even though the condition given above seems to 
be satisfied for the value of initial velocity. Model 34 is a good example 
for this. 

• The abundance profiles of H2O are affected by advection even for Model 

56, in which advection effects in F D R structure are the least. The 

average abundance of H2O may be sensitive to the advection of material 

with a flow velocity of order of 1 kms~^. The average abundance of 

H2O relative to 71H increases up to 2 orders of magnitude for Model 24 

when run in nonstationary mode. Therefore, advection effects need to 

be considered in order to interpret the observational data obtained for 

H2O. 

• Rotational line intensities of H2O are found to be sensitive to the or­

der of magnitude of the flow velocity. The comparison of dynamical 

timescales to the chemical timescales of photodesorption of H2O ice and 

photodissociation of H2O has been carried out for Model 14 for a range 

of initial velocities from 10~^ kms~^ to 1 km s~^ The line intensities 

of 0-H2O 557 GHz transition has been found to vary up to 4 orders of 

magnitude. This suggests that comparison of advection models to the 

observational data can provide information about the characteristics of 

flow in nonequilibrium PDRs . 

• For Model 24, the average abundance of H2O is found to be in good 

agreement with that calculated by Bergin et al. (2003) for N G C 1333, 

SS 5. There is a factor of ~ 16 discrepancy between the observed line 
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intensity of 0-H2O 557 G H Z transition and tlie model predictions for 
this line produced by Model 24. The suggestions for improvement will 
be discussed in the Section 9.3. 

9.2 NO depletion in pre-protostellar cores 

The observational part of this thesis involves the observations of NO and 

N2H+ in L1544 and L183 using IRAM-30m radio telescope. NO is a key 

molecule in nitrogen chemistry. The abundance of NO reflects the O H abun­

dance. The investigation of spatial distribution of NO molecule in L1544 and 

L183 has been carried out. The main conclusion derived from this work can 

be summarized as NO unlike NH3 and N2H"'", has been found to be depleted 

towards the density peaks of prestellar cores L1544 and L183. This result 

casts doubt on the chemical models. C H and C N have been suggested to 

play role in formation of molecular nitrogen at high densities. 

9.3 Future Work 

It is concluded that the method used in this work produces reliable results 

which are in reasonable agreement with the results of previous works. Our 

approach of making use of three codes is an efficient way of including the com­

plex treatment in our model considerations instead of attempting to create 

a single P D R code which includes all the input considerations included here 

and produces the line intensities. However, there are further improvements 

and investigations that can be suggested. 
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• One improvement can be done in computing the gas temperature. This 

can be done by including the energy balance, heating and cooling terms 

in Advection code. In this way, gas temperature can be calculated self-

consistently and the effects of advection in temperature profile can be 

seen directly. 

• The grain-grain collisions can be included in order to investigate the 

explosive desorption of chemical species from the grain mantles, as 

suggested by Le Bourlot et al. (1995). The rate of desorption is given 

in terms of turbulent velocity which is taken to be 1km s~' in Le Bourlot 

et al. (1995), and effective cross section of grains. 

• Our models can be applied to the famous P D R s (e.g., S140, Sgr B2, 

M17, Orion, Horsehead Nebulae) and the predictions for future Her-

schel H I F I observations can be carried out for specific objects. 

• This work may be of general interest for the physical and chemical 

structure of molecular clouds since their envelopes can be considered 

as P D R s with higher density and lower radiation parameters. This 

parameter based study can be extended to include the radiation and 

density parameters which would be appropriate for molecular clouds. 

As for observational work of NO in presetallar cores, the complete maps 

of NO of L1544 and L183 are necessary for further investigation of depletion 

characteristics of NO. To this end, the further observations of NO in other 

prestellar cores can be useful. 
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Appendix A 

Characteristics of P D R codes 

A i k a w a 

Cheiracterist ics: Flane-parallel (semi-infinite) geometry, uni-directional ra­

diation field, time-dependent chemistry solution, fixed number of species 

(577). 

O u t p u t : abundance profiles, temperature profile. 

Model has been presented in Lee et al. (1996). 

C l o u d y 

C h a r a c t e r i s t i c s : Spherical , plane-parallel (semi-infinite and finite), cir-

cumstellar disk geometry, uni-directional radiation field, homogeneous and 

time-dependent density, time-dependent and stationary chemistry solutions, 

advection flow, fixed number of species (96), FAHs are included. 

O u t p u t : abundance profiles, temperature profile, emitted intensities, heat­

ing and cooling rates, column density. 

Model has been presented in Ferland et al. (1998); van Hoof et al. (2004); 



A.O 175 

Shaw et al. (2005). 

C O S T A R 

Charac ter i s t i c s : Circumstellar disc geometry, uni-directional radiation field, 

stationary chemistry solution, fixed number of species (48). 

O u t p u t : abundance profiles, temperature profile, column density. 

Model has been presented in Kamp and Bertoldi (2000); Kamp and van 

Zadelhofi^ (2001). 

H T B K W 

Charac ter i s t i c s : Plane-parallel (semi-infinite and finite) geometry, uni­

directional radiation field, homogeneous density, stationary chemistry solu­

tion, fixed number of species (46), PAHs included. 

O u t p u t : abundance profiles, temperature profile, column density, emitted 

intensities, opacities at line centers. 

Model has been presented in Tielens and Hollenbach (1985); Wolfire et al. 

(1990); Burton et al. (1990); Hollenbach et al. (1991); Kaufman et al. (1999). 

K O S M A - r 

C h a r a c t e r i s t i c s : Spherical geometry, ensemble of clouds, isotropic radia­

tion field, stationary chemistry solution, variable number of species, PAHs 

included. 

O u t p u t : abundance profiles, column density, temperature profile, heating 

and cooling, chemical rates. 

Model has been presented in Koster et al. (1994); Storzer et al. (1996); Zielin-
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sky et al. (2000). 

L e e 9 6 m o d 

Charac ter i s t i c s : Plane-parallel (semi-infinite) geometry, uni-directional ra­

diation field, time-dependent chemistry solution, fixed number of species 

(419). 

O u t p u t : abundance profiles. 

Model has been presented in Lee et al. (1996). 

L e i d e n 

Ch£u:ac ter i s t i c s : Plane-parallel (semi-infinite, finite) geometry, circumstel-

lar disc, uni-directional radiation field, stationary chemistry solution, variable 

number of species, PAHs included. 

O u t p u t : abundance profiles, temperature profile, emitted intensities, opac­

ities at line centers, heating and cooling rates, chemical rates, excitation 

diagram of H2. 

Model has been presented in Black and van Dishoeck (1987); Jansen et al. 

(1995). 

M e i j e r i n k 

Charac ter i s t i c s : Plane-parallel (semi-infinite) geometry, uni-directional ra­

diation field, stationary chemistry solution, variable number of species, PAHs 

included. 

O u t p u t : abundance profiles, column density, temperature profile, emit ted 

intensities, opacities at line center, heating and cooling, chemical rates. 
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Model has been presented in Meijer ink and Spaans (2005). 

M e u d o n 

Charac ter i s t i c s : Plane-parallel (semi-infinite and finite), isotropic and uni­

directional field, combination of isotropic and i l luminat ing star, stationary 

chemistry solution, variable number of species, PAHs included. 

O u t p u t : abundance profiles, temperature profile, emitted intensities, opac­

ities at line centers, heating and cooling rates, chemical rates, excitation 

diagram of H j . 

Model has been presented in Abgral l et al. (1992); Le Bourlot et al. (1993); 

Le Petit et al. (2002). 

Sternberg 

C h a r a c t e r i s t i c s : Plane-parallel (semi-infinite) geometry, uni-directional ra­

diation field, stationary chemistry solution, fixed number of species (78). 

O u t p u t : abundance profiles, column density, temperature profile, emitted 

intensities, opacities at line center, heating and cooling, chemical rates, ex­

ci tat ion diagram of H2. 

Model has been presented in Sternberg and Dalgarno (1995); Sternberg and 

Neufeld (1999). 

U C L _ P D R 

Charac ter i s t i c s : Plane-parallel (semi-infinite) geometry, uni-directional ra­

diation field, homogeneous and time-dependent density, time-dependent chem­

istry solution, fixed number of species (128). 
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O u t p u t : abundance profiles, temperature profile, heating and cooling rates, 
chemical rates, emit ted intensities. 

Model has been presented in Taylor et al. (1993); Papadopoulos et al. (2002). 



Appendix B 

Temperature fit parameters 

Fits to the temperature profile produced by Meudon-PDR code take one of 

the forms below or a combination of them. 

T 
a + hAy + cAl 

T = dAl + eA^ + f 

M o d e l 14 

0 < > l „ ^ 2.5 ^ To = 70, a = L 6 = 2.57, c = -0 .07 

2.5 < A„ ^ 10 d = 0, e = 0.4, / = 9 
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M o d e l 34 

To = 620, a = 1, 6 = 6.97, c = -0 .5 

M o d e l 54 

0 < ^ ^ 0.7 -> To = 70, d = -292.85, e = 386.43, / = 580 

0.7 < A„ ^ 10 To = 758, a = - 1 , 6 = 8.1, c = - 0 . 2 

M o d e l 15 

0 < A „ ^ 2 . 5 To = 50,a = l , 6 = 1.45,c = 0.05 

2.5 < A„ ^ 10 ^ d = 0,e = 0.0252, / = 10.037 

M o d e l 35 

To = 520, a = 1, 6 = 5.89, c = -0 .39 

M o d e l 55 

0 < ^ 0.8 ^ d= -406.7, e = 575.3, / = 1400 

0 . 8 < > l „ ^ 3 . 5 ^ To = 320,a = l , 6 = 1 . 5 , c = 0 

3.5 < A„ ^ 10 ^ d = 0, e = -2 .83 , / = 101.33 



B^O 181 

M o d e l 16 

0 < < 2.5 ^ To = 50, a = 1,6 = 2.38, c = -0 .19 

2 . 5 < A „ ^ 1 0 -> d = 0,e = - 0 . 0 2 9 , / = 8.74 

M o d e l 36 

To = 240, a = 1, 6 = 2.82, c = -0 .19 

M o d e l 56 

0 < A , ^ 2.5 ^ To = 3100, a = 1, 6 = 0.47, c = 4.16 

2.5 < A„ ^ 10 ^ d = 0,e = -5 .07 , e = 122.7 

M o d e l 24 

To = 250, a = 1,6 = 5.85, c = -0 .46 



Appendix C 

Chemical rate equations 

The reader should note that a, 0 and 7 used i n the expressions below may 

denote different physical parameters w i t h different units for each particular 

reaction. Usage of these symbols is based on the standard convention which 

is used in setting up the chemistry files for P D R models. 

C o s m i c ray processes 

The reaction rate is calculated as below 

A. = 7Cs-' ( C . l ) 

where C is the cosmic ray ionization rate which is usually of the order of 

10-^^s- i . 
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Secondary photon processes 

The rates of processes involving secondary photons are given as 

T y n(H,) 

^ = ^^ 1,300) ; ^ H ) T % ) ^ 

where T is the temperature of the gas, n(H) and n(H2) are the abundances of 

atomic and molecular hydrogen, respectively. The details of how secondary 

photons are created in the interstellar clouds can be found in Prasad and 

Tarafdar (1983). 

G a s phase reactions and radiat ive associat ion 

The rate of these reactions are implemented in the code using the rate equa­

t ion below which is common to both types. 

k = ^ ' \ ^ X eM-P/T) em's-' (C.3) 

Photoreact ions 

The rate of the reactions involving photons is expressed as 

k = 7xe-''^'' (C.4) 

for a plane-parallel, semi-infinite slab i l luminated on one side, where x is the 

scaling factor of the radiation field w i t h respect to that of Draine (Draine, 

1978). 
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A d s o r p t i o n on grains 

The rate of adsorption reactions depends on the grain cross section per unit 

volume, {(TUg) and the mean particle velocity, v. 

k = -r{ang)v s-^ (C.5) 

The grain size dis t r ibut ion is taken into account in the calculation of the 

(aug) as explained in Le Bourlot et al. (1995). 

F o r m a t i o n of Hj on grain surfaces 

The format ion rate was adopted f r o m Via la et al. (1988) in the original 

version of the code ' . 

T h e r m a l evaporat ion from grains 

The rate for thermal evaporation is given by 

k = ji^oexp{-P/Tgr) cm's'^ (C.7) 

where UQ is the vibrat ion frequency of the chemical species of interest. 

'It has been kept as it is due to the numerical difficulties arose when the formation rate 
calculation was adopted from Meudon-PDR code. The test runs showed that keeping the 
H2 formation rate as described in Equation C.6 yielded the results that were satisfactorily 
consistent with the output of Meudon-PDR. 
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