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#### Abstract

The likelihood approach used in this paper leads to quadratic discriminant functions. Classification into one of two known multivariate normal populations with a known and unknown covariance matrix are separately considered, where the two cases depend on the sample size and an unknown squared Mahalanobis distance. Their exact distributions are complicated to obtain. Therefore, moments for the likelihood based discriminant functions are established to express the basic characteristics of respective distribution.
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## 1. Introduction

Over the years many have been interested in discriminant analysis and classification techniques. These multivariate techniques are concerned with discriminating between distinct sets of observations and classifying new observations into predefined populations. The distribution of the proposed discriminant functions are usually complicated, which makes it difficult to obtain exact misclassification errors. This is what motivates our research. Several researchers investigated a plug-in approach for deriving a linear discriminant function. In this paper, two alternative classification functions are considered under assumption about multivariate normality of the populations and adopting the likelihood approach. For one approach a known covariance matrix is supposed to hold and for the second approach an unknown covariance matrix is handled. Assume that we have $\pi_{i}, i \in\{1, \ldots, q\}$, populations, in classification methodology the aim is to allocate a $p$-dimensional random vector $\boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right)^{\top}$ to one of these populations by minimizing the error of misclassification. Pearson (1915, 1926), Mahalanobis (1925, 1930), Barnard (1935), Fisher (1936, 1938) and Rao (1948, 1966) introduced a classification rule for discriminating between two normal multivariate populations $\pi_{1}$ or $\pi_{2}$, the covariance matrix being the same, but with different mean vectors. See McLachlan (1992) for a general reference to discriminant analysis.

There exists many different techniques of deriving discriminant functions. The most widely used is the plug-in approach, that is, to derive the classification function by simply replacing the unknown parameters in the classification function with their
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estimators. This approach leads to a linear discriminant function. The most well known linear classification rule is the Wald-Anderson's rule, proposed by Wald (1944) and Anderson (1951), commonly known as the W-rule:

$$
\begin{equation*}
W(x)=\left(\bar{x}_{1}-\bar{x}_{2}\right)^{\top} S^{-1} \boldsymbol{x}-\frac{1}{2}\left(\bar{x}_{1}-\bar{x}_{2}\right)^{\top} S^{-1}\left(\bar{x}_{1}+\bar{x}_{2}\right), \tag{1.1}
\end{equation*}
$$

where $S \sim W_{p}(n, \boldsymbol{\Sigma})$, the $p$-variate central Wishart distribution with $n$ degrees of freedom and covariance matrix $\boldsymbol{\Sigma}$ and the rule is that the new observation $x$ is classified as coming from $\pi_{1}$ if $W(x)>0$ and from $\pi_{2}$ otherwise (Anderson 1951).

An alternative approach to derive a discriminant function when the populations are normally distributed and have unknown parameters is a likelihood approach as presented by Srivastava and Khatri (1979). The maximum likelihood discriminant rule consist of allocating an observation $\boldsymbol{x}$ into population $\pi_{i}$ if $f_{i}=\max _{1 \leq j \leq q} f_{j}(\boldsymbol{x})$ where $f_{j}(x)$ stands for the density connected to the $j^{\text {th }}$ population, Day and Kerridge (1967). This approach was introduced by $\operatorname{Kudo}(1959,1960)$ as the $Z$-rule; a maximum likelihood criterion as an alternative to Wald-Anderson's $W$-rule. In this paper, only two populations $\pi_{1}$ and $\pi_{2}$ will be considered.

Unfortunately, the exact distribution of the classification function is often too complicated to allow for easy numerical calculations of obtaining misclassification probabilities. This has been pointed out by Sitgreaves (1961), see also Fujikoshi, Ulyanov, and Shimizu (2011). The use of asymptotic expansions is one way to address this problem; see Bowker and Sitgreaves (1961) and Okamoto (1963). Moments and cumulants of a function play an important role for expressing characteristic properties of its distribution as they can be used to approximate the distribution for example via an Edgeworth expansion. Critchley and Ford (1984), for example, obtained the variance of the estimated linear discriminant function and Davis (1987) derived the first four central moments and carried out asymptotic expansions for the cumulants of Wald-Anderson's linear discriminant function. The expected value and variance of $W$ are given by

$$
\begin{aligned}
E[W]= & \frac{1}{2} \frac{n}{m}\left\{\Delta^{2}+p\left(\frac{1}{n_{2}}-\frac{1}{n_{1}}\right)\right\} \\
\left(\frac{n}{m}\right)^{2}(m-2)(m+1) \operatorname{Var}[W]= & \frac{1}{2}(m+1) \Delta^{4}+\Delta^{2}(m+1)\left\{m\left(1+\frac{1}{n_{2}}\right)+\left(\frac{1}{n_{1}}-\frac{1}{n_{2}}\right)\right\} \\
& +p(m+p)\left\{m\left(\frac{1}{n_{2}}+\frac{1}{n_{1}}\right)+\frac{1}{2}(m+1)\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)-\frac{1}{n_{1} n_{2}}\right\},
\end{aligned}
$$

where $m=n_{1}+n_{2}-p-3$ and $\Delta^{2}=\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)$ is the Mahalanobis squared distance. These results have been obtained by Schaafsma (1982) and Davis (1987).

The maximum likelihood-based discriminant functions are derived in Section 3 and the first two moments of the discriminant functions are given explicitly in Section 4.

All vectors are column vectors. Bold lower case letters are used to denote vector valued variables and bold upper case letters are used for matrix valued variables.

## 2. Useful definitions and technical results

In this section, we will define some concepts and theorems applied in derivations of moments of the likelihood-based discriminant function.

## Definition 2.1.

(i) The vectorization of a $m \times n$ matrix $\boldsymbol{A}=\left(a_{i j}\right)$ is the $m n \times 1$ column vector

$$
\operatorname{vec} \boldsymbol{A}=\left(a_{11}, \ldots, a_{m 1}, a_{12}, \ldots, a_{m 2}, \ldots, a_{1 n}, \ldots, a_{m n}\right)^{\top}
$$

(ii) The Kronecker product of $\boldsymbol{A}=\left(a_{i j}\right)$ and $\boldsymbol{B}=\left(b_{k l}\right)$ is defined by $\boldsymbol{A} \otimes \boldsymbol{B}=\left(a_{i j} \boldsymbol{B}\right)$.

Theorem 2.2. Let $\boldsymbol{x} \sim \mathcal{N}_{p}(\boldsymbol{\mu}, \boldsymbol{\Sigma}), \boldsymbol{\Sigma}>0$, and let $\boldsymbol{A}$ be a $p \times p$ constant matrix, the $h^{\text {th }}$ cumulant $\left(\psi_{h}\right)$ of the quadratic form $\boldsymbol{x}^{\boldsymbol{\top}} \boldsymbol{A} \boldsymbol{x}$ equals

$$
\psi_{h}\left(\boldsymbol{x}^{\top} \boldsymbol{A} \boldsymbol{x}\right)=2^{h-1} h!\left\{\frac{\operatorname{tr}\left\{(\boldsymbol{A} \boldsymbol{\Sigma})^{h}\right\}}{h}+\boldsymbol{\mu}^{\top}(\boldsymbol{A} \boldsymbol{\Sigma})^{h-1} \boldsymbol{A} \boldsymbol{\mu}\right\} .
$$

This expression is derived in Mathai and Provost (1992).
From Theorem 2.2, the first and second cumulants of the quadratic form are directly deduced in the new corollary.

Corollary 2.3. Let $\boldsymbol{x} \sim \mathcal{N}_{p}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$, and $\boldsymbol{A}$ be a constant matrix. Then
(i) $E\left[\boldsymbol{x}^{\top} \boldsymbol{A} \boldsymbol{x}\right]=\operatorname{tr}\{\boldsymbol{A} \boldsymbol{\Sigma}\}+\boldsymbol{\mu}^{\top} \boldsymbol{A} \boldsymbol{\mu}$;
(ii) $\operatorname{Var}\left[\boldsymbol{x}^{\top} \boldsymbol{A} \boldsymbol{x}\right]=2\left[\operatorname{tr}\left\{(\boldsymbol{A} \boldsymbol{\Sigma})^{2}\right\}+2 \boldsymbol{\mu}^{\top} \boldsymbol{A} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}\right]$.

## Definition 2.4.

(i) The random matrix $W$ is central Wishart-distributed with $n$ degrees of freedom if and only if $\boldsymbol{W}=\boldsymbol{X} \boldsymbol{X}^{\top}$, for some $\boldsymbol{X} \sim \mathcal{N}_{p, n}(\mathbf{0}, \Sigma, \mathbf{I}), \Sigma \geq 0$, which is denoted $\boldsymbol{W} \sim W_{p}(\Sigma, n)$.
(ii) The random matrix $\boldsymbol{W}^{-1}$ is said to follow an inverted Wishart distribution.

Definition 2.5. The partitioned matrix $\boldsymbol{K}_{p, q}: p q \times p q$ consisting of $q \times p$-blocks is called commutation matrix, if

$$
\left(\boldsymbol{K}_{p, q}\right)_{(i, j)(g, h)}= \begin{cases}1 ; & g=j, h=i, \quad i, h=1, \ldots, p ; \quad k, g=1, \ldots, q \\ 0 ; & \text { otherwise. }\end{cases}
$$

Definitions 2.4 and 2.5 can be found in Kollo and von Rosen (2005).
Theorem 2.6. Let $W \sim W_{p}(\Sigma, n)$ and let $\boldsymbol{A}: p \times p$ be a constant matrix. Then
(i) $E\left[\boldsymbol{W}^{-1}\right]=c_{1} \boldsymbol{\Sigma}^{-1}, n-p-1>0$;
(ii) $E\left[\boldsymbol{W}^{-1} \boldsymbol{A} \boldsymbol{W}^{-1}\right]=c_{2} \boldsymbol{\Sigma}^{-1} \boldsymbol{A} \boldsymbol{\Sigma}^{-1}+c_{3}\left(\boldsymbol{\Sigma}^{-1} \boldsymbol{A}^{\top} \boldsymbol{\Sigma}^{-1}+\operatorname{tr}\left\{\boldsymbol{A} \boldsymbol{\Sigma}^{-1}\right\} \boldsymbol{\Sigma}^{-1}\right), n-p-3>0$;
(iii) $\operatorname{Var}\left[\boldsymbol{W}^{-1}\right]=c_{3}\left(\mathbf{I}+\boldsymbol{K}_{p, p}\right)\left(\boldsymbol{\Sigma}^{-1} \otimes \boldsymbol{\Sigma}^{-1}\right)+\left(c_{2}-c_{1}^{2}\right) \operatorname{vec} \boldsymbol{\Sigma}^{-1} \operatorname{vec}^{\top} \boldsymbol{\Sigma}^{-1}, n-p-3>0$,
where $c_{1}=\frac{1}{n-p-1}, n-p-1>0 ; \quad c_{2}=\frac{n-p-2}{(n-p)(n-p-1)(n-p-3)}, n-p-3>0 \quad$ and $c_{3}=$ $\frac{1}{n-p-2} c_{2}, n-p-3>0$.

The proofs and technical expressions for Theorem 2.6 can be found in Kollo and von Rosen (2005).
Theorem 2.7. Let $\boldsymbol{\Sigma}$ and $\boldsymbol{S}$ be positive definite matrices of size $p \times p$. Then

$$
|\boldsymbol{\Sigma}|^{-\frac{1}{2} n} e^{-\frac{1}{2} \mathrm{tr}\left(\boldsymbol{\Sigma}^{-1} \boldsymbol{S}\right)} \leq\left|\frac{1}{n} \boldsymbol{S}\right|^{-\frac{1}{2} n} e^{-\frac{1}{2} n p}
$$

and equality holds if and only if $\boldsymbol{\Sigma}=\frac{1}{n} \boldsymbol{S}$.
The proof of Theorem 2.7 can for example be found in Srivastava and Khatri (1979).

## 3. The likelihood approach

In classification problems, in some cases we consider that the populations are completely known beforehand whereas in other cases, they can depend on unknown parameters which must be estimated from a sample drawn from respective population (Anderson 1951).

Assume that a new observation $\boldsymbol{x}$ is to be classified into one of two known multivariate normal populations. We want to calculate the likelihood when $\boldsymbol{x}$ belongs either to population $\pi_{1}$ or $\pi_{2}$. Let $\boldsymbol{y} \in \pi_{1}, \boldsymbol{z} \in \pi_{2}$ and $\boldsymbol{x}$ be the new observation to be classified. If $\boldsymbol{x} \in \pi_{i}, i \in\{1,2\}$, the likelihood is given by

$$
\begin{aligned}
L_{i}\left(\boldsymbol{y}, \boldsymbol{z} \mid \boldsymbol{x} \in \pi_{i}\right)= & (2 \pi)^{-\frac{3}{2} p}|\boldsymbol{\Sigma}|^{-\frac{3}{2}} \exp \left\{-\frac{1}{2}\left(\left(\boldsymbol{y}-\boldsymbol{\mu}_{1}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{y}-\boldsymbol{\mu}_{1}\right)\right.\right. \\
& \left.\left.+\left(\boldsymbol{z}-\boldsymbol{\mu}_{2}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{z}-\boldsymbol{\mu}_{2}\right)+\left(\boldsymbol{x}-\boldsymbol{\mu}_{i}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{x}-\boldsymbol{\mu}_{i}\right)\right)\right\}, \quad i \in\{1,2\} .
\end{aligned}
$$

The ratio of the two likelihood functions equals

$$
\begin{equation*}
\frac{L_{1}\left(\boldsymbol{y}, \boldsymbol{z} \mid \boldsymbol{x} \in \pi_{1}\right)}{L_{2}\left(\boldsymbol{y}, \boldsymbol{z} \mid \boldsymbol{x} \in \pi_{2}\right)}=e^{-\frac{1}{2}\left[\left(\boldsymbol{x}-\boldsymbol{\mu}_{1}\right)^{\top} \mathbf{\Sigma}^{-1}\left(\boldsymbol{x}-\boldsymbol{\mu}_{1}\right)-\left(\boldsymbol{x}-\boldsymbol{\mu}_{2}\right)^{\top} \mathbf{\Sigma}^{-1}\left(\boldsymbol{x}-\boldsymbol{\mu}_{2}\right)\right]} . \tag{3.1}
\end{equation*}
$$

The observation $\boldsymbol{x}$ is classified into population $\pi_{1}$ if the ratio (3.1) is greater than or equal to 1 and otherwise into $\pi_{2}$. Taking the logarithm of the ratio yields

$$
\begin{align*}
D=\ln \left(\frac{L_{1}\left(\boldsymbol{y}, \boldsymbol{z} \mid \boldsymbol{x} \in \pi_{1}\right)}{L_{2}\left(\boldsymbol{y}, \boldsymbol{z} \mid \boldsymbol{x} \in \pi_{2}\right)}\right) & =-\frac{1}{2}\left[\left(\boldsymbol{x}-\boldsymbol{\mu}_{1}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{x}-\boldsymbol{\mu}_{1}\right)-\left(\boldsymbol{x}-\boldsymbol{\mu}_{2}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{x}-\boldsymbol{\mu}_{2}\right)\right] \\
& =\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{x}-\frac{1}{2}\left(\boldsymbol{\mu}_{1}+\boldsymbol{\mu}_{2}\right)\right), \tag{3.2}
\end{align*}
$$

which is a linear function in $\boldsymbol{x}$ and hence is normally distributed. The decision of classifying $x$ depends on whether $D \geq 0$ or $D<0$.

Theorem 3.1. Consider the discriminant function $D$ in (3.2). Then

$$
\left\{\begin{array}{lll}
D \sim \mathcal{N}\left(\frac{1}{2} \Delta^{2}, \Delta^{2}\right), & \text { if } & x \in \pi_{1} \\
D \sim \mathcal{N}\left(-\frac{1}{2} \Delta^{2}, \Delta^{2}\right), & \text { if } & x \in \pi_{2}
\end{array}\right.
$$

where

$$
\begin{equation*}
\Delta^{2}=\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right) \tag{3.3}
\end{equation*}
$$

is the Mahalanobis squared distance (Anderson 2003).

### 3.1. Classification with known dispersion matrix

Suppose that there are $\boldsymbol{y}_{i}, i \in\left\{1,2, \ldots, n_{1}\right\}$, observations selected from $\pi_{1}$ and $\boldsymbol{z}_{j}, j \in$ $\left\{1,2, \ldots, n_{2}\right\}$, observations from $\pi_{2}$. Let $\overline{\boldsymbol{y}}=\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \boldsymbol{y}_{i}$, and $\bar{z}=\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} z_{j}$. In the next proposition, since the mean is supposed to be unknown, instead of (3.2), the following classification rule is presented.

Proposition 3.2. Let $\boldsymbol{y}_{i} \sim \mathcal{N}_{p}\left(\boldsymbol{\mu}_{1}, \Sigma\right), i \in\left\{1, \ldots, n_{1}\right\}$, be a sample from $\pi_{1}$ collected in $\boldsymbol{Y}=$ $\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{n_{1}}\right)$ and $\boldsymbol{z}_{j} \sim \mathcal{N}_{p}\left(\boldsymbol{\mu}_{2}, \Sigma\right), j \in\left\{1, \ldots, n_{2}\right\}$ be a sample from $\pi_{2}$ collected in $\boldsymbol{Z}=\left(\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n_{2}}\right)$. Assume that an observation $\boldsymbol{x}$ is to be classified. Put

$$
\begin{equation*}
\tilde{D}=\frac{1}{2} \frac{n_{2}}{n_{2}+1}(\overline{\boldsymbol{z}}-\boldsymbol{x})^{\top} \boldsymbol{\Sigma}^{-1}(\overline{\boldsymbol{z}}-\boldsymbol{x})-\frac{1}{2} \frac{n_{1}}{n_{1}+1}(\overline{\boldsymbol{y}}-\boldsymbol{x})^{\top} \boldsymbol{\Sigma}^{-1}(\overline{\boldsymbol{y}}-\boldsymbol{x}) . \tag{3.4}
\end{equation*}
$$

If $\tilde{D} \geq 0$ then $\boldsymbol{x}$ is classified to $\pi_{1}$ and to $\pi_{2}$ otherwise.
In case of $n_{1}=n_{2}$, definition of the classification function given in (3.4) is identical to Fisher's linear discriminant function, what motivates factor $\frac{1}{2}$ in the formula. The classification function $\tilde{D}$ has same distribution as the difference between two non-central $\chi^{2}$ distributions. The distributions for $\boldsymbol{\Sigma}^{-\frac{1}{2}}(\overline{\boldsymbol{z}}-\boldsymbol{x})$ and $\boldsymbol{\Sigma}^{-\frac{1}{2}}(\overline{\boldsymbol{y}}-\boldsymbol{x})$ do not depend on $\boldsymbol{\Sigma}$. Thus, the distribution for $\tilde{D}$ does not depend on the covariance, which is reasonable since we have assumed a common variance for both populations and therefore it is reasonable that $\boldsymbol{\Sigma}$ is not involved in classification of $\boldsymbol{x}$ to either $\pi_{1}$ or $\pi_{2}$.

### 3.2. Classification with unknown dispersion matrix

One approach which can be used in classification to handle unknown parameters is the maximum likelihood approach with the observation which is to be classified, $\boldsymbol{x}$, involved in the estimation, e.g., see Kudo (1959). Assume observations to be normally distributed. Now, let $\boldsymbol{y}_{i}$ be a sample from $\pi_{1}$ collected in $\boldsymbol{Y}=\left(\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{n_{1}}\right)$, and $\boldsymbol{z}_{j}$ be a sample from $\pi_{2}$ collected in $\boldsymbol{Z}=\left(\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n_{2}}\right)$. Moreover $\boldsymbol{Y}, \boldsymbol{Z}$, and $\boldsymbol{x}$ are supposed to be jointly independent. If $\boldsymbol{x} \in \pi_{1}$ the following two models emerge in terms of $\boldsymbol{Y}, \boldsymbol{Z}$ and $\boldsymbol{x}$,

$$
\begin{align*}
(\boldsymbol{Y}: \boldsymbol{x}) & =\boldsymbol{\mu}_{1} \mathbf{1}_{n_{1}+1}^{\top}+\boldsymbol{\varepsilon}, & & \boldsymbol{\varepsilon} \sim \mathcal{N}_{p, n_{1}+1}\left(\mathbf{0}, \boldsymbol{\Sigma}, \mathbf{I}_{n_{1}+1}\right),  \tag{3.5}\\
\boldsymbol{Z} & =\boldsymbol{\mu}_{2} \mathbf{1}_{n_{2}}^{\top}+\boldsymbol{\varepsilon}, & & \boldsymbol{\varepsilon} \sim \mathcal{N}_{p, n_{2}}\left(\mathbf{0}, \boldsymbol{\Sigma}, \mathbf{I}_{n_{2}}\right),
\end{align*}
$$

where $\mathbf{1}_{n}$ is a column vector of $n$ ones. If $\boldsymbol{x} \in \pi_{2}$ the models are specified as

$$
\begin{align*}
\boldsymbol{Y} & =\tilde{\boldsymbol{\mu}}_{1} \mathbf{1}^{\top}{ }_{n_{1}}+\boldsymbol{\varepsilon}, & & \boldsymbol{\varepsilon} \sim \mathcal{N}_{p, n_{1}}\left(\mathbf{0}, \boldsymbol{\Sigma}, \mathbf{I}_{n_{1}}\right), \\
(\boldsymbol{Z}: \boldsymbol{x}) & =\tilde{\boldsymbol{\mu}}_{2} \mathbf{1}^{\top}{ }_{n_{2}+1}+\boldsymbol{\varepsilon}, & & \boldsymbol{\varepsilon} \sim \mathcal{N}_{p, n_{2}+1}\left(\mathbf{0}, \boldsymbol{\Sigma}, \mathbf{I}_{n_{2}+1}\right), \tag{3.6}
\end{align*}
$$

Equations (3.5) and (3.6) will be used to obtain the likelihood function when $\boldsymbol{x} \in \pi_{1}$ and $\boldsymbol{x} \in \pi_{2}$, respectively. Put

$$
\begin{gather*}
\boldsymbol{X}=(\boldsymbol{Y}: \boldsymbol{x}: \boldsymbol{Z}), \quad \boldsymbol{C}=\left(\begin{array}{ll}
\mathbf{1}_{n_{1}+1}^{\top} & \mathbf{0}_{n_{2}}^{\top} \\
\mathbf{0}_{n_{1}+1}^{\top} & \mathbf{1}_{n_{2}}^{\top}
\end{array}\right), \quad \tilde{\boldsymbol{C}}=\left(\begin{array}{cc}
\mathbf{1}_{n_{1}}^{\top} & \mathbf{0}_{n_{2}+1}^{\top} \\
\mathbf{0}_{n_{1}}^{\top} & \mathbf{1}_{n_{2}+1}^{\top}
\end{array}\right),  \tag{3.7}\\
\boldsymbol{S}=\boldsymbol{X}\left(\mathbf{I}-\boldsymbol{C}^{\top}\left(\boldsymbol{C}^{\top}\right)^{-1} \boldsymbol{C}\right) \boldsymbol{X}^{\top}, \quad \tilde{\boldsymbol{S}}=\boldsymbol{X}\left(\mathbf{I}-\tilde{\boldsymbol{C}}^{\top}\left(\tilde{\boldsymbol{C}} \tilde{\boldsymbol{C}}^{\top}\right)^{-1} \tilde{\boldsymbol{C}}\right) \boldsymbol{X}^{\top},
\end{gather*}
$$

where $\mathbf{0}_{n}$ is a column vector of $n$ zeros.
Lemma 3.3. Let $\hat{\boldsymbol{\Sigma}}_{i}$ be the estimated covariance matrix when $\boldsymbol{x}$ belongs to population $i$, $i \in\{1,2\}$ and $\boldsymbol{C}, \tilde{\boldsymbol{C}}, \boldsymbol{S}$ and $\tilde{\boldsymbol{S}}$ be defined in (3.7), and put $n=n_{1}+n_{2}$. Then, if $\boldsymbol{x} \in \pi_{1}$, the maximum likelihood estimators of the unknown parameters in (3.5) equal

$$
\begin{aligned}
\left(\hat{\boldsymbol{\mu}}_{1}, \hat{\boldsymbol{\mu}}_{2}\right) & =\boldsymbol{X} \boldsymbol{C}^{\boldsymbol{\top}}\left(\boldsymbol{C} \boldsymbol{C}^{\boldsymbol{\top}}\right)^{-1}, \\
(n+1) \hat{\boldsymbol{\Sigma}}_{1} & =\boldsymbol{S} .
\end{aligned}
$$

If $\boldsymbol{x} \in \pi_{2}$, the maximum estimators of the unknown parameters in (3.6) equal

$$
\begin{aligned}
\left(\hat{\tilde{\boldsymbol{\mu}}}_{1}, \hat{\tilde{\boldsymbol{\mu}}}_{2}\right) & =\boldsymbol{X} \tilde{\boldsymbol{C}}^{\top}\left(\tilde{\boldsymbol{C}} \tilde{\boldsymbol{C}}^{\top}\right)^{-1}, \\
(n+1) \hat{\boldsymbol{\Sigma}}_{2} & =\tilde{\boldsymbol{S}} .
\end{aligned}
$$

Proof. If $\boldsymbol{x} \in \pi_{1}$, the likelihood, $L_{(Y: x)}\left(\boldsymbol{\mu}_{1}, \boldsymbol{\Sigma}\right)$, is given by

$$
\begin{equation*}
L_{(\boldsymbol{Y}: \boldsymbol{x})}\left(\boldsymbol{\mu}_{1}, \boldsymbol{\Sigma}\right)=(2 \pi)^{-\left(n_{1}+1\right) p / 2}|\boldsymbol{\Sigma}|^{-\left(n_{1}+1\right) / 2} e^{-\frac{1}{2} \sum_{i=1}^{n_{1}+1}\left(\boldsymbol{y}_{i}-\boldsymbol{\mu}_{1}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{y}_{i}-\boldsymbol{\mu}_{1}\right)} \tag{3.8}
\end{equation*}
$$

whereas the likelihood, $L_{\boldsymbol{Z}}\left(\boldsymbol{\mu}_{2}, \boldsymbol{\Sigma}\right)$, is given by

$$
\begin{equation*}
L_{\boldsymbol{Z}}\left(\boldsymbol{\mu}_{2}, \boldsymbol{\Sigma}\right)=(2 \pi)^{-n_{2} p / 2}|\boldsymbol{\Sigma}|^{-n_{2} / 2} e^{-\frac{1}{2} \sum_{j=1}^{n_{2}}\left(z_{j}-\boldsymbol{\mu}_{2}\right)^{\boldsymbol{\top}} \boldsymbol{\Sigma}^{-1}\left(z_{j}-\boldsymbol{\mu}_{2}\right)} . \tag{3.9}
\end{equation*}
$$

Hence, for $\boldsymbol{\mu}=\left(\boldsymbol{\mu}_{1}: \boldsymbol{\mu}_{2}\right)$, and $n=n_{1}+n_{2}$ the likelihood, $L_{\boldsymbol{X}}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$, is given by:

$$
L_{\boldsymbol{X}}(\boldsymbol{\mu}, \boldsymbol{\Sigma})=(2 \pi)^{-(n+1) p / 2}|\boldsymbol{\Sigma}|^{-(n+1) / 2} e^{-\frac{\ln }{2} \mathrm{tr}\left\{\mathbf{\Sigma}^{-1}(\boldsymbol{X}-\boldsymbol{\mu} C)(\boldsymbol{X}-\boldsymbol{\mu} C)^{\top}\right\}} .
$$

Using MANOVA results and Theorem 2.7 yield the proof.
Replacing the unknown parameters with their estimators in the likelihood functions, the likelihood ratio for classification of $\boldsymbol{x}$ into $\pi_{1}$ or $\pi_{2}$ is given by

$$
\begin{equation*}
\frac{(2 \pi)^{-\frac{p}{2}(n+1)}\left|\hat{\boldsymbol{\Sigma}}_{1}\right|^{-\frac{1}{2}(n+1)} e^{-\frac{1}{2} \operatorname{tr}\left\{\hat{\mathbf{\Sigma}}_{1}^{-1}\left(\boldsymbol{X}-\left(\hat{\boldsymbol{\mu}}_{1}, \hat{\boldsymbol{\mu}}_{2}\right) \boldsymbol{C}\right)\left(\boldsymbol{X}-\left(\hat{\boldsymbol{\mu}}_{1}, \hat{\boldsymbol{\mu}}_{2}\right) \boldsymbol{C}\right)^{\top}\right\}}}{(2 \pi)^{-\frac{p}{2}(n+1)}\left|\hat{\boldsymbol{\Sigma}}_{2}\right|^{-\frac{1}{2}(n+1)} e^{-\frac{\operatorname{trtr}}{2}\left\{\hat{\boldsymbol{\Sigma}}_{2}^{-1}\left(\boldsymbol{X}-\left(\hat{\boldsymbol{\mu}}_{1}, \hat{\boldsymbol{\mu}}_{2}\right) \boldsymbol{C}\right)\left(\boldsymbol{X}-\left(\hat{\boldsymbol{\mu}}_{1}, \hat{\boldsymbol{\mu}}_{2}\right) \boldsymbol{C}\right)^{\top}\right\}}}=\left(\frac{\left|\hat{\boldsymbol{\Sigma}}_{2}\right|}{\left|\hat{\boldsymbol{\Sigma}}_{1}\right|}\right)^{\frac{n+1}{2}}, \tag{3.10}
\end{equation*}
$$

where $\hat{\boldsymbol{\Sigma}}_{i}$ denotes the maximum likelihood estimator, given in Lemma 3.3, when $\boldsymbol{x} \in \boldsymbol{\pi}_{\boldsymbol{i}}$, $i=1,2$. Moreover, $\hat{\boldsymbol{\mu}}_{1}, \hat{\boldsymbol{\mu}}_{2}$ are the maximum likelihood estimators of $\boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2}$ when $\boldsymbol{x} \in$ $\pi_{1}$, and $\hat{\tilde{\boldsymbol{\mu}}}_{1}, \hat{\tilde{\boldsymbol{\mu}}}_{2}$ are respective estimators when $\boldsymbol{x} \in \pi_{2}$. The new observation $\boldsymbol{x}$ is classified into $\pi_{1}$ if the ratio (3.10) is larger or equal to 1 and into $\pi_{2}$ if the ratio (3.10) is smaller than 1. Furthermore, let

$$
\boldsymbol{S}_{y}=\boldsymbol{Y} \boldsymbol{Y}^{\top}-n_{1} \bar{y} \bar{y}^{\top}, \quad \boldsymbol{S}_{z}=\boldsymbol{Z} \boldsymbol{Z}^{\top}-n_{2} \bar{z} \bar{z}^{\top}
$$

and put $\boldsymbol{S}_{y z}=\boldsymbol{S}_{y}+\boldsymbol{S}_{z}$, i.e., the sum of squares matrix based on the joint sample from populations $\pi_{1}$ and $\pi_{2}$, without taking into consideration the new observation. Moreover, $\boldsymbol{S}_{y z} \sim W_{p}\left(\boldsymbol{\Sigma}, n_{1}+n_{2}-p-3\right)$. Consequently, $\boldsymbol{S}_{y}$ and $\boldsymbol{S}_{z}$ can be expressed as

$$
\boldsymbol{S}_{y}=\boldsymbol{X}\left(\mathbf{I}-\boldsymbol{C}^{\top}\left(\boldsymbol{C} \boldsymbol{C}^{\top}\right)^{-1}\right) \boldsymbol{X}^{\top}=\boldsymbol{S}_{y z}+\frac{n_{1}}{n_{1}+1}(\overline{\boldsymbol{y}}-\boldsymbol{x})(\overline{\boldsymbol{y}}-\boldsymbol{x})^{\top},
$$

and similarly,

$$
\boldsymbol{S}_{z}=\boldsymbol{S}_{y z}+\frac{n_{2}}{n_{2}+1}(\overline{\boldsymbol{z}}-\boldsymbol{x})(\overline{\boldsymbol{z}}-\boldsymbol{x})^{\top} .
$$

As a result, the likelihood ratio in (3.10) is equivalent to

$$
\begin{equation*}
\frac{\left|\boldsymbol{S}_{z}\right|}{\left|\boldsymbol{S}_{y}\right|}=\frac{\left|\boldsymbol{S}_{y z}+\frac{n_{2}}{n_{2}+1}(\overline{\boldsymbol{z}}-\boldsymbol{x})(\overline{\boldsymbol{z}}-\boldsymbol{x})^{\top}\right|}{\left|\boldsymbol{S}_{y z}+\frac{n_{1}}{n_{1}+1}(\overline{\boldsymbol{y}}-\boldsymbol{x})(\overline{\boldsymbol{y}}-\boldsymbol{x})^{\top}\right|}=\frac{1+\frac{n_{2}}{n_{2}+1}(\overline{\boldsymbol{z}}-\boldsymbol{x})^{\top} \boldsymbol{S}_{y z}^{-1}(\overline{\boldsymbol{z}}-\boldsymbol{x})}{1+\frac{n_{1}}{n_{1}+1}(\overline{\boldsymbol{y}}-\boldsymbol{x})^{\top} \boldsymbol{S}_{y z}^{-1}(\overline{\boldsymbol{y}}-\boldsymbol{x})}, \quad n_{1}+n_{2}-3 \geq p . \tag{3.11}
\end{equation*}
$$

Note that $S_{y z}^{-1}$ exits if $n_{1}+n_{2}-3 \geq p$. A large likelihood suggests that $\boldsymbol{x}$ is to be classified into $\pi_{1}$. Therefore, $\boldsymbol{x}$ is classified into $\pi_{1}$ if

$$
\begin{equation*}
\frac{n_{2}}{n_{2}+1}(\overline{\boldsymbol{z}}-\boldsymbol{x})^{\top} \boldsymbol{S}_{y z}^{-1}(\overline{\boldsymbol{z}}-\boldsymbol{x}) \geq \frac{n_{1}}{n_{1}+1}(\overline{\boldsymbol{y}}-\boldsymbol{x})^{\top} \boldsymbol{S}_{y z}^{-1}(\overline{\boldsymbol{y}}-\boldsymbol{x}) . \tag{3.12}
\end{equation*}
$$

Note, since $\boldsymbol{S}_{y z} \sim W_{p}\left(\boldsymbol{\Sigma}, n_{1}+n_{2}-p-3\right)$, Theorem 2.6 (i) implies $E\left[\boldsymbol{S}_{y z}^{-1}\right]=m^{-1} \boldsymbol{\Sigma}^{-1}$.
Proposition 3.4. Consider the models given in (3.5) and (3.6), suppose $m=n_{1}+n_{2}-p-3>0$, and put

$$
\begin{equation*}
\hat{D}=\frac{n_{2} m}{n_{2}+1} \frac{1}{2}(\overline{\boldsymbol{z}}-\boldsymbol{x})^{\top} \boldsymbol{S}_{y z}^{-1}(\overline{\boldsymbol{z}}-\boldsymbol{x})-\frac{n_{1} m}{n_{1}+1} \frac{1}{2}(\overline{\boldsymbol{y}}-\boldsymbol{x})^{\top} \boldsymbol{S}_{y z}^{-1}(\overline{\boldsymbol{y}}-\boldsymbol{x}) . \tag{3.13}
\end{equation*}
$$

The observation $x$ is classified to $\pi_{1}$ if $\hat{D} \geq 0$ and to $\pi_{2}$ otherwise.
Note that the classification rule (3.13) does not have to include $\frac{m}{2}$. However, the factor $\frac{1}{2}$ is used because in Proposition 3.2 it was also used and the constant $m$ is reasonable since $E\left[\boldsymbol{S}_{y z}^{-1}\right]=m^{-1} \boldsymbol{\Sigma}^{-1}$. The distribution function for $\hat{D}$ given in Proposition 3.4 is more complicated than the distribution of $\tilde{D}$ given in Proposition 3.2 since it is expressed as a difference of two non-central F-distributions. Its basic properties are given in the next section.

## 4. Moments of $\tilde{D}$ and $\hat{D}$

The two classification functions $\tilde{D}$ and $\hat{D}$ both depend on sample sizes and the unknown $\Delta^{2}$, given in (3.3), and their distributions are a difference between non-central $\chi^{2}$ distributions and a difference between two non-central F-distributions, respectively, which are complicated to derive. Therefore, we derive moments of the classification functions $\tilde{D}$ and $\hat{D}$. It follows that $\hat{D}$ and $\tilde{D}$ are asymptotically equivalently distributed since for any $\varepsilon$,

$$
P\left((\hat{D}-\tilde{D})^{2}>\varepsilon\right) \rightarrow 0, \quad n_{i} \rightarrow \infty, \quad i \in\{1,2\} .
$$

Theorem 4.1. Let $\tilde{D}$ be defined in Proposition 3.2. Then
(i) if $\boldsymbol{x} \in \pi_{1},\left\{\begin{aligned} E[\tilde{D}] & =\frac{1}{2} \frac{n_{2}}{n_{2}+1} \Delta^{2}, \\ \operatorname{Var}[\tilde{D}] & =p\left(1-q^{2}\right)+\frac{n_{2}}{n_{2}+1} \Delta^{2} ;\end{aligned}\right.$
(ii) if $\boldsymbol{x} \in \pi_{2},\left\{\begin{aligned} E[\tilde{D}] & =-\frac{1}{2} \frac{n_{1}}{n_{1}+1} \Delta^{2}, \\ \operatorname{Var}[\tilde{D}] & =p\left(1-q^{2}\right)+\frac{n_{1}}{n_{1}+1} \Delta^{2},\end{aligned}\right.$
where $\Delta^{2}=\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)$ and

$$
\begin{equation*}
q=\sqrt{\frac{n_{1}}{n_{1}+1}} \sqrt{\frac{n_{2}}{n_{2}+1}} . \tag{4.1}
\end{equation*}
$$

Proof. Note that $\overline{\boldsymbol{y}}, \overline{\boldsymbol{z}}, \boldsymbol{S}_{y z}$ and $\boldsymbol{x}$ are independently distributed. Let $\boldsymbol{\mu}_{x}=E[\boldsymbol{x}]$. Put $\boldsymbol{u}^{\boldsymbol{\top}}=$ $\left(\boldsymbol{u}_{1}^{\top}, \boldsymbol{u}_{2}^{\top}\right)$, where

$$
\begin{align*}
& \boldsymbol{u}_{1}=\sqrt{\frac{n_{2}}{n_{2}+1}} \frac{1}{\sqrt{2}}(\overline{\boldsymbol{z}}-\boldsymbol{x}) \sim \mathcal{N}_{p}\left(\sqrt{\frac{n_{2}}{n_{2}+1}} \frac{1}{\sqrt{2}}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{\boldsymbol{x}}\right), \frac{1}{2} \boldsymbol{\Sigma}\right) \\
& \boldsymbol{u}_{2}=\sqrt{\frac{n_{1}}{n_{1}+1}} \frac{1}{\sqrt{2}}(\overline{\boldsymbol{y}}-\boldsymbol{x}) \sim \mathcal{N}_{p}\left(\sqrt{\frac{n_{1}}{n_{1}+1}} \frac{1}{\sqrt{2}}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{\boldsymbol{x}}\right), \frac{1}{2} \boldsymbol{\Sigma}\right) . \tag{4.2}
\end{align*}
$$

Thus, $\boldsymbol{u} \sim \mathcal{N}_{2 p}(\boldsymbol{\mu}, \boldsymbol{\psi}), \boldsymbol{\mu}$ is now defined as

$$
\begin{gather*}
\boldsymbol{\mu}^{\top}=\left(\sqrt{\frac{n_{2}}{n_{2}+1}} \frac{1}{\sqrt{2}}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{\boldsymbol{x}}\right)^{\top}, \sqrt{\frac{n_{1}}{n_{1}+1}} \frac{1}{\sqrt{2}}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{\boldsymbol{x}}\right)^{\top}\right),  \tag{4.3}\\
\boldsymbol{\psi}=\left(\begin{array}{ll}
1 & q \\
q & 1
\end{array}\right) \otimes \frac{1}{2} \boldsymbol{\Sigma},
\end{gather*}
$$

Let $\boldsymbol{P}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right) \otimes \boldsymbol{\Sigma}^{-1}$. Then, $\tilde{D}$ in Proposition 3.2 equals $\boldsymbol{u}^{\top} \boldsymbol{P} \boldsymbol{u}$. Therefore, using Corollary 2.3 (i) it follows that

$$
\begin{equation*}
E[\tilde{D}]=\frac{1}{2} \frac{n_{2}}{n_{2}+1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)-\frac{1}{2} \frac{n_{1}}{n_{1}+1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right) . \tag{4.4}
\end{equation*}
$$

If $\boldsymbol{x} \in \pi_{1}, \boldsymbol{\mu}_{\boldsymbol{x}}=\boldsymbol{\mu}_{1}$. Thus, the proof follows. Furthermore, using Corollary 2.3 (ii) we get

$$
\begin{equation*}
\operatorname{Var}[\tilde{D}]=2 \operatorname{tr}\{\boldsymbol{\psi} \boldsymbol{P} \boldsymbol{\psi} \boldsymbol{P}\}+4 \boldsymbol{\mu}^{\top} \boldsymbol{P} \boldsymbol{\psi} \boldsymbol{P} \boldsymbol{\psi} \tag{4.5}
\end{equation*}
$$

where we have

$$
\boldsymbol{P} \boldsymbol{\psi} \boldsymbol{P}=\left(\begin{array}{cc}
1 & -q  \tag{4.6}\\
-q & 1
\end{array}\right) \otimes \frac{1}{2} \boldsymbol{\Sigma}^{-1} .
$$

Therefore,

$$
\psi \mathbf{P} \psi \boldsymbol{P}=\left(\begin{array}{cc}
1-q^{2} & 0  \tag{4.7}\\
0 & 1-q^{2}
\end{array}\right) \otimes \frac{1}{4} \mathbf{I}_{p} .
$$

Hence, the terms in (4.5) are given by

$$
\begin{equation*}
\operatorname{tr}\{\boldsymbol{\psi} \boldsymbol{P} \boldsymbol{P} \boldsymbol{P}\}=\frac{1}{2} p\left(1-q^{2}\right) \tag{4.8}
\end{equation*}
$$

and

$$
\begin{align*}
\boldsymbol{\mu}^{\top} \boldsymbol{P} \psi \boldsymbol{P} \boldsymbol{\psi}= & \frac{1}{4}\left[\frac{n_{2}}{n_{2}+1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)-q^{2}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)\right. \\
& \left.-q^{2}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)+\frac{n_{1}}{n_{1}+1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)\right], \tag{4.9}
\end{align*}
$$

where $\boldsymbol{\mu}_{\boldsymbol{x}}$ equals either $\boldsymbol{\mu}_{1}$ or $\boldsymbol{\mu}_{2}$. Moreover, the two middle terms will always be zero. If $\boldsymbol{x} \in \pi_{1}$, replacing (4.8) and (4.9) in (4.5) and considering $\Delta^{2}$ defined by (3.3) yields

$$
\begin{equation*}
\operatorname{Var}[\tilde{D}]=p\left(1-q^{2}\right)+\frac{n_{2}}{n_{2}+1} \Delta^{2} . \tag{4.10}
\end{equation*}
$$

The proof of (ii) can be obtained using similar calculations.
Theorem 4.2. Consider the discriminant function $\hat{D}$ in Proposition 3.4. The expected value of the discriminant function is given by

$$
E[\hat{D}]=\left\{\begin{array}{lll}
\frac{1}{2} \frac{n_{2}}{n_{2}+1} \Delta^{2}, & \text { if } & \boldsymbol{x} \in \pi_{1}  \tag{4.11}\\
-\frac{1}{2} \frac{n_{1}}{n_{1}+1} \Delta^{2}, & \text { if } & \boldsymbol{x} \in \pi_{2}
\end{array}\right.
$$

where $\Delta^{2}$ is the Mahalanobis squared distance given in (3.3).
Proof. Let $\boldsymbol{u}_{1}$ and $\boldsymbol{u}_{2}$ be defined in (4.2) and hence, $\boldsymbol{u}=\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right) \sim \mathcal{N}_{2 p}(\boldsymbol{\mu}, \boldsymbol{\psi})$, where $\boldsymbol{\mu}$ and $\boldsymbol{\psi}$ are defined in (4.3) and $q$ in (4.1). Let $\boldsymbol{Q}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right) \otimes m \boldsymbol{S}_{\boldsymbol{y z}}^{-1}$. Hence, $\hat{D}=\boldsymbol{u}^{\top} \boldsymbol{Q} \boldsymbol{u}$. The vectors $\boldsymbol{u}$ and $\boldsymbol{Q}$ are independently distributed. Then, since $\boldsymbol{u} \sim \mathcal{N}_{2 p}(\boldsymbol{\mu}, \boldsymbol{\psi})$, using Corollary 2.3 (i) and the fact that $\operatorname{tr}(\boldsymbol{\psi} \boldsymbol{Q})=\operatorname{tr}\left\{\left(\begin{array}{cc}1 & -q \\ q & -1\end{array}\right) \otimes \frac{1}{2} m \Sigma \boldsymbol{S}_{y z}^{-1}\right\}=0$, we get

$$
E\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]=E\left[\boldsymbol{u}^{\top} \boldsymbol{Q} \boldsymbol{u} \mid \boldsymbol{S}_{y z}\right]=\underbrace{\operatorname{tr}(\boldsymbol{\psi} \boldsymbol{Q})}_{=0}+\boldsymbol{\mu}^{\top} \boldsymbol{Q} \boldsymbol{\mu}=\boldsymbol{\mu}^{\top} \boldsymbol{Q} \boldsymbol{\mu}
$$

where $E[\cdot \cdot \cdot]$ denotes conditional expectation. As a result,

$$
\begin{aligned}
E[\hat{D}] & =E\left[E\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]\right]=E\left[\boldsymbol{\mu}^{\top} \mathbf{Q} \boldsymbol{\mu}\right] \\
& =E\left[\frac{1}{2} \frac{n_{2}}{n_{2}+1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} m \boldsymbol{S}_{y z}^{-1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)-\frac{1}{2} \frac{n_{1}}{n_{1}+1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)^{\top} m \boldsymbol{S}_{y z}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)\right] .
\end{aligned}
$$

As depending on population which $\boldsymbol{x}$ belongs to, $\boldsymbol{\mu}_{x}$ is equal $\boldsymbol{\mu}_{1}$ or $\boldsymbol{\mu}_{2}$, both middle terms are equal to 0 . Thus, if $\boldsymbol{x} \in \pi_{1}$, then $\boldsymbol{\mu}_{\boldsymbol{x}}=\boldsymbol{\mu}_{1}$. Therefore, since from Theorem 2.6 (i), $E\left[m S_{y z}^{-1}\right]=\boldsymbol{\Sigma}^{-1}$, we get

$$
E[\hat{D}]=\frac{1}{2} \frac{n_{2}}{n_{2}+1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{1}\right)^{\top} E\left[m \boldsymbol{S}_{y z}^{-1}\right]\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{1}\right)=\frac{1}{2} \frac{n_{2}}{n_{2}+1} \Delta^{2} .
$$

Similarly, if $\boldsymbol{x} \in \pi_{2}$, then $\boldsymbol{\mu}_{\boldsymbol{x}}=\boldsymbol{\mu}_{2}$ and

$$
E[\hat{D}]=-\frac{1}{2} \frac{n_{1}}{n_{1}+1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)^{\top} E\left[m \boldsymbol{S}_{y z}^{-1}\right]\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)=-\frac{1}{2} \frac{n_{1}}{n_{1}+1} \Delta^{2} .
$$

Theorem 4.3. Consider the discriminant function $\hat{D}$ in Proposition 3.4 and let $c_{0}=\frac{m+p}{m(m-2)(m+1)}$. For $m=n_{1}+n_{2}-p-3>2$, the variance of the discriminant function is given by

$$
\operatorname{Var}[\hat{D}]=\left\{\begin{array}{l}
\left(1-q^{2}\right) m^{2} c_{0} p+m^{2} \frac{n_{2}}{n_{2}+1} c_{0} \Delta^{2}+\left(\frac{n_{2}}{n_{2}+1}\right)^{2} \frac{1}{2(m-2)}\left(\Delta^{2}\right)^{2}, \quad \text { if } \quad \boldsymbol{x} \in \pi_{1},  \tag{4.12}\\
\left(1-q^{2}\right) m^{2} c_{0} p+m^{2} \frac{n_{1}}{n_{1}+1} c_{0} \Delta^{2}+\left(\frac{n_{1}}{n_{1}+1}\right)^{2} \frac{1}{2(m-2)}\left(\Delta^{2}\right)^{2}, \quad \text { if } \quad \boldsymbol{x} \in \pi_{2},
\end{array}\right.
$$

where $\Delta^{2}$ is the Mahalanobis squared distance given by (3.3) and $q$ is given by (4.1).
Proof. It will be utilized that

$$
\begin{equation*}
\operatorname{Var}[\hat{D}]=\operatorname{Var}\left[E\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]\right]+E\left[\operatorname{Var}\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]\right] \tag{4.13}
\end{equation*}
$$

where $\operatorname{Var}[\cdot \cdot \cdot]$ denotes conditional variance. Moreover, $\hat{D}=\boldsymbol{u}^{\top} \boldsymbol{Q} \boldsymbol{u}, \boldsymbol{u} \sim \mathcal{N}_{2 p}(\boldsymbol{\mu}, \boldsymbol{\psi})$, where $\boldsymbol{u}, \boldsymbol{Q}$ and $\boldsymbol{\psi}$ are defined in the proof of Theorem 4.2. Using Theorem 2.2 (ii) we get,

$$
\begin{equation*}
\operatorname{Var}\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]=2 \operatorname{tr}\{\boldsymbol{\psi} \mathbf{Q} \boldsymbol{\psi} \mathbf{Q}\}+4 \boldsymbol{\mu}^{\top} \mathbf{Q} \boldsymbol{\psi} \mathbf{Q} \boldsymbol{\psi} \tag{4.14}
\end{equation*}
$$

Evaluating (4.14) step by step:

$$
\begin{align*}
& \boldsymbol{Q} \boldsymbol{\psi} \boldsymbol{Q}= {\left[\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \otimes m \boldsymbol{S}_{y z}^{-1}\right]\left[\left(\begin{array}{cc}
1 & q \\
q & 1
\end{array}\right) \otimes \frac{1}{2} \boldsymbol{\Sigma}\right]\left[\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \otimes m \boldsymbol{S}_{y z}^{-1}\right] } \\
&=\left(\begin{array}{cc}
1 & -q \\
-q & 1
\end{array}\right) \otimes \frac{1}{2} m^{2} \boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1},  \tag{4.15}\\
& \boldsymbol{\psi Q \boldsymbol { Q } \boldsymbol { Q } = [ ( \begin{array} { c c } 
{ 1 } & { q } \\
{ q } & { 1 }
\end{array} ) \otimes \frac { 1 } { 2 } \boldsymbol { \Sigma } ] ( \begin{array} { c c } 
{ 1 } & { - q } \\
{ - q } & { 1 }
\end{array} ) \otimes \frac { 1 } { 2 } m ^ { 2 } \boldsymbol { S } _ { y z } ^ { - 1 } \boldsymbol { \Sigma } \boldsymbol { S } _ { y z } ^ { - 1 }}  \tag{4.16}\\
&=\left(\begin{array}{cc}
1-q^{2} & 0 \\
0 & 1-q^{2}
\end{array}\right) \otimes \frac{1}{4} m^{2} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}
\end{align*}
$$

Then the first term on the right side in (4.14) becomes

$$
\operatorname{tr}\{\boldsymbol{\psi} \mathbf{Q} \boldsymbol{\psi} \mathbf{Q}\}=\frac{1}{2}\left(1-q^{2}\right) m^{2} \operatorname{tr}\left\{\boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}\right\}
$$

Furthermore, for $q=\sqrt{\frac{n_{1}}{n_{1}+1}} \sqrt{\frac{n_{2}}{n_{2}+1}}$, the second term of (4.14) equals

$$
\begin{align*}
\boldsymbol{\mu}^{\top} \mathbf{Q} \psi \mathbf{Q} \boldsymbol{\psi}= & \frac{1}{4} m^{2} \frac{n_{2}}{n_{2}+1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)-\underbrace{\frac{1}{2} q^{2} m^{2}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)}_{=0} \\
& +\frac{1}{4} m^{2} \frac{n_{1}}{n_{1}+1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right) . \tag{4.17}
\end{align*}
$$

The term $\frac{1}{2} q^{2} m^{2}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{\boldsymbol{x}}\right)$ is always zero because either $\boldsymbol{x} \in \pi_{1}$ or $\boldsymbol{x} \in \pi_{2}$.

Moreover, for $m>2$, Theorem 2.6 (ii) yields $E\left[\boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}\right]=c_{0} \boldsymbol{\Sigma}^{-1}$. Then, we can evaluate

$$
\begin{aligned}
E\left[\operatorname{Var}\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]\right]= & \left(1-q^{2}\right) m^{2} \operatorname{tr}\left\{E\left[\boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}\right]\right\}+m^{2} \frac{n_{2}}{n_{2}+1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} E\left[\boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}\right]\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right) \\
& +m^{2} \frac{n_{1}}{n_{1}+1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)^{\top} E\left[\boldsymbol{S}_{y z}^{-1} \boldsymbol{\Sigma} \boldsymbol{S}_{y z}^{-1}\right]\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right) \\
= & \left(1-q^{2}\right) m^{2} c_{0} p+m^{2} \frac{n_{2}}{n_{2}+1} c_{0}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right) \\
& +m^{2} \frac{n_{1}}{n_{1}+1} c_{0}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)^{\top} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right) .
\end{aligned}
$$

Hence, if $\boldsymbol{x} \in \pi_{1}$ then

$$
E\left[\operatorname{Var}\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]\right]=\left(1-q^{2}\right) m^{2} c_{0} p+m^{2} \frac{n_{2}}{n_{2}+1} c_{0} \Delta^{2} .
$$

Now, let's calculate $\operatorname{Var}\left[E\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]\right]$. First we have

$$
E\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]=\frac{1}{2} \frac{n_{2}}{n_{2}+1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)^{\top} m \boldsymbol{S}_{y z}^{-1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)-\frac{1}{2} \frac{n_{1}}{n_{1}+1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)^{\top} m \boldsymbol{S}_{y z}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right) .
$$

Put $\quad \boldsymbol{M}=\frac{1}{2} \frac{n_{2}}{n_{2}+1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{x}\right)\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{\boldsymbol{x}}\right)^{\top}-\frac{1}{2} \frac{n_{1}}{n_{1}+1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{x}\right)^{\top}$. Then, $E\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]=$ $\operatorname{tr}\left\{m \boldsymbol{S}_{y z}^{-1} \boldsymbol{M}\right\}$.

Let $m=n_{1}+n_{2}-p-3$ and put

$$
\begin{equation*}
c_{1}=\frac{1}{m}, \quad c_{2}=\frac{m-1}{m(m+1)(m-2)} \quad \text { and } \quad c_{3}=\frac{1}{m-1} c_{2} . \tag{4.18}
\end{equation*}
$$

Hence, using Theorem 2.6 (vii), with $c_{1}, c_{2}$ and $c_{3}$ defined as in (4.18) we get

$$
\begin{aligned}
\operatorname{Var}\left[E\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]\right] & =\operatorname{Var}\left[\operatorname{tr}\left\{m \boldsymbol{S}_{y z}^{-1} \boldsymbol{M}\right\}\right]=m^{2} \operatorname{vec}^{\top} \boldsymbol{M} \operatorname{Var}\left[\boldsymbol{S}_{y z}^{-1}\right] \operatorname{vec} \boldsymbol{M} \\
& =2 c_{3} m^{2} \operatorname{vec}^{\top} \boldsymbol{M}\left(\boldsymbol{\Sigma}^{-1} \otimes \boldsymbol{\Sigma}^{-1}\right) \operatorname{vec} \boldsymbol{M}+\left(c_{2}-c_{1}^{2}\right)\left(\operatorname{tr}\left\{\boldsymbol{\Sigma}^{-1} \boldsymbol{M}\right\}\right)^{2}
\end{aligned}
$$

If $\boldsymbol{x} \in \pi_{1}, \boldsymbol{M}=\frac{1}{2} \frac{n_{2}}{n_{2}+1}\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{1}\right)\left(\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{1}\right)^{\top}$ and if $\boldsymbol{x} \in \pi_{2}, \boldsymbol{M}=\frac{1}{2} \frac{n_{1}}{n_{1}+1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)^{\top}$. Therefore, if $\boldsymbol{x} \in \pi_{1}$,

$$
\operatorname{Var}\left[E\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]\right]=\frac{1}{2} m^{2}\left(\frac{n_{2}}{n_{2}+1}\right)^{2}\left(c_{3}+\frac{1}{2}\left(c_{2}-c_{1}^{2}\right)\right)\left(\Delta^{2}\right)^{2},
$$

and if $\boldsymbol{x} \in \pi_{2}$,

$$
\operatorname{Var}\left[E\left[\hat{D} \mid \boldsymbol{S}_{y z}\right]\right]=\frac{1}{2} m^{2}\left(\frac{n_{1}}{n_{1}+1}\right)^{2}\left(c_{3}+\frac{1}{2}\left(c_{2}-c_{1}^{2}\right)\right)\left(\Delta^{2}\right)^{2}
$$

where $c_{3}+\frac{1}{2} c_{2}-\frac{1}{2} c_{1}^{2}=\frac{1}{m^{2}(m-2)}$. Thus the proof follows.
Though they are are asymptotically equivalent, the distribution of $\tilde{D}$ defined in Proposition 3.2 is comparably simpler than the distribution of $\hat{D}$ in Proposition 3.4. In addition, the expectations of $\hat{D}$ and $\tilde{D}$ are the same.

## 5. Concluding remarks

In this paper, two asymptotically equivalent classification rules were considered using a likelihood approach, for a known and unknown covariance matrix, under the assumption about multivariate normality of the populations. We regard an observation $\boldsymbol{x}$ as coming from $\pi_{1}$ or $\pi_{2}$ populations according to whether the observed value of the discriminant functions $\tilde{D}$ or $\hat{D}$ is positive or negative. Note that when $n_{1}=n_{2} \equiv n, \hat{D}=$ $-\frac{m n}{n+1} W$, where $m=2 n-p-3$. The discriminant functions $\tilde{D}$ and $\hat{D}$ have smaller variances than the $W$-rule, (Wald 1944; Anderson 1951)

The presence of an inverted Wishart distributed covariance matrix in the estimated discriminant function, $\hat{D}$ makes it difficult to derive moments. The results of this paper can be utilized in for example Edgeworth expansion which gives alternative approximations of the distribution of the misclassification errors.
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