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Abstract The motion of droplets on solid surfaces in response to an external gradient is a fundamental
problem with a broad range of applications, including water harvesting, heat exchange, mixing and printing.
Here we study the motion of droplets driven by a humidity gradient, i.e. a variation in concentration of
their own vapour in the surrounding gas phase. Using lattice-Boltzmann simulations of a diffuse-interface
hydrodynamic model to account for the liquid and gas phases, we demonstrate that the droplet migrates
towards the region of higher vapour concentration. This effect holds in situations where the ambient
gradient drives either the evaporation or the condensation of the droplet, or both simultaneously. We
identify two main mechanisms responsible for the observed motion: a difference in surface wettability, which
we measure in terms of the Young stress, and a variation in surface tension, which drives a Marangoni
flow. Our results are relevant in advancing our knowledge of the interplay between gas and liquid phases
out of thermodynamic equilibrium, as well as for applications involving the control of droplet motion.

1 Introduction

The controlled motion of a liquid droplet on a solid
surface is important in many applications, including
water harvesting [1,2], heat exchange [3], microreac-
tors [4] and printing [5]. The driving forces responsi-
ble for droplet motion comprise capillary forces which
include the interaction with the solid, the wettability,
and those which result from variations of the droplet’s
surface tension, also known as Marangoni forces [6,7].
Wetting dominated motion can be achieved by intro-
ducing a gradient in the solid surface’s properties, e.g.
its chemical composition [8], elasticity [9], or topogra-
phy [10]. On the other hand, when differences in the
surface tension along the droplet’s surface arise, these
drive Marangoni flows towards the region of higher sur-
face tension, which can in turn be strong enough to
drive the motion of the droplet. Such an effect can be
achieved through variations in composition or temper-
ature along the droplet’s surface [11,12].

Achieving droplet motion through variations in the
composition of the ambient gas phase can be advanta-
geous, as such a strategy eliminates the need for pat-
terning the solid surface and allows dynamic control.
It is well known that the interactions between pairs of
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droplets mediated by the surrounding gas phase can
generate motion of the droplet.

In general, one can consider two cases for the droplet-
gas interactions: composite systems, where droplets are
made of different liquids or liquid mixtures [13–16], and
pure systems [17–19], where both droplets are made of
the same substance. Droplet motion in composite sys-
tems has been shown to be driven by Marangoni flows,
which arise from a varying composition at the droplet
surface driven by a different volatility and surface ten-
sion of the components of the droplet [13].

The motion of droplets driven by variations of the
concentration of the droplet’s own vapour in the ambi-
ent gas phase, i.e. its humidity, is less well understood.
In 2017, Man and Doi [19] performed a theoretical study
of droplets evaporating on a smooth, chemically homo-
geneous solid surface using a one-sided model based
on lubrication theory. For pairs of single-component
droplets, they studied the effect of an imposed varia-
tion of the evaporative flux across the droplet’s inter-
face and predicted droplet motion towards regions of
lower evaporative flux. This prediction was confirmed
experimentally by Wen et al. [17]. In further experi-
ments, Sadafi et al. [18] reported that the mechanism
leading to motion can also be influenced by Marangoni
flows arising from a variation in temperature due to
evaporative cooling.
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The liquid-vapour phase change of sessile droplets is
a complex phenomenon that involves mass and heat
transfer [20,21]. While progress has been made in
understanding the mechanism leading to motion of
droplets undergoing evaporation, a study of the fluid
dynamics in the liquid and gas phases is still miss-
ing. Furthermore, whether motion can also arise during
droplet condensation, is still an open question. There-
fore, in this work we perform a computational study of
the mechanism leading to droplet motion of a single-
component droplet due to variations of the concentra-
tion of its vapour in the ambient gas phase and con-
sider both evaporation and condensation of droplets.
To isolate this effect, we neglect other effects such as
temperature gradients or concentration gradients at the
liquid–gas interface. We use lattice-Boltzmann simula-
tions of a binary-fluid hydrodynamic model, which has
been validated previously in studies of droplet evapo-
ration under isothermal conditions [22].

In Sect. 2 we present the model equations and the
lattice-Boltzmann simulation setup. In Sect. 3 we report
the results of our work. We start by presenting results
of droplet motion under a gradient in the ambient fluid
phase composition and then analyse the variation of
the surface tension along the droplet’s surface and the
difference in the Young’s stress at the contact line. We
show that the gradient in the composition of the ambi-
ent phase leads to a variation of the mass flux along
the interface as predicted by Man and Doi [19]. How-
ever, we also identify two competing effects in the sim-
ulations: a variation of the surface tension along the
droplet’s surface, which induces flow towards regions of
lower concentration of vapour in the gas phase, and a
difference in Young’s stresses at the contact line, which
drives the droplet towards regions of higher vapour con-
centration. Finally, in Sect. 4 we present the conclusions
of this work.

2 Methodology

2.1 Governing equations

Figure 1 shows a schematic representation of the sys-
tem. We consider a rectangular domain of length L and
height H. The top and bottom edges, located at y = 0
and y = H, correspond to flat solid surfaces. The left
and right edges, where x = 0 and x = L, are open
boundaries. The liquid droplet sits on the bottom solid
surface and is surrounded by a gas phase, which spans
the rest of the domain.
To model the liquid droplet and the surrounding gas, we
consider a binary-fluid model able to exhibit the coexis-
tence of two phases: a liquid-rich phase, corresponding
to the droplet, and a liquid-poor phase, corresponding
to the surrounding gas. Following a mesoscopic approx-
imation, the two phases are described by a continuous-
order parameter, φ(r, t), which varies smoothly from
one phase to the other across a diffuse interfacial region.

Fig. 1 Schematic representation of the system. A two-
dimensional droplet of base radius R and equilibrium con-
tact angle θe sits on the bottom solid surface of a rectan-
gular channel of length L and height H. The droplet and
the surrounded gas phase are distinguished by an order-
parameter field, φ. A gradient in the composition of the gas
phase is induced by fixing the chemical potential at the left
and right open edges of the channel, to values μl and μr,
respectively. n and s represent the normal and tangential
vector with respect of the interface of the droplet, respec-
tively, and define the direction of the arc-length

The region occupied by the fluids is denoted by V
and the solid boundary by S. A suitable choice of the
Helmholtz free energy of such a system is given by [23]

F [ρ, φ]=
∫
V

[
ψ(φ,∇φ)+

1
3
ρ log ρ

]
dV+

∫
S

ζ(φ)dS, (1)

The first integral in Eq. (1) is the bulk contribution to
the free energy. The first term in the integrand is the
interaction energy, defined as

ψ(φ,∇φ) =
3γeq√

8l

(
1
4
φ4 − 1

2
φ2 +

1
2
l2|∇φ|2

)
. (2)

Here, the φ2 and φ4 terms produce a double-well poten-
tial with minima at φ = ±φeq, which correspond to
the saturation values of the order parameter in the liq-
uid and gas for a flat interface configuration. Here, the
model parameters are chosen so that φeq = 1. There-
fore, we will take φ > 0 as the droplet and φ < 0 as
the surrounding gas, thus defining the curve φ(r) = 0
as the droplet–gas interface. The square-gradient term
in Eq. (2) gives rise to an energy cost from one phase to
the other, therefore producing a smooth/diffuse inter-
face of equilibrium surface tension γeq and thickness l,
respectively. The second term in the first integrand of
Eq. (1) corresponds to an ideal-gas contribution due to
the kinetic motion of molecules in the fluid, where ρ is
the mass density.

The second integral in Eq. (1) represents the free-
energy contribution from the interaction of the fluid
and the solid surface, where ζ(φ) can be used to control
the wettability of the solid. Here we use ζ(φ) = −χφ,
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which leads to the natural boundary condition

∂φ

∂n
= −

√
8χ

3γeql
, (3)

where n denotes the direction normal to the solid sur-
face. It can be shown that the equilibrium contact angle,
θe, obeys

χ =
3
2
γeqsgn

(π

2
− θe

) √
cos ϕ(1 − cos ϕ), (4)

where ϕ = 1
3 arccos (sin2 θe).

The local chemical potential of the fluid is defined as

μ(φ) ≡ δF
δφ

=
3γeq√

8l

(
φ3 − φ − l2∇2φ

)
(5)

In equilibrium, μ = 0. Out of equilibrium, inhomo-
geneities in the chemical potential lead to a diffusive
flux

J = −M∇μ, (6)

where M , called the mobility, plays the role of the diffu-
sivity. Imposing the conservation of the order parameter
leads to the Cahn–Hilliard convection-diffusion equa-
tion [24],

∂tφ + ∇ · (uφ) = −∇ · J, (7)

where u = (u, v) is the local fluid velocity vector.
The conservation of mass is described by the conti-

nuity equation

∂tρ + ∇ · (ρu) = 0. (8)

On the other hand, the conservation of momentum is
governed by the Navier–Stokes equations:

∂t(ρu) + ∇ · (ρuu)

=−∇p+∇ ·
[
η

(
∇u+∇uT − 2

3
(∇ · u)I

)]
−φ∇μ.(9)

where η is the dynamic viscosity, I is the identity
matrix, and T denotes a transpose. Here, the pressure
obeys p = ρ/3 and follows from the ideal-gas term in
Eq. (1). The last term in Eq. (9) is the contribution to
the conservation of momentum arising from variations
in the chemical potential. This term leads to capillary
stresses in the interfacial region, but also to an osmotic-
type force in the bulk of the fluid phases. Even though
Eqs. (8) and (9) allow for variations in the mass den-
sity, the typical Mach numbers in the simulations are of
order Ma ≈ 10−8. Therefore, effects due to compress-
ibility are negligible.

In summary, the governing equations comprise the
Cahn–Hilliard equation for the order parameter φ(r, t)
and the continuity and Navier–Stokes equations for
the fluid velocity u(r, t), Eqs. (7), (8), and (9). These
are complemented by boundary conditions at the solid

walls and at the edges of the domain (see supplemen-
tary information).

At the solid boundaries, located at y = 0 and y = H
for 0 ≤ x ≤ L, we implement the boundary conditions
[25,26]

∂nφ = −
√

8χ/3γeql, (10)
∂nμ = 0, (11)
u = 0, (12)

and
∂np = 0. (13)

Equations (10) and (11) introduce wettability and no-
flux conditions at the solid. Equations (12) and (13)
impose stick and impenetrability conditions at the solid
boundaries. It is well-known that the Cahn–Hilliard
equation, coupled to the Navier–Stokes equations, gives
rise to a slip effect which allows the motion of the
contact line. This effect has been shown to match the
hydrodynamic description of contact-line dynamics as
given by the Cox–Voinov theory [27].

At the side edges of the domain, located at x = 0
and x = L for 0 ≤ y ≤ H, we implement the boundary
conditions [26,28]

φ = φi, (14)

μ =
3γeq√

8l

(
φ3
i − φi

)
, (15)

∂nu = 0, (16)

and

p =
3γeq√

8l

(
3
4
φ4
i − 1

2
φ2
i

)
+

ρ0
3

, (17)

where ρ0 is the mean bulk density of the droplet. The
purpose of Eqs. (14) and (15) is to induce a diffu-
sive current that drives the phase change in the Cahn–
Hilliard equation. Here, the boundary value φi is set
independently at each edge, i.e. φi = φl if x = 0 and
φi = φr if x = L, with φl and φr chosen to drive the
phase change [22]. Accordingly, the chemical potential
is fixed by Eq. (15), which follows from Eq. (5) neglect-
ing the contribution of the Laplacian term. To drive the
evaporation of the droplet, it suffices to set φi < −1,
which implies μ < 0 in Eq. (15). To drive condensation,
we use −1 < φi < 0 and μ > 0. The boundary con-
ditions in Eqs. (14) and (15) introduce a force density
due to the last term in the Navier–Stokes equations.
To compensate for this force, we impose the Dirichlet
boundary condition on the pressure, Eq. (17).

2.2 Simulation setup

To integrate the model equations, we use a lattice-
Boltzmann algorithm as detailed in reference [22]. We
set an initial condition consisting of a droplet of initial
base radius R0 and contact angle θe positioned at the
centre of the simulation domain, as shown in Fig. 1.
The order parameter within the droplet is set to φ = 1
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Table 1 Model parameters used in the simulations in lattice-Boltzmann units

L H γeq l M η ρ

128 64 0.0001 1.6 18 1/6 1

Table 2 Boundary values used in the simulations

φl φr μl μr θe

−1.0 −1.6 0 −1.65 × 10−4 90◦

−1.1 −1.5 −1.53 × 10−5 −1.24 × 10−4 90◦

−0.9 −1.3 1.13 × 10−5 −5.95 × 10−5 90◦

−0.8 −1.1 1.91 × 10−5 −1.53 × 10−5 90◦

−0.7 −0.9 2.37 × 10−5 1.13 × 10−5 90◦

−1.0 −1.6 0 −1.65 × 10−4 60◦

−1.0 −1.6 0 −1.65 × 10−4 80◦

−1.0 −1.6 0 −1.65 × 10−4 100◦

−1.0 −1.6 0 −1.65 × 10−4 120◦

and in the ambient gas phase to φ = −1. The fluid
velocity is set to u = 0 across the whole of the simula-
tion domain. Simulations are run for typically 3 × 106
simulation steps. The rest of the fluid properties used
are summarised in Tables 1 and 2.

For a given choice of the boundary values of the chem-
ical potential, μl and μr, the characteristic time of diffu-
sive transport across the simulation domain, tc, follows
from Eq. (7) and reads

tc =
L2

M |μl − μr| . (18)

In the following, we report our results using L and tc
as the characteristic length and time scales.

3 Results

Figure 2a shows the evolution of a droplet of ini-
tial radius R0 = 0.35L and equilibrium contact angle
θe = 90◦ subject to the boundary conditions μl = 0 and
μr = −1.7×10−4. The chemical potential field is shown
as a colour map and varies continuously between the
edges of the domain across the gas phase. The resulting
gradient induces evaporation from the right-hand side
of the droplet, while the left-hand side is kept close to
equilibrium. As the droplet evaporates, its centre moves
towards the left of the domain, i.e. towards the region
of weaker evaporation. Figure 2b shows the position of
the droplet’s centre (solid purple line) and its footprint,
which corresponds to the contact length with the solid
(blue shaded area). In the apparent absence of conden-
sation, it is clear both edges move to the region of lower
evaporation, confirming that the difference in chemical
potential induces a propulsion mechanism.

The same effect can be observed for a variety of com-
binations of the boundary values μl and μr, and equi-
librium contact angle, θe, which we report in Table 2.

In all cases, the droplet exhibits motion towards the
side where the vapour concentration in the gas phase is
higher. For evaporation, this corresponds to the region
of weaker evaporation rate. For condensation, this is the
region where the condensation rate is higher. For exam-
ple, setting μl = −1.5×10−5 and μr = −1.2×10−4, i.e.
driving evaporation from both sides, but at a stronger
rate on the right-hand side, induces droplet motion
from right to left, indicated by the yellow area in
Fig. 2b.

Figure 3a shows a stream plot of the order-parameter
flux, J, for the same simulation parameters of Fig. 2a,
where the chemical potential values are μl = 0 and
μr = −1.7 × 10−4. The flux varies along the interface,
growing from left to right, but is always directed from
the interface into the gas phase. This rules out accumu-
lation of mass in the region of weaker evaporation side
as the mechanism leading to droplet motion. The flow
pattern, shown in Fig. 3b, shows an overall flow from
left to right in the gas phase. This is expected from
the Cahn–Hilliard equation, where a diffusive flux can
also trigger a flow due to advection. We also observe a
flow within the droplet from its centre-top towards the
edges, which is consistent with a stronger evaporation
rate at the contact points. To characterise the local fric-
tion associated with the flow, we compute the rate of
viscous dissipation of energy density [29],

εkin = 2η

[
(∂xu)2 + (∂yv)2 +

1
2

(∂yu + ∂xv)2
]

, (19)

shown as a colour map in Fig. 3b. The motion of the
contact lines creates regions of higher dissipation at the
edges of the droplet, with a stronger effect on the right
edge, where evaporation is stronger. This observation
suggests that the droplet motion mechanism is hydro-
dynamic in nature, as it leads to motion of the interface
past the solid surface.

Based on these observations, we expect that droplet
motion can be influenced by two different driving mech-
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Fig. 2 Droplet evaporation under a chemical potential gra-
dient. a Evaporation sequence of a droplet with θe = 90◦

subject to a gradient in the ambient chemical potential,
where μl = 0 and μr = −1.7 × 10−4. b Evolution of the
x-coordinate droplet’s centre (solid purple line) and its foot-
print (blue shaded area). The empty symbols correspond

to the snapshots of panel (a). The horizontal thin dashed
lines indicate the initial position of the left and right droplet
edges. The orange shaded area encased in green dashed lines
shows the evolution of a droplet subject to a higher evapo-
ration rate, with μl = −1.5 × 10−5 and μl = −1.2 × 10−4

anisms. The first is due to a Marangoni flow, which
drives motion towards regions where the droplet-gas
surface tension is higher [11]. The second mechanism is
the capillary force due to a difference in wettability of
the surface, favouring motion towards regions of higher
surface energy. This force can be expressed as the unbal-
anced Young stress, Fx = (γ cos θ)r −(γ cos θ)l, where r
and l refer to the right and left contact points, respec-
tively. Note that, in general, both the surface tension, γ,
and the contact angle, θ, can vary between the droplet’s
edges.

In the Cahn–Hilliard model the surface tension
depends on the local composition of the binary fluid.
Such a dependence implies that the surface tension
varies along the droplet interface if the composition of
the surrounding gas phase also varies. To measure the
surface tension along the interface of the droplet, we
first define the arc length, s, which runs from the left
to the right edge along the interface, as shown in Fig. 1.
At each point of the interface, we compute the normal
coordinate, n, and then calculate the surface tension as
the excess free energy [30]

γ =
∫ nmax

nmin

[ψ(φ,∇φ) − ψ(φeq, 0)]dn. (20)

Figure 4a shows γ(s) profiles at different times for the
simulation parameters of Fig. 2a, i.e. μl = 0 and μr =
−1.7 × 10−4. Overall, γ increases from left to right, i.e.
towards the region of higher evaporation rate. In the
model, evaporation is driven by imposing the boundary
value φr < −φeq, which implies a lower concentration of
the liquid component in the gas-rich phase. Therefore,
it is reasonable that the surface tension is higher in this

region. The variation of the surface tension is expected
to generate a Marangoni flow from left to right, in the
direction of the arc-length. As shown in Fig. 3b, the
flow pattern within the droplet shows this asymmetry,
with flow predominantly occurring towards the region
of higher surface tension.

Figure 4b shows the unbalanced Young stress, Fx =
(γ cos θ)r − (γ cos θ)l, as a function of time. While the
surface tension at the right edge of the droplet is larger
than at the left, the contact angle shows the opposite
trend, i.e. it is higher on the left edge of the droplet. The
overall result is a negative force, pointing to the left, in
the same direction of droplet motion. The variation of
Fx in time agrees well with the motion of the droplet,
decreasing with time until the droplet comes to rest
at long times. These direct measurements support that
the variation of the evaporation rate along the inter-
face induces a net capillary force, driving the droplet
towards regions of lower evaporation. Since there are
no chemical potential gradients inside the droplet, the
Young stresses that arise across the droplet footprint
are only influenced by the concentration difference in
the vapour phase; therefore, large chemical potential
gradients occur on the side of the gas phase against the
solid and the fluid. From the results we conclude that,
since the liquid–gas inhomogeneity is pointing against
the direction of motion of the droplet, it is the solid–
liquid surface tension inhomogeneity which dominates
the dynamics of the droplet. In regard to a variation
of the equilibrium contact angle, we found that dif-
ferent surface wettabilities consistently lead to motion
towards lower regions of evaporation. However, a rig-
orous measurement of the unbalanced Young stress in
such cases is not possible. This is due to the diffuse
nature of the interface in the simulations, which makes

123



   32 Page 6 of 8 Eur. Phys. J. E           (2024) 47:32 

Fig. 3 Mass flux and flow
pattern during droplet
evaporation. a Diffusive
flux (stream plot) and
chemical potential (colour
map). b Velocity field
(stream plot) and viscous
dissipation of energy
(colour map). The
simulation parameters are
as in Fig. 2a at time
t/tc = 36

Fig. 4 Driving forces
acting on a droplet under a
chemical potential
gradient. a Surface tension
profile as a function of the
arc length along the
droplet’s surface. The arc
length is measured from
the left to the right edges
(see Fig. 1). b Total
Young’s stress, Fx, as a
function of time. Negative
values correspond to a net
force acting in the direction
of motion of the droplet.
Simulation parameters are
as in Fig. 2a

it difficult to extract an accurate measurement of the
surface tension close to the solid wall as the contact
angle deviates from 90◦.

We now turn our attention to the results obtained
for the chemical potential values presented in Table 2,
which, for brevity, we include in the supplementary
information. The results show a consistent motion of
the centre of mass of the droplet towards more humid
regions for all the cases explored. However, there are
two considerations for the results presented in this
study. When the chemical potential at the boundaries is
a combination that results in condensation on one side
of the droplet and evaporation on the other, or conden-
sation on both sides, the driving force for the motion of
the droplet is difficult to measure. This is because the
gain and loss of mass on each side of the droplet leads
to a kinematic effect that masks the effect of the driv-
ing force. On the other hand, when the droplet under-
goes condensation on both sides, the range of bound-
ary values for the chemical potential is limited by the
spontaneous adsorption of the condensing phase on the
solid surface. For the boundary values tested, there is
an overall motion of the centre of mass of the droplet
towards more humid regions, and this suggests that the
same mechanism leading to the motion of the droplet
reported in Fig. 2, μl = 0 and μr = −1.7× 10−4, is also
at play for the different boundary values of the chemical
potential.

4 Discussion and conclusions

In this work we have studied the motion of a droplet
in the presence of a gradient in the ambient compo-
sition, here modelled using the Cahn–Hilliard diffuse-
interface model. This situation is similar to the evap-
oration or condensation of a single-component droplet
driven by a gradient of concentration of the vapour in
the gas phase. In the simulations, we have identified
two main capillary effects caused by the composition
of the gas phase. First, we have identified an imbal-
ance of the Young’s stress at the edges of the droplet,
which points towards regions where the gas phase has
a higher concentration of vapour. On the other hand,
the surface tension increases towards regions where the
gas has a lower vapour concentration. The effect of the
unbalanced Young’s stress implies a higher wettability
of the surface in regions of higher vapour concentration.
Such an effect dominates the dynamics, as the droplet
consistently migrates in the same direction.

Previous studies have focused on the vapour-mediated
interaction of pairs of droplets undergoing evaporation.
Man and Doi [19] studied the evaporation of pairs of
droplets of a single liquid component using a one-sided
sharp-interface model based on lubrication theory. The
effect of a non-uniform composition in the gas phase
was modelled by introducing gradient in the evapora-
tion rate at the interface, thus affecting the droplet’s
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shape locally. Their model predicts droplet motion to
regions of lower evaporation rate, which they ascribe to
the tendency of the droplet to reduce viscous energy dis-
sipation by adjusting the portion of the interface that
evaporates faster to maintain a close-to-equilibrium
shape. Wen et al. [17] carried out experiments of hexane
droplets evaporating on high-energy glass surfaces and
reported motion towards regions of higher vapour con-
centration in the gas. Sadafi al. [18] demonstrated that
evaporative cooling can induce a temperature gradient
and, consequently, a thermal Marangoni flow.

While a gradient in relative humidity in the gas phase
leads to the expected gradient in evaporative flux across
the interface and to a higher viscous energy dissipation
at the contact edges of the droplet as proposed in Ref.
[19]; this work additionally demonstrates the further
presence of a sorptive Marangoni flow driven by the
local concentration of vapour in the gas phase. Impor-
tantly, this effect drives a flow towards regions of high
evaporation, in contrast to the solutal and thermocap-
illary flows reported in Ref [18].

The main aim of this work is to understand the
effect of concentration gradients in the vapour phase
on a droplet undergoing a phase change on a solid sur-
face. Here, we have focused on a simple 2D geometry
and have neglected the effect of temperature variations
arising from the phase change. Extending this work to
consider 3D droplets is interesting, as gradients could
potentially allow a stronger propulsion as the varia-
tion of the surface tension would occur over a larger
area. Investigating the effect of a temperature gradi-
ent coupled with the effect of a concentration gradi-
ent would provide a better understanding of the impor-
tance of one relative to the other in determining the
droplet motion.. From the experimental perspective,
there are two aspects that play a crucial role in the
potential study of this effect in a laboratory setting.
The first one is the ability to control the temperature
changes involved in the system, for instance, by using
low volatile liquids in a temperature-controlled humid-
ity chamber. The second aspect would be to work on
ultra-smooth surfaces, where surface tension contribu-
tions are significant enough to contribute on the dynam-
ics of the surface, which can be achieved employing sur-
faces that exhibit low friction [31–33]. We hope that this
work serves as motivation to continue looking into this
effect in future studies.
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tains supplementary material available at https://doi.org/
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