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Abstract: The ATLAS detector is installed in its experimental cavern at Point 1 of the CERN Large

Hadron Collider. During Run 2 of the LHC, a luminosity of L = 2 × 10
34

cm
−2

s
−1

was routinely

achieved at the start of fills, twice the design luminosity. For Run 3, accelerator improvements, notably

luminosity levelling, allow sustained running at an instantaneous luminosity of L = 2×10
34

cm
−2

s
−1

,

with an average of up to 60 interactions per bunch crossing. The ATLAS detector has been upgraded

to recover Run 1 single-lepton trigger thresholds while operating comfortably under Run 3 sustained

pileup conditions. A fourth pixel layer 3.3 cm from the beam axis was added before Run 2 to improve

vertex reconstruction and 𝑏-tagging performance. New Liquid Argon Calorimeter digital trigger

electronics, with corresponding upgrades to the Trigger and Data Acquisition system, take advantage

of a factor of 10 finer granularity to improve triggering on electrons, photons, taus, and hadronic

signatures through increased pileup rejection. The inner muon endcap wheels were replaced by

New Small Wheels with Micromegas and small-strip Thin Gap Chamber detectors, providing both

precision tracking and Level-1 Muon trigger functionality. Trigger coverage of the inner barrel

muon layer near one endcap region was augmented with modules integrating new thin-gap resistive

plate chambers and smaller-diameter drift-tube chambers. Tile Calorimeter scintillation counters

were added to improve electron energy resolution and background rejection. Upgrades to Minimum

Bias Trigger Scintillators and Forward Detectors improve luminosity monitoring and enable total

proton-proton cross section, diffractive physics, and heavy ion measurements. These upgrades are all

compatible with operation in the much harsher environment anticipated after the High-Luminosity

upgrade of the LHC and are the first steps towards preparing ATLAS for the High-Luminosity

upgrade of the LHC. This paper describes the Run 3 configuration of the ATLAS detector.
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The ATLAS collaboration 203

1 Overview

The Large Hadron Collider (LHC) at CERN and its detectors have ushered in a new era in particle
physics, colliding protons at a centre-of-mass energy up to

√
𝑠 = 13 TeV and a peak instantaneous

luminosity of L = 2.1 × 1034 cm−2 s−1. The ATLAS detector, which was installed at the LHC
Interaction Point (IP) 1 during the period 2000–2008, has performed extremely well during Run 1
and Run 2 of the LHC, recording 5 fb−1, 21 fb−1 and 147 fb−1 of proton-proton collision data at√
𝑠 =7 TeV, 8 TeV and 13 TeV, respectively. The highlight of this period was the discovery of the

Higgs boson at a mass of 125 GeV, which was announced by the ATLAS and CMS collaborations
(each comprising nearly 3000 scientiőc authors) on July 4th, 2012 [1, 2]. The excellent performance
of the ATLAS detector and of the LHC has enabled over 1000 publications exploring the nature of
the Higgs boson, searching for new phenomena, and continuing to probe the Standard Model.

The ATLAS detector was designed for a peak instantaneous luminosity of L = 1034 cm−2 s−1

at a proton-proton () centre-of mass energy of
√
𝑠 = 14 TeV with about 25 interactions per bunch

crossing, and of L = 1027 cm−2 s−1 of heavy ion (lead-lead: Pb+Pb, and proton-lead: 𝑝+Pb)
collisions at 5.5 TeV per nucleon pair. The original conőguration of the detector, as it was built for
the start of the LHC, is described in ref. [3]. However, the LHC operating conditions differed from
expectations; in particular, the instantaneous luminosity surpassed design, reaching a maximum
value of L = 2.1 × 1034 cm−2 s−1 during Run 2. There were on average 33.7 interactions per bunch
crossing during Run 2, with a peak value of over 60 interactions per bunch crossing recorded in 2017
and 2018. The ATLAS detector performed well despite these harsher conditions; performance and
analysis techniques were adapted and improved to maintain the experiment’s excellent physics reach
during Run 2. A substantial upgrade to the ATLAS detector, the “Phase-I Upgrade”, has consisted
of improvements to the detector subsystems and their electronics in order to withstand the expected
Run 3 conditions of ⟨𝜇⟩ ≈ 50 (and at maximum 60) interactions per bunch crossing, and maintain
the lowest achievable trigger thresholds, enabling the continued broad physics program planned for
Run 3. The ATLAS detector conőguration during Run 3 of the LHC is described in this paper.

– 1 –
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1.1 Brief history of the ATLAS detector performance and LHC roadmap

The ATLAS detector has been in operation since autumn 2009. During this period, the LHC and
ATLAS have alternated between distinct running periods and long shutdown periods:

Run 1, 2009 − 2013: ATLAS recorded 5 fb−1 of collision data at
√
𝑠 = 7 TeV and 21 fb−1 at√

𝑠 = 8 TeV; 167 µb−1 of Pb+Pb collisions were recorded in 2010 and 2011; 29.8 nb−1 of
𝑝+Pb collisions were recorded in 2013.

Long Shutdown 1 (LS1), 2013 − 2015: This shutdown was used to consolidate the LHC machine
elements (repairing the magnet splices and upgrading the collimation scheme) to increase the
centre-of-mass energy and reach the design luminosity. Upgrades to ATLAS installed and
commissioned during LS1 are referred to as “Phase-0” Upgrades, and are described in this
document; the most signiőcant Phase-0 upgrade was the addition of the innermost layer of
silicon pixel detectors described in section 3.1.

Run 2, 2015 − 2018: ATLAS recorded 147 fb−1 of proton-proton collision data at
√
𝑠 = 13 TeV;

179.8 nb−1 of 𝑝+Pb collisions were recorded in 2016 and 1.76 nb−1 of Pb+Pb collisions
were recorded in 2018. The LHC reached a peak instantaneous luminosity of L =

2.1 × 1034 cm−2 s−1 and, on average, delivered 33.7 interactions per bunch crossing.

Long Shutdown 2 (LS2), 2019 − 2022: During this shutdown, a new linear accelerator (LINAC-4)
was connected into the injector complex [4], and the injection beam energy of the Proton
Synchrotron (PS) Booster was upgraded in order to reduce the beam emittance. New
cryogenics plants were installed to separate the cooling circuits of the superconducting radio
frequency (RF) cavities from those of the superconducting magnets. The ATLAS Phase-I
Upgrade was installed and commissioned during LS2 and its description constitutes the bulk
of this document.

Run 3, 2022 − 2025: The LHC is expected to deliver a peak instantaneous luminosity of approx-
imately L = 2 × 1034 cm−2 s−1 and an integrated luminosity of 250 fb−1 of proton-proton
collision data at a centre-of-mass energy of

√
𝑠 = 13.6 TeV.

Long Shutdown 3 (LS3), 2026 − 2028: The LHC will undergo a major upgrade of its components
(e.g. low-𝛽 quadrupole triplets, crab cavities at the interaction regions). The ATLAS Phase-II
Upgrade will be installed and commissioned.

High Luminosity Large Hadron Collider (HL-LHC), 2029 and beyond: The LHC complex is
expected to deliver a levelled instantaneous luminosity of L = 5 × 1034 cm−2 s−1 and an
annual integrated luminosity of approximately 250 fb−1 to reach a total dataset of 3000 fb−1.

Figure 1 presents the distributions of the delivered luminosity for each production year between
2011 and 2018 and the distribution of the pile-up (𝜇, the number of collisions per LHC bunch
crossing) for the four data-taking years of the LHC Run 2.

Over the ten years since the start of LHC, the ATLAS detector has operated reliably under
the challenging conditions provided by the excellent performance of the LHC. Three indicators
illustrate the detector performance: the fraction of operational channels, the data taking and the data

– 2 –
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Figure 1. (a) Cumulative luminosity versus day delivered to ATLAS during stable beams for high energy
collisions. (b) Cumulative luminosity versus day delivered to ATLAS during stable beams for 𝑝+Pb and Pb+Pb
collisions (indicated on the left and right vertical axes, respectively). (c) Integrated luminosity as a function
of the mean number of interactions per crossing, ⟨𝜇⟩, for the 2015–2018 collision data at

√
𝑠 = 13 TeV. All

data recorded by ATLAS during stable beams are shown, including the integrated luminosity and the mean 𝜇
value for each year. The mean number of interactions per bunch crossing, ⟨𝜇⟩, corresponds to the calculated
mean of the Poisson distribution of the number of inelastic interactions per bunch crossing.

quality efficiencies. The fraction of operational channels at the start of LS2 was above 99.5% for
calorimeters and about 95% for tracking detectors. By the start of Run 3, some faulty channels had
been repaired, while some detectors that had undergone extensive modiőcations were still being
commissioned. The Resistive Plate Chambers (RPCs) required ŕushing with argon to remove debris
that had accumulated during LS2, after which the operational fraction improved. The full details are
shown in table 1. ATLAS data-taking efficiency (the fraction of the time ATLAS collects data while
LHC delivers collisions in stable conditions) improved from 90 to 95% in the course of the eight
years of data taking. Over the same period, the fraction of collected data declared good for physics
analysis has increased from 88.8 to 97.5% [5].

– 3 –
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Table 1. The number of channels vs. the approximate operational fraction for ATLAS subdetectors with more
than 100 channels as of the end of Run 2 (March 2019) compared with the start of Run 3 (May 2022). The
RPC operational fraction is expected to improve as commissioning continues, and compares favourably with
the operational fraction at the start of Run 2. None of the 8704 RPC channels of the BIS78 were operational at
the start of Run 3.

Run 2 Run 3

Subdetector Number of Operational Number of Operational

Channels Fraction Channels Fraction

Pixel IBL 12M 99.3% 12M 96.7%
Pixel outer 3 layers 80M 94.8% 80M 96.7%
SCT 6.3M 98.6% 6.3M 98.3%
TRT 350k 97.2% 350k 96.6%
LAr Calorimeter (EM) 170k 100% 170k 100%
Tile Calorimeter 5200 99.5% 5200 99.2%
LAr Calorimeter (HEC) 5600 99.7% 5600 99.9%
LAr Calorimeter (FCal) 3500 99.8% 3500 99.8%
L1Calo Legacy Trigger 7160 99.9% 7160 99.9%
L1Calo Super Cell Trigger not present – 34k 100%
L1Muon RPC Trigger 383k 100% 392k 97.5%
L1Muon TGC Trigger 320k 99.9% 312k 100%
MDT 367k 99.7% 344k 99.7%
CSC 31k 93.0% not present –
RPC 383k 93.3% 392k 85.8%
TGC 320k 98.9% 312k 99.4%
sTGC not present – 358k 99.2%
Micromegas not present – 2.1M 98.0%
ALFA 10k 98.9% 10k 100%
AFP 430k 97.0% 430k 100%

1.2 LHC performance and status

The LHC and its injector chain have undergone multiple major repairs, consolidations and upgrades
since Run 1 as detailed in ref. [4]. These changes facilitated the increase in collision energy and
luminosity during Run 2 and are expected to provide further increases for Run 3 and beyond.

During LS1 the more than 10 000 high current splices between the LHC superconducting
magnets were repaired and consolidated, 18 dipole magnets replaced and new safety systems added
in order to safely increase the beam energy for Run 2. The LHC collimation system, injection kicker
magnets and injection protection system were upgraded to handle long trains of bunches with 25 ns
bunch spacing and higher bunch brightness. Additional improvements to the injection and beam dump
systems were done in winter shutdowns during Run 2 to be able to further increase the beam intensity.

High-luminosity proton-proton collisions in Run 2 were delivered at
√
𝑠 = 13 TeV, while Pb-Pb

collisions were delivered at
√
𝑠 = 5.02 TeV per nucleon-pair. Multiple improvements were deployed

during the running period to increase the instantaneous luminosity a factor two beyond the increases

– 4 –
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brought by the higher beam energy and the larger number of bunches from shorter bunch spacing. As
the beam optics and the understanding of collimation tolerances were improved, the interaction optics
(𝛽∗), which determines the transverse beam size at the interaction point, was gradually squeezed
more and more. In 2016 brighter bunches were introduced through a change to the bunch-production
scheme in the PS called Batch Compression Merging and Splitting which gave smaller transverse
beam size [6]. In 2017 crossing angle anti-levelling was introduced, where the crossing angle in the
IP was gradually reduced during each őll as bunch intensity decreased. In 2018 this was augmented
with a 𝛽∗ anti-levelling where a 15 % additional squeeze at the IP was done towards the end of
each őll. Both anti-levelling schemes increased the integrated luminosity without increasing the
peak instantaneous luminosity, by running near the peak instantaneous luminosity for a much larger
fraction of the total running time.

In LS2 a major consolidation campaign was carried out for the bypass diodes of the LHC
superconducting dipole magnets in order to more safely condition the magnets for highest beam
energies. A large set of upgrades was carried out in the injector chain, including the connection
of the new LINAC-4 to the injector complex and an increase of the PS Booster beam energy. This
will allow very low emittance, high intensity bunches to be produced for the HL-LHC. The full
intensity beams of the injector will only be usable after LS3, but upgrades and modiőcations during
LS2 to the LHC collimators, injection kicker magnets and the beam dump will allow the LHC to
use up to 60% more intense beams in Run 3. In the Super Proton Synchrotron (SPS), upgrades to
the RF system will be used to produce ion beams with 50 ns bunch spacing using a technique called
slip-stacking [7], thus enabling a larger beam intensity to be injected in the LHC for Pb-Pb collisions.

In Run 3, the proton-proton collision energy will increase to 13.6 TeV, but the peak instantaneous
luminosity will remain limited to about L = 2 × 1034 cm−2 s−1 in ATLAS. The main limitation is
luminosity-induced heating of the inner triplet magnets that provide the őnal focus before the beams
reach the IP. The higher beam brightness from the LS2 injector upgrade will instead be used to
provide extended periods of luminosity leveled at L = 2 × 1034 cm−2 s−1 for as long as 10 hours
per LHC őll. The corresponding peak pileup level is expected to be between 52 and 57 collisions
per crossing during the luminosity levelling period. This is expected to give a yearly integrated
luminosity of more than 80 fb−1 in the latter part of Run 3 and potentially more than 250 fb−1 for
the full run. For ions, more than 6 nb−1 of Pb-Pb collisions is expected in Run 3.

1.3 Brief overview of the ATLAS detector configuration for Run 3

The ATLAS detector [3] at the LHC covers nearly the entire solid angle around the collision point.1

It consists of an inner tracking detector surrounded by a thin superconducting solenoid,
electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large
superconducting air-core toroidal magnets. The dimensions of the detector are 25 m in height and
44 m in length; the overall weight of the detector is approximately 7000 t.

1ATLAS uses a right-handed coordinate system with its origin at the nominal IP in the centre of the detector and the
𝑧-axis along the beampipe. The 𝑥-axis points from the IP to the centre of the LHC ring, and the 𝑦-axis points upward.
Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis. The
pseudorapidity is deőned in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). The two ends of the detector are labelled A
for +𝑧 and C for −𝑧, with B used for elements at 𝜂 = 0.

– 5 –
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The Inner Detector (ID) system is immersed in a 2 T axial magnetic őeld and provides charged-
particle tracking in the range |𝜂 | < 2.5. The high-granularity silicon Pixel detector covers the
vertex region and typically provides four measurements per track, the őrst hit normally being in
the Insertable 𝐵-Layer (IBL) installed before Run 2 [8, 9]. It is followed by the Semiconductor
Tracker (SCT), a silicon microstrip tracker that usually provides eight measurements per track.
These silicon detectors are complemented by the Transition Radiation Tracker (TRT), which enables
radially extended track reconstruction up to |𝜂 | = 2.0. The TRT also provides electron identiőcation
information based on the fraction of hits above a higher energy-deposit threshold corresponding to
transition radiation.

The calorimeter system covers the pseudorapidity range |𝜂 | < 4.9. Within the region |𝜂 | < 3.2,
electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/Liquid Argon
(LAr) calorimeters, with an additional thin LAr presampler covering |𝜂 | < 1.8 to correct for
energy loss in material upstream of the calorimeters. Hadron calorimetry is provided by the
steel/scintillator-tile calorimeter, segmented into three barrel structures within |𝜂 | < 1.7, and two
copper/LAr hadron endcap calorimeters. The solid angle coverage is completed with forward copper/
LAr and tungsten/LAr calorimeter modules optimised for electromagnetic and hadronic energy
measurements respectively.

The Muon Spectrometer (MS) comprises separate trigger and high-precision tracking chambers
measuring the deŕection of muons in a magnetic őeld generated by the superconducting air-core
toroidal magnets. The őeld integral of the toroids ranges between 2.0 and 6.0 T m across most of
the detector. Three stations of precision chambers, each consisting of layers of Monitored Drift
Tubes (MDTs), cover the region |𝜂 | < 2.7, except in the innermost station of the endcaps, in the
range |𝜂 | > 1.3, where the New Small Wheel (NSW) detectors, described below, have replaced the
detectors used in Runs 1 and 2. The muon trigger system covers the range |𝜂 | < 2.4 with RPCs in
the barrel |𝜂 | < 1.0 , Thin Gap Chambers (TGCs) in the endcap |𝜂 | > 1.0 regions outside the toroids,
and the NSWs between the cryostats of the endcap calorimeters and the endcap toroids.

Interesting events are selected by the őrst-level trigger system implemented in custom hardware,
followed by selections made by algorithms implemented in software in the high-level trigger [10].
The őrst-level trigger accepts events from the 40 MHz bunch crossings at a rate below 100 kHz,
which the high-level trigger further reduces in order to record events to disk at about 3 kHz.

An extensive software suite [11] is used in the reconstruction and analysis of real and simulated
data, in detector operations, and in the trigger and data acquisition systems of the experiment.

Figure 2 illustrates the Run 3 conőguration of the ATLAS detector; the main modiőcations
implemented to the detector, its electronics, and the trigger and data acquisition system as well as
their expected impact on the radiation levels are summarised here and will be described in detail in
the following sections of this document.

1.3.1 Radiation and shielding

At the LHC, the primary source of radiation at full luminosity comes from collisions at the IP. In the
ID, charged hadron secondaries from inelastic proton-proton interactions dominate the radiation
backgrounds at small radii while at larger radii other sources, such as neutrons, become more
important for the calorimeters and the MS. The expected background radiation levels for Run 3 are
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Figure 2. Cut-away view of the Run 3 conőguration of the ATLAS detector indicating the locations of the
larger detector sub-systems.

presented in section 2, based on measurements from the LHC Run 1 and Run 2 and the modiőed and
improved detector geometry.

In ATLAS, most of the energy from collisions at the IP is dumped into two regions: the
collimators protecting LHC quadrupoles and the LAr Forward Calorimeter (FCal)s. The beam
vacuum system spans the length of the detector, and in the forward region it is a major source of
radiation backgrounds. Primary particles from the IP strike the beampipe at very shallow angles,
such that the projected material depth is large. Studies have shown that the beam-line material
contributes more than half of the radiation backgrounds in the muon system.

Details of the predicted Run 3 radiation levels and methods for monitoring and simulating the
radiation in the ATLAS cavern are described in section 2.

1.3.2 Tracking

The layout of the ID is illustrated in őgure 3 and detailed in section 3. Its basic parameters are
summarised in table 2. The ID is immersed in a 2 T magnetic őeld generated by the central solenoid,
which extends over a length of 5.3 m with a diameter of 2.5 m.

The precision tracking detectors (Pixel and SCT) cover the region |𝜂 | < 2.5. In the barrel
region, they are arranged on concentric cylinders around the beam axis while in the endcap regions
they are located on discs perpendicular to the beam axis. The highest granularity is achieved around
the vertex region using silicon pixel detectors. The ATLAS Pixel detector consists of three barrel
layers and three discs on each side, and has approximately 80 million readout channels. The pixel
layers are segmented in 𝑟𝜙 and 𝑧 with typically three pixel layers crossed by each track. For these
three outer layers, all pixel sensors are identical, with a pixel size of 50 µm × 400 µm. The intrinsic
accuracies in the barrel are 10 µm (𝑟𝜙) and 115 µm (𝑧) and in the discs are 10 µm (𝑟𝜙) and 115 µm
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(𝑟). A fourth inner layer, the Insertable 𝑏-layer or IBL, was installed during LS1 and started to be
operational at the start of Run 2 data taking. The IBL sensors have 50 µm × 250 µm pixels and are
at an average radius of 33.4 mm, adding an additional 12 million readout channels to the system (for
a total of 92 million pixel channels). For the SCT, eight strip layers (four space points) are crossed
by each track. In the barrel region, this detector uses small-angle (40 mrad) stereo strips to measure
both 𝑟𝜙 and 𝑧, with one set of strips in each layer parallel to the beam direction, measuring 𝑟𝜙. They
consist of two 6.4 cm long daisy-chained sensors with a strip pitch of 80 µm. In the endcap region,
the detectors have a set of strips running radially and a set of stereo strips at an angle of 40 mrad.
The mean pitch of the strips is also approximately 80 µm. The intrinsic accuracies per module in
the barrel are 17 µm (𝑟𝜙) and 580 µm (𝑧) and in the discs are 17 µm (𝑟𝜙) and 580 µm (𝑟). There are
approximately 6.3 million readout channels in the SCT.

The TRT is the outermost of the three tracking subsystems of the ID, and comprises several
layers of gas-őlled straw tubes interleaved with transition radiation material. The 300 000 thin-walled
proportional-mode drift tubes provide on average 30 (𝑟, 𝜙) points with 130 µm resolution for charged
particle tracks with |𝜂 | < 2 and 𝑝T > 0.5 GeV, contributing to the combined tracking system 𝑝T

resolution. Along with continuous tracking, the TRT provides electron identiőcation capability
through the detection of transition radiation X-ray photons.

Figure 3. Cut-away view of the ATLAS ID, which is designed to provide a high-precision reconstruction of
charged-particle trajectories. The ID covers the pseudorapidity range |𝜂 | < 2.5 and has full coverage in 𝜙. It
consists of a silicon Pixel detector at the innermost radii surrounded by a silicon microstrip detector (SCT)
and a straw-tube detector, the TRT, that combines continuous tracking capabilities with particle identiőcation
based on transition radiation.

The updated ID material distribution as a function of pseudorapidity is presented in őgure 4.
Compared with the equivalent distribution for the Run 1 detector, there is considerably more
material at |𝜂 | > 3.5, due to the additional services for the IBL, but almost no change in the region
covered by tracking.
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Table 2. Main parameters of the Inner Detector system.

Item Radial extension (mm) Length (mm)

Overall ID envelope 0 < 𝑟 < 1150 0 < |𝑧 | < 3512
Beampipe 23.5 < 𝑟 < 30

Pixel (IBL included) Overall envelope 31 < 𝑟 < 242 0 < |𝑧 | < 3092
4 cylindrical layers Sensitive barrel 33.5 < 𝑟 < 122.5 0 < |𝑧 | < 400.5
2 × 3 discs Sensitive endcap 88.8 < 𝑟 < 149.6 495 < |𝑧 | < 650

SCT Overall envelope 255 < 𝑟 < 549 (barrel) 0 < |𝑧 | < 805
251 < 𝑟 < 610 (endcap ) 810 < |𝑧 | < 2797

4 cylindrical layers Sensitive barrel 299 < 𝑟 < 514 0 < |𝑧 | < 749
2 × 9 discs Sensitive endcap 275 < 𝑟 < 560 839 < |𝑧 | < 2735

TRT Overall envelope 554 < 𝑟 < 1082 (barrel) 0 < |𝑧 | < 780
617 < 𝑟 < 1106 (endcap ) 827 < |𝑧 | < 2744

73 straw planes Sensitive barrel 563 < 𝑟 < 1066 0 < |𝑧 | < 712
160 straw planes Sensitive endcap 644 < 𝑟 < 1004 848 < |𝑧 | < 2710
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Figure 4. Radiation length (𝑋0) as a function of |𝜂 | (averaged over 𝜙) for the beampipe and different ID
components as implemented in the ATLAS geometry model describing the Run 2 and Run 3 conőguration.
“Services” refers to supports, cooling infrastructure and cabling.
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1.3.3 Calorimetry

The ATLAS calorimeters measure the energies and positions of charged and neutral electromagneti-
cally or strongly interacting particles. They are designed to absorb most of the particles coming
from a collision, forcing them to deposit all of their energy and stop within the detector. The ATLAS
calorimeters are sampling calorimeters, in that they consist of layers of “absorbing” high-density
materials that stop incoming particles, interleaved with layers of “active” media that measure the
particle energies.

ATLAS uses two sampling calorimeter technologies: LAr [12] for the electromagnetic
calorimeters and all of the endcap and forward calorimeters, and scintillating Tiles [13] for hadron
calorimetry in the central region. The calorimeters are highlighted in őgure 5.

Figure 5. Cut-away view of the ATLAS calorimeter system that measures the energies and positions of
charged and neutral particles through interleaved absorber and active layers out to |𝜂 | < 4.9. LAr is used
as the active medium for the electromagnetic calorimeters and all of the endcap and forward calorimeters;
scintillating Tiles are used for hadron calorimetry in the central region.

The LAr Calorimeter system consists of several subsystems, namely the LAr Electromagnetic
Barrel Calorimeter (EMB), the LAr Electromagnetic Endcap Calorimeter (EMEC), the LAr Hadronic
Endcap Calorimeter (HEC), and the FCal. The ATLAS Tile Calorimeter covers the pseudorapidity
region |𝜂 | < 1.7 using pseudo-projective calorimeter towers composed of scintillating tiles in a
steel matrix, read out by wavelength-shifting őbers. The pseudorapidity coverage, granularity, and
longitudinal segmentation of the calorimeters are summarised in table 3. These calorimeters cover
the range |𝜂 | < 4.9, using different geometries and absorber materials suited to the widely varying
requirements of the physics processes of interest and of the radiation environment over this large
𝜂-range. Over the 𝜂 region for which the inner detector provides tracking, the őne granularity of
the electromagnetic (EM) calorimeter is ideally suited for precision measurements of electrons and

– 10 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

photons. The coarser granularity of the rest of the calorimeter is sufficient to satisfy the physics
requirements for jet reconstruction and missing transverse momentum (𝐸miss

T ) measurements.
The ATLAS calorimeter detectors [14] require very few changes to run at luminosities substan-

tially higher than the original design, and are expected to last the entire lifetime of the LHC and
HL-LHC. The main calorimeter upgrades were performed on the LAr calorimeter electronics. A new
digital trigger path provides őner granularity inputs to the upgraded trigger system and aims to better
control the trigger rates by improving the selectivity of electron, photon, and tau lepton objects, the res-
olution of jets and 𝐸miss

T trigger signatures, and the discrimination power against background emerging
from both out-of-time and in-time pileup. These upgrades as well as improvements to Tile calorimeter
cryostat scintillation counters and Minimum Bias Trigger Scintillators are described in section 4.

1.3.4 Muon system

The muon spectrometer forms the large outer part of the ATLAS detector and detects charged
particles exiting the barrel and endcap calorimeters, measuring their momentum in the pseudorapidity
range |𝜂 | < 2.7; the layout of the muon spectrometer is shown in őgure 6. The muon system is based
on the magnetic deŕection of muon tracks in the large superconducting air-core toroid magnets,
instrumented with separate trigger and high-precision tracking chambers. Over the range |𝜂 | < 1.4,
magnetic bending is provided by the large barrel toroid. For 1.6 < |𝜂 | < 2.7, muon tracks are bent
by two smaller endcap toroid magnets inserted into both ends of the barrel toroid. In between
these two regions, 1.4 < |𝜂 | < 1.6, magnetic deŕection is provided by a combination of barrel and
endcap őelds. This magnet conőguration provides a őeld which is mostly orthogonal to the muon
trajectories, while minimising the degradation of resolution due to multiple scattering. The muon
detector is included in the trigger system in the region |𝜂 | < 2.4.

The Muon Spectrometer (MS) comprises a “barrel”, consisting of three concentric, roughly
cylindrical, stations (the inner, middle and outer barrels), and two endcaps, each consisting of three
discs, referred to as the inner, middle, and outer endcap “wheels”, supplemented by an “extended”
endcap ring of detectors positioned outside the radius of each endcap toroid cryostat. The anticipated
high level of particle ŕux has had a major impact on the choice and design of the spectrometer
instrumentation and its upgrade, affecting performance parameters such as rate capability, granularity,
ageing properties, and radiation hardness.

The majority of the barrel detectors are unchanged from the original Run 1 conőguration
described in ref. [15]: all three stations use multilayered MDT chambers for the precision measure-
ments in the bending coordinate, and the outer and middle stations are also equipped with RPCs for
triggering and to measure the azimuthal coordinate of the tracks. The middle and outer wheels are
unchanged from Run 1. The middle wheels are located on the far side of the endcap toroid cryostats
and the outer wheels are mounted on scaffolding attached to the end-walls of the ATLAS cavern. The
“extended” endcap rings provide a third measurement station between the inner and middle wheels for
tracks with 1.05 < |𝜂 | < 1.3, which are outside the acceptance of the outer wheel. The outer wheels
contain only MDTs, while the middle wheels have both MDTs for precision tracking in the bending
coordinate, and TGCs for triggering and for measuring the azimuthal coordinate. The inner wheels
(often nicknamed “small wheels”), which are the main focus of the Phase-I upgrade, sit between the
calorimeters and the endcap toroid cryostats, inside the barrel toroids. These inner wheels have been
completely replaced by NSWs occupying the same position and providing tracking over the same
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Table 3. Main parameters of the calorimeter system.

Barrel Endcap

EM calorimeter

Number of layers and |𝜂 | coverage
Presampler 1 |𝜂 | < 1.52 1 1.5 < |𝜂 | < 1.8
Calorimeter 3 |𝜂 | < 1.35 2 1.375 < |𝜂 | < 1.5

2 1.35 < |𝜂 | < 1.475 3 1.5 < |𝜂 | < 2.5
2 2.5 < |𝜂 | < 3.2

Granularity Δ𝜂 × Δ𝜙 versus |𝜂 |
Presampler 0.025 × 0.1 |𝜂 | < 1.52 0.025 × 0.1 1.5 < |𝜂 | < 1.8

Calorimeter 1st layer 0.025/8 × 0.1 |𝜂 | < 1.40 0.050 × 0.1 1.375 < |𝜂 | < 1.425
0.025 × 0.025 1.40 < |𝜂 | < 1.475 0.025 × 0.1 1.425 < |𝜂 | < 1.5

0.025/8 × 0.1 1.5 < |𝜂 | < 1.8
0.025/6 × 0.1 1.8 < |𝜂 | < 2.0
0.025/4 × 0.1 2.0 < |𝜂 | < 2.4
0.025 × 0.1 2.4 < |𝜂 | < 2.5
0.1 × 0.1 2.5 < |𝜂 | < 3.2

Calorimeter 2nd layer 0.025 × 0.025 |𝜂 | < 1.40 0.050 × 0.025 1.375 < |𝜂 | < 1.425
0.075 × 0.025 1.40 < |𝜂 | < 1.475 0.025 × 0.025 1.425 < |𝜂 | < 2.5

0.1 × 0.1 2.5 < |𝜂 | < 3.2

Calorimeter 3rd layer 0.050 × 0.025 |𝜂 | < 1.35 0.050 × 0.025 1.5 < |𝜂 | < 2.5
Number of readout channels

Presampler 7808 1536 (both sides)
Calorimeter 101 760 62 208 (both sides)

LAr hadronic endcap

|𝜂 | coverage 1.5 < |𝜂 | < 3.2
Number of layers 4

Granularity Δ𝜂 × Δ𝜙 0.1 × 0.1 1.5 < |𝜂 | < 2.5
0.2 × 0.2 2.5 < |𝜂 | < 3.2

Readout channels 5632 (both sides)
LAr forward calorimeter

|𝜂 | coverage 3.1 < |𝜂 | < 4.9
Number of layers 3

Granularity Δ𝑥 × Δ𝑦 (cm) FCal1: 3.0 × 2.6 3.15 < |𝜂 | < 4.30
FCal1: ∼ four times őner 3.10 < |𝜂 | < 3.15,

4.30 < |𝜂 | < 4.83
FCal2: 3.3 × 4.2 3.24 < |𝜂 | < 4.50
FCal2: ∼ four times őner 3.20 < |𝜂 | < 3.24,

4.50 < |𝜂 | < 4.81
FCal3: 5.4 × 4.7 3.32 < |𝜂 | < 4.60
FCal3: ∼ four times őner 3.29 < |𝜂 | < 3.32,

4.60 < |𝜂 | < 4.75
Readout channels 3524 (both sides)

Scintillator tile calorimeter

Barrel Extended barrel
|𝜂 | coverage |𝜂 | < 1.0 0.8 < |𝜂 | < 1.7

Number of layers 3 3
Granularity Δ𝜂 × Δ𝜙 0.1 × 0.1 0.1 × 0.1

Last layer 0.2 × 0.1 0.2 × 0.1
Readout channels 5760 4092 (both sides)
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Figure 6. Cut-away view of the ATLAS muon system that detects charged particles exiting the barrel and
endcap calorimeters and measures their momentum in the pseudorapidity range |𝜂 | < 2.7. The muon system
is built around an air-core toroidal magnet system. The main muon detector components upgraded for Run 3
(e.g., the NSWs) are visible.

polar angle range: 1.3 < |𝜂 | < 2.7. The NSWs use two chamber technologies: small-strip TGCs
(sTGCs) and micro-mesh gaseous structure (Micromegas) detectors, both fast enough for Level-1
trigger functionality, and both designed for precision tracking in the bending direction, as well as
improved resolution in the azimuthal coordinate. These NSWs allow for improved 𝑝T resolution in
the trigger and increased background rejection, allowing for a low muon 𝑝T threshold and manageable
Level-1 trigger rate, thus maintaining the acceptance for many interesting physics processes.

The main parameters of the muon chambers are listed in table 4; the upgrade of the muon
system for Run 3 is described in detail in section 5. The asymmetry of the RPC coverage is due to
the installation of BIS78 detectors on only the 𝜂 > 0 side of ATLAS for Run 3.

1.3.5 Forward detectors

Four smaller detector systems cover the ATLAS forward region (see section 6). At ±17 m from the
IP lies LUCID (LUminosity Cherenkov Integrating Detector), which detects inelastic proton-proton
scattering in the forward direction, and is the main online and offline luminosity monitor for ATLAS.
The second detector is Absolute Luminosity for ATLAS (ALFA) Roman Pot detector. Located at
±240 m, it consists of scintillating őbre trackers housed inside Roman pots which are designed to
approach as close as 1 mm to the beam. ALFA is used in dedicated low luminosity and high 𝛽∗

running of the LHC and can provide a measurement of the total cross section for proton-proton
interactions. The third system is the Zero Degree Calorimeters (ZDC), which plays a key role in
determining the centrality of heavy-ion collisions. It is located at ±140 m from the IP, just beyond the
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Table 4. Main parameters of the muon spectrometer.

MDT

𝜂 coverage |𝜂 | < 2.7 (innermost layer: |𝜂 | < 1.3)

Number of modules 1098

Number of channels 355k

Function Precision tracking

sTGC

𝜂 coverage 1.3 < |𝜂 | < 2.7 (2.4 for trigger)

Number of quadruplets 192

Number of gas volumes 768

Number of channels 357k

Function Trigger, precision tracking, 2nd coordinate

Micromegas

𝜂 coverage 1.3 < |𝜂 | < 2.7 (2.4 for trigger)

Number of quadruplets 128

Number of gas volumes 512

Number of channels 2.05M

Function Precision tracking, trigger, 2nd coordinate

RPC

𝜂 coverage −1.05 < 𝜂 < 1.3

Number of modules 652

Number of channels 389k

Function Trigger, 2nd coordinate

TGC

𝜂 coverage 1.05 < |𝜂 | < 2.7 (2.4 for trigger)

Number of modules 1530

Number of gas volumes 3492

Number of channels 312k

Function Trigger, 2nd coordinate

point where the common straight-section vacuum-pipe divides back into two independent beampipes.
The ZDC modules consist of layers of alternating quartz rods and tungsten plates which measure
neutral particles at pseudorapidities |𝜂 | ≥ 8.2. The fourth system, which was installed in 2015 and
2016 is the ATLAS Forward Proton (AFP) detector, which consists of two arms, each with two
stations, that are ±210 m from the IP. The AFP is designed to study soft, hard, and central (exclusive)
diffractive events at low luminosities using a silicon-based tracker for momentum measurements and
a time-of-ŕight system to match protons from the two arms to a single inner detector vertex, thereby
reducing the background from multiple proton-proton collisions.
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1.3.6 Trigger and Data Acquisition System

The ATLAS Trigger and Data Acquisition (TDAQ) system selects events with distinguishing
characteristics (such as the presence of energetic leptons, photons, hadronic jets, 𝜏 leptons, or large
missing energy) that make them interesting for physics analyses, and reads them out for further
offline processing. It is based on a two-level event selection system: the Level-1 Trigger (L1)
system, which consists of custom-built electronics, and the High-Level Trigger (HLT), which is a
software-based system implemented on commercial computers. Interwoven with these levels is the
Data Acquisition (DAQ) system, which transports data from custom subdetector electronics through
to offline processing, according to the decisions made by the trigger. A diagram of the complete
TDAQ system in Run 3 is shown in őgure 7.

The L1 trigger uses reduced-granularity information from the calorimeters and muon system to
search for signatures of these events. The maximum L1 accept rate supported by the detector readout
systems is 100 kHz, and a share of this rate budget is allocated to each underlying physics object
according to the physics goals of ATLAS. All processing for an event must be completed within
the time window (latency) permitted by the detector electronics. This latency is 2.5 µs per event.

The HLT software is designed to reproduce the offline selection as closely as possible, a
philosophy that will be taken one step further in Run 3 through the use of AthenaMT (see additional
details in section 7.6.3). On average, the event processing time at the HLT in 2018 was approximately
400 ms for runs with a peak luminosity of 2 × 1034 cm−2 s−1. The mean HLT event processing time
in Run 3 is expected to be larger due to widespread use of full-detector HLT track reconstruction for
hadronic signatures. Upgrades to the HLT farm, and algorithmic improvements to tracking will keep
the HLT resource usage within the limits of the deployed system. The HLT reduces the event rate
from 100 kHz after the L1 selection to approximately 3 kHz (averaged over the course of an LHC
őll), after which the events are stored for offline analysis.

The DAQ system has also undergone an upgrade in order to read out the full detector during
Run 3. The ReadOut System (ROS) must support the L1 accept rate of 100 kHz plus 20% contingency.
The throughput of the ROS will increase in Run 3 due to the increased request rate at which the
HLT will request data and a 30% increase in the average event size (the event size at ⟨𝜇⟩ ≈ 60 is
2.1 MB). The system must accommodate an average rate of 3 kHz of physics events to mass storage
with the ŕexibility to handle variations in such rate. The maximum throughput is 8 GB/s, which
offers sufficient margin for these variations in rate. For example, at ⟨𝜇⟩ ≈ 60, assuming a maximum
physics rate to disk of 3.3 kHz and the above event size, the system throughput is 6.9 GB/s. This
represents nearly a factor of two increase in the required performance compared to Run 2. In order
to store the raw data volume for continuous operation at 3 kHz average output, guaranteeing 24 hours
of storage in case of downtime of the CERN mass storage services, the contribution of őle transfer
and deletion latencies, and the margin needed to guarantee the required őle system throughput
characteristics, at least 1.4 PB of effective storage volume is available at Point 1.

1.4 Physics and performance goals for Run 3

The ATLAS physics goals for Run 3 will build on the successful discovery of the Higgs boson and
take advantage of the 250 fb−1 proton-proton collisions planned by the LHC. The exploration of the
mechanism of electroweak symmetry breaking includes an exploration of the phenomenology of the
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Figure 7. Schematic overview of the Trigger and DAQ system in Run 3.

Higgs boson, precisely measuring its mass and width, the couplings to both fermions and bosons,
and the observation of rare decay modes. Furthermore, ATLAS will continue to exploit the unique
access to the energy frontier offered by the LHC through the study of rare Standard Model processes,
ŕavour physics, and searches for new phenomena such as supersymmetry (SUSY) and exotic BSM
scenarios that may reveal the nature of dark matter.

The Phase-I upgrades of the ATLAS detector have focused on the following improvements to the
detector and trigger system, which are required to remain effective not only for Run 3, but throughout
the lifetime of ATLAS. The őrst overall objective is the preservation, and in some cases improvement,
of the low transverse-momentum electron and muon trigger thresholds that enabled the successful
Run 1 and Run 2 physics program through the collection of a rich dataset of electroweak boson
(𝐻,, and ) decays. The second objective is to maintain sensitivity to electroweak-scale particles that
produce hadronically-decaying tau leptons, jets and missing transverse momentum, the magnitude
of which is referred to as 𝐸miss

T . These objectives are accomplished through the detector upgrades
described in this paper: calorimeter electronics upgrades that provide őner granularity and higher
energy resolution to the trigger system, a new endcap muon detector that can tolerate the high
background radiation environment that will be present in the HL-LHC era, and TDAQ system
upgrades that take advantage of the calorimeter and muon upgrades while rejecting background in a
high pileup environment.

In addition to the Phase-I upgrades, the physics performance of the ATLAS detector in Run 3
critically depends on its ability to measure charged particle tracks in order to reconstruct primary
and secondary vertices; this performance was signiőcantly enhanced by the installation of the IBL
described above.

The techniques for the measurement of the instantaneous and integrated luminosities developed
in Run 2 will be reőned further in Run 3 to ensure a continuously high-performant luminosity
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measurement. Run 3 provides, moreover, a testing ground for any new luminometer envisaged for
the HL-LHC era to gain experience at moderate number of simultaneous particle interactions, before
that number increases further for the HL-LHC. The interplay of different independent luminometers,
carefully calibrated and together covering the full range in the number of simultaneous interactions
over up to four orders of magnitude, is of key importance to achieve the targeted precision in the
integrated luminosity in Run 3 of 1% or below.

The őnal Run 3 ATLAS detector conőguration will enable the broad physics goals of the
experiment described above through the enhanced selection of the signatures relevant to the ATLAS
physics programme, including electrons, photons, muons, 𝜏-leptons, jets, 𝑏-jets, 𝐵 mesons, and
𝐸

miss
T . The trigger menu developed for Run 3 translates the physics priorities of the experiment into

allocations of the total L1 and HLT rates. At L = 2 × 1034 cm−2 s−1 these rates are about 95 kHz
and 3 kHz, respectively.2 The trigger menu comprises a list of trigger chains used for data-taking,
where a chain consists of a L1 trigger item and a series of HLT algorithms that reconstruct physics
objects and apply kinematic selections to them. Roughly equal shares of the overall rate are given
to electron and muon trigger chains, with a large share of bandwidth reserved for jets, 𝐸miss

T , taus,
and multi-object triggers; rates for single electrons and muons are each limited to approximately
25 kHz or less. Improvements in the trigger performance allow for lower single-lepton 𝑝T thresholds,
yielding increased physics acceptance for a given trigger rate.

The expected single-lepton trigger performance is demonstrated in őgure 8. Figure 8(a)
demonstrates the expected performance of the Run 3 single-electron trigger using 𝑍 → 𝑒𝑒 Monte
Carlo simulation: a lower rate and improved efficiency is achieved compared to the Run 2 electron
trigger. A threshold of 22 GeV is used for the Run 2 (black) and uncalibrated Run 3 (red) electron and
photon trigger. The Run 3 isolation thresholds were tuned to give the lowest rate while introducing
only a 2% inefficiency for electrons passing the L1 energy threshold; this isolation requirement is not
applied for clusters with 𝐸T > 50(60) GeV in the Run 2 (Run 3) trigger. A layer- and 𝜂-dependent
calibration is introduced (blue) to compensate for the varying detector response. The threshold on
calibrated cluster energy is chosen to produce the same rate as the uncalibrated trigger, resulting
in an improved efficiency. For muon triggers, the NSWs reduce the trigger rate through the use
of trigger chambers that provide up to 16 space points for muons, allowing a constraint on both
the position and direction of the candidate muon at the location of the NSW through a pointing
segment matched to the primary trigger from the TGCs of the middle station of the MS (see also
section 5); this rate reduction is illustrated in őgure 8(b). In this őgure, the expected Run 3 muon
trigger performance is emulated by using the offline muon segments reconstructed by the MDTs and
Cathode Strip Chambers (CSCs) in the old Small Wheels on so-called “enhanced bias” data.3 The
NSWs will provide even more important rate reductions in the HL-LHC era.

1.5 Outline of this paper

This paper describes the Run 3 conőguration of the ATLAS detector. The background radiation
environment and shielding are described in section 2. Then the Inner Detector (ID), LAr and Tile

2These include 10% (13%) of the rate at L1 (HLT) for support triggers, as was done in Run 2.
3To assure statistical sensitivity in the most relevant kinematic regions, a mix of events is selected by the L1 trigger

system that emphasises higher energies and object multiplicities. This sample, which is taken from Run 360026, is
constructed in such a way that the selection bias is removable with event weights.
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Figure 8. Expected (a) electron trigger efficiencies and (b) muon trigger rate reduction after the Phase-I
upgrades.
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calorimeters, and Muon systems are described in sections 3, 4, and 5, respectively. The upgraded
Forward Detectors are presented in section 6, followed by a description of the Trigger and Data
Acquisition (TDAQ) System in section 7. Finally, an outlook to the Phase-II upgrades planned to
prepare ATLAS for the HL-LHC are provided in section 8.

2 Background radiation and shielding

The radiation őeld within and around the ATLAS detector is almost entirely created by the collisions,
occurring at a rate of more than 109 s−1 at the IP. The secondary particles produced in these collisions
distribute the total collision energy into different parts of the detector and the LHC ring.

About 50 % of the particles produced are emitted into the acceptance of the central calorimeters
(|𝜂 | < 3) but, on average, they carry only about 1 % of the total energy. Around 5 % of the collision
energy is deposited in the forward calorimeters (3 < |𝜂 | < 5). Roughly a third is dissipated in the
LHC machine elements within the experimental cavern, carried by 20 % of the particles produced.
The remainder escapes into the LHC ring and is of no consequence for the detector.

Without any shielding the secondary particles interacting with the beam-line elements and other
material in the experimental area would result in prohibitively high radiation levels in the ATLAS
cavern and detectors. Even with dedicated and carefully optimised shielding the radiation damage to
sensors, electronics and power supplies is a serious concern and necessitates a careful evaluation of
radiation tolerance and in many cases recourse to dedicated radiation-hard components. The margin
between radiation exposure accumulated over the lifetime of the experiment and the maximum
tolerated by the components is often narrow. Accurate predictions of radiation levels were therefore
imperative for the original design of ATLAS and are ever more important for future upgrades.

2.1 LHC luminosity evolution and expectation

Figure 1 shows the luminosity which the LHC has delivered to ATLAS during proton-proton
operation in the years 2011 to 2018. The 28 fb−1 (at

√
𝑠 = 8 TeV ) from Run 1 and 157 fb−1 (at√

𝑠 = 13 TeV ) from Run 2 add up to 185 fb−1. This was sufficient to cause non-negligible damage
in detectors, especially the silicon sensors of the ID.

In section 2.6 the observed radiation damage, accumulated between 2010 and 2018, is compared
with simulation results in order to estimate the uncertainty of the simulation. For this the annealing
(recovery) of the damage over the 7-year period, including the end-of-year technical stops and the
long shutdown between Run 1 and Run 2, has to be corrected for.

The luminosity to be delivered during Run 3 might be as high as 250 fb−1, but since this value
is uncertain, the radiation values in this section will be kept generic by normalising them to 1 fb−1.
These values can be converted to instantaneous rates at, e.g. 1034 cm−2 s−1, by multiplying them
by 10−5 fb/s.

2.2 Radiation shielding

The high energy particles emitted in the forward direction cross the LHC beampipe at very shallow
angles and a signiőcant fraction of them interact in the thin beampipe wall. The particle showers
resulting from these interactions dissipate some of the energy locally while most continue into
the dedicated absorbers (Target Absorber Secondaries (TAS)) at |𝑧 | = 19 m from the IP. These
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Figure 9. ATLAS forward radiation shielding, as described in the 𝜙-symmetric Fluka geometry. All
dimensions are shown in cm. The 𝑧 dimensions (horizontal axis) are measured from the nominal IP, which is
to the left of the left-hand side of the drawing. The 𝑟 dimensions (vertical axis) are measured from the centre
of the beampipe (which is shown in the horizontal centre of the drawing). The role of the TAS absorber is to
protect the focusing magnets, e.g. Q1, against particle debris from collisions at the IP. The shielding around
the TAS, here labelled “TX1S”, is also referred to as “JN” in some sections of this document. The new JD
shielding that supports the NSW of the MS is located to the left of the toroid (outside the region shown in the
drawing); the tip of its central hub can be seen projecting into the central opening in the toroid at the far left.

absorbers protect the superconducting őnal focus quadrupoles, e.g. Q1, of the LHC against the heat
load due to the collision secondaries emerging from the IP. These TAS absorbers, two 1.8 m long
copper cylinders with 𝑟 = 17 mm apertures for the beam, are the most intense sources of background
radiation in the ATLAS cavern. They are therefore surrounded by shielding made of cast ductile
iron of up to 1.8 m thickness, lined with a layer of boron-loaded polyethylene, as shown in őgure 9.
In order to suppress the 470 keV photons from thermal neutron capture on boron, but also for őre
protection, the polyethylene is enclosed in a steel cover. Because boron-10 (which makes up 20 % of
natural boron) has a thermal neutron capture cross-section of 3800 barn, a boron concentration of
as little as a few percent is sufficient to remove thermal neutrons and to prevent them from being
captured on other elements that would emit more energetic capture photons.

The beampipe within ATLAS represents a distributed source of radiation. Since calorimeters
and muon stations are extended to high pseudorapidities, space left for dedicated shielding around
the beampipe is very limited. In addition, any shielding has to be placed such that it does not
intercept particles directed towards the TAS absorbers. Since the latter are embedded deep inside
the shielding they are the preferred element to deposit waste energy. This is achieved by a conical
inner bore of the shielding, as shown in őgure 9.
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The purpose of the calorimeters is to measure the energy of particles, so the radiation load on
them cannot be reduced by shielding and sufficiently radiation hard technologies must be applied. The
liquid argon used in the ATLAS electromagnetic calorimeters, the hadronic endcaps and the forward
calorimeters is intrinsically radiation hard. The scintillators in the Tile calorimeter are subject
to radiation damage, but their dose is reduced because they are shielded by the electromagnetic
calorimeter. The electronics and power supplies are the most vulnerable parts and have to be
protected by shielding, and by optimising their location.

The albedo from the calorimeters, thermal neutrons emitted back towards the IP, is a signiőcant
contribution to the radiation load of the inner tracking detector, adding to the irreducible particle
ŕux emerging from collisions at the IP. The absorber material used in the ATLAS electromagnetic
calorimeters is lead, which results in copious neutron emission upon hadronic interactions. The
neutron albedo is, however, reduced signiőcantly by polyethylene moderators lining the sides of the
calorimeters which face the IP.

2.3 Characterisation of the radiation environment

The radiation environment, being composed of several particle types, all with a wide energy spectrum,
cannot be described by a single quantity. On the other hand it is not generally feasible Ð and usually
not necessary Ð to consider detailed particle spectra at all locations of interest. In most cases the
characterisation of the radiation environment can be based on a few quantities that have proven to
be related to the effects caused in various types of detectors or microelectronic circuits. The three
generic damage mechanisms and the associated radiation quantities are:

• Bulk damage in silicon is usually assumed to be proportional to the 1 MeV neutron equivalent
ŕuence (ΦSi

neq
) [16], where ŕuence is deőned as total track length per unit volume. For silicon

this equivalence is deőned through energy-dependent hardness factors [17], which depend
on particle type and are not applicable to any other material.4 These factors have been
experimentally determined only over limited energy ranges for neutrons, protons and pions.
For other particles they are extrapolated by theoretical calculations [18, 19]. In addition,
different electrical properties, e.g. increase of leakage current and changes of the effective
doping concentration, exhibit differences in particle type and material dependence [17]. For
typical particle spectra encountered in ATLAS a systematic uncertainty of about 30 % has to
be assigned to the characterisation of the leakage current increase in silicon through Φ

Si
neq

. For
estimates of the change of effective doping concentration, where the particle type and silicon
properties (e.g. doping level and impurities) play a non-negligible role, it is better to consider
Φ

Si
neq

divided into two components: neutrons and other particles.

• Total Ionizing Dose (TID), measured as the amount of energy deposited via ionising processes
per unit mass of material, leads to damage in electronics through charge trapped in oxide
layers. For instance in transistors, the accumulation of this trapped charge can induce a
shift of the threshold voltage needed to switch the state or increase lateral leakage current
in the oxide layer. Scintillating materials and optical őbres also suffer from damage that to
good approximation is proportional to the TID [20]. The damage manifests itself mainly

4Hardness factor compilations also exist for other semiconductor materials, such as GaAs and diamond.
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as a reduction of the light transmission, but sometimes also as induced phosphorescence or
changes of the scintillating properties.

• Single Event Effects (SEE) in electronics circuits are caused by large energy depositions close
to sensitive regions of the chips. The released charge can be sufficient to ŕip the logic state of a
transistor or, in the worst case, permanently damage the component. The amount of ionisation
needed to cause a SEE can only be deposited by slow heavy ions. At the LHC such slow ions
are nuclear fragments from hadronic interactions within the chip itself. The generally adopted
characterisation of the radiation őeld for SEE rate estimates is to use the total ŕux of hadrons
with energies above 20 MeV [21] (Φhad

20 ). Contrary to the two őrst mechanisms, which depend
on the cumulative radiation exposure, the probability of a SEE occurring in any given time
interval can, to a good approximation, be assumed to be independent of the irradiation history.

In addition to the characterisation by the damage potential of the radiation a further quantity is
needed to describe the potential impact on detector performance: the instantaneous rate of charged
particles at peak luminosity. These charged particles create hits in detectors and lead to an increase
of occupancy and possibly spurious triggers which can compromise the available bandwidth and
increase the dead-time. The muon system, which is designed for much more modest hit rates than
the inner detector, is particularly sensitive to the detailed kinematics of the background which gives
rise to fake muon trigger signals (see section 5.1). Since low-energy charged particles have short
ranges in matter, an accurate estimation of the hit rate in the sensitive volumes of the muon detectors
requires a very detailed description of the detector and its shielding. General ŕuence simulations, as
presented here, give only an indication of the hit rates to be expected.

2.4 Radiation monitoring

In view of the signiőcant role which radiation damage was expected to play for ATLAS components,
a monitoring of the radiation environment was foreseen early on. The RadMon system [22] consists
of sensors at 14 locations inside and around the ATLAS detector. Each RadMon station comprises
several Radiation-sensitive Field Effect Transistors (RadFet) with varying oxide thicknesses such
that they together cover a range from few mGy up to 100 kGy of TID. In order to account for the
fact that the radiation őeld around ATLAS is composed of many particle types and energies, the
RadFets are calibrated at several facilities using different particle types: protons of different energies,
X-rays, 𝛾-rays and neutrons, allowing for an assessment of the differences in response for TID from
different particle types. The uncertainty of the dose measurement with the RadFets was estimated
at 20 % [22].

The RadMon system also includes two different kinds of PIN-diodes which provide two ranges
of sensitivity to measure Φ

Si
neq

: through an increase of the leakage current under reverse bias or
through the resistivity change by monitoring the voltage under forward current. The diodes have
different sensitivity ranges, such that the high-sensitivity ones provide a linear response from about
109 cm−2 up to few times 1012 cm−2, where the low-sensitivity ones pick up and can measure up
to around 1015 cm−2. The diodes are also calibrated at various facilities, using protons, pions and
neutrons, and no signiőcant particle type dependence was uncovered. They are thus well suited for
the mixed radiation őeld present in ATLAS.
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In addition to the dedicated RadMon system, the radiation damage in the detectors themselves
can be used to determine their total exposure. In particular the silicon sensors of the ID are ideal for
such a study. Their irradiation and temperature (annealing) histories are recorded accurately and
their leakage currents are constantly monitored. Since sensors are distributed over the entire Pixel
and SCT volumes, they provide an excellent means to determine the spatial variation of ΦSi

neq
in the

ID [23]; however, these sensors are not suited to measure the TID.
The scintillators of the Tile calorimeter have also suffered from radiation damage that has been

compared with the simulated TID [24]. However, the radiation-induced light loss at the end of Run 2
was still very small, with large uncertainties, so the Tile scintillator data are not yet sufficient to
constrain the simulation.

2.5 Radiation simulation codes and methods

The radiation environment in ATLAS has formerly been studied with the Fluka [25–27] and Gcalor [28]
Monte Carlo simulation programs. Recent simulations, however, have been done with Fluka and Geant4
v10.4 [29]. While the first has a longhistory as adedicated radiation simulationprogram,Geant4hasonly
recently been employed for such tasks. The advantage of the Geant4 simulation is that it benefits from a
very detailed three-dimensional model of the ATLAS detector, built for physics performance simulations.
Having two different simulation packages, utilising independent geometry models, provides a means to
assess the systematic uncertainties due to geometry description and accuracy of the physics modelling.

The Fluka description of the ATLAS detector is much simpler than that of Geant4 and, with
a few exceptions, 𝜙-symmetric. Since, however, the Fluka simulations are speciőcally targeted at
estimating the radiation levels, great attention has been paid to the modelling details and material com-
position of the shielding. This is especially true for the ID, while for the calorimeter and cavern regions,
where the Fluka geometry lacks many details, the Geant4 results are considered more reliable.

During the simulations several generic maps are generated, which illustrate the spatial variation
of the intensity of the most relevant radiation quantities. All these maps are averaged over 𝜙 even if
the underlying geometry is not perfectly 𝜙-symmetric5 and mirror-symmetry with respect to 𝑧 = 0 is
assumed. The entire ATLAS cavern is covered by maps with 10 cm × 10 cm cell size in 𝑟 and |𝑧 |.
For the calorimeter regions a őner binning with 4 cm × 4 cm cell size is used. In the ID the radial
gradient is steep and detector elements are thin. Here the radial bin size is 2 mm up to 𝑟 = 20 cm
and 2 cm beyond that. In |𝑧 | the bin size in the ID region is 2 cm.

It is expected that the LHC will operate at a collision energy of 13.6 TeV throughout Run 3.
Since an increase to 14 TeV is anticipated after LS3, the radiation simulations have been performed
assuming the ultimate design energy of 14 TeV. The effect of this difference in the radiation levels is
about 2 %. The primary collisions were simulated with Pythia8 [30] and results were normalised
assuming an inelastic cross section of 79.3 mb.

2.6 Comparison of observed radiation levels with simulations

Prior to LHC operation very few comparisons of radiation damage and simulations were available,
so the initial radiation predictions [3] relied heavily on simulations and only rather vague estimations
of the uncertainties could be given.

5In a few situations, where the 𝜙-structure has a signiőcant impact on the radiation levels, the Geant4 results have
been averaged over restricted 𝜙-ranges.
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During the ten years of LHC operation the radiation őeld in and around ATLAS has been mea-
sured and monitored by the methods described in section 2.4. A comparison of these measurements
allows for better estimates of the uncertainties associated with the simulations. The simulation
models themselves have been further reőned over the past decade and, most importantly, the available
computing power has increased dramatically. These developments have made it possible to reduce
the statistical uncertainties of the simulations to an extent that makes them negligible in almost all
cases. The only exceptions are regions with very low radiation levels where the statistical ŕuctuations
from individual energy depositions may be very large in a fully analogue simulation.

2.6.1 Inner detector

Figure 10(a) shows the comparison of the RadMon measurements with Fluka and Geant4
simulations of the TID inside the ID volume. The contribution of Run 1 has been subtracted from the
measurements in order to compare only the Run 2 dose, received at

√
𝑠 = 13 TeV . The simulations

have a tendency to overestimate the TID. The difference with respect to measurements is 30 % to
100 % with the largest deviation on the cryostat wall where the dose is lowest.

Figure 10(b) shows a comparison of the leakage current measured in SCT sensors with Fluka

and Geant4 predictions. The simulated Φ
Si
neq

values are converted to a prediction of the leakage
current using the Hamburg annealing model [31], which takes into account the detailed irradiation
and temperature histories of the silicon modules. The agreement is better than about 20 %, i.e. within
the uncertainty assumed for the silicon hardness factors.
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Figure 10. (a) Comparison of measured and simulated TID at several locations inside the ID volume. One
set of monitors is close to the IP, őxed on the Pixel Support Tube (PST). Two sets are at different radii on
the ID End Plate (IDEP) next to the endcap calorimeter, and a fourth set on the wall of the cryostat of the
solenoid. The error bars reŕect the statistical uncertainty of the simulations and the variation related to a
position uncertainty of the RadMon sensors. (b) Comparison of measured and simulated leakage current
in ID sensors as a function of radius [32]. The error bars on the symbols include various uncertainties
affecting the measurement while the widths of the simulated bands reŕect the statistical uncertainty and the
variation as a function of sensor radius. Uncertainties of the silicon damage factors, discussed in section 2.3,
are not included.
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2.6.2 Calorimeter and muon regions

Figures 11(a) and 11(b) show the comparison of the RadMon measurements with TID and Φ
Si
neq

predictions of Fluka and Geant4 at the locations of calorimeter front-end electronics and power
supplies. The agreement between the simulated and measured TID is worse and less consistent
than for the ID regions. At some locations the simulations are in satisfactory agreement with the
measurements, but there are regions where the predictions are őve times higher than the RadMon
devices indicate. All locations shown in őgure 11 are behind a signiőcant amount of material with
respect to the IP. Some are close to, or even within, service channels where the exact amount of
material is difficult to describe accurately in the simulation models. It is therefore very likely that the
large deviations, which are all overestimations by the simulations, are caused by an underestimate of
cables and other services. However, in many cases, TID predictions of Fluka and Geant4 are more
consistent mutually than with data. It is possible that this indicates an issue with the calibration
transfer of the RadFet devices, i.e. a systematic effect between the spectra at the calibration facilities
and the wide particle spectrum at the location where the sensors are installed in ATLAS. This
possibility needs further investigation and cross checks with additional monitors in Run 3.

For ΦSi
neq

the agreement is better with maximum discrepancies not exceeding a factor of two.
This is quite plausible since the TID is more sensitive to the accurate description of material in the
immediate vicinity of the RadMon detectors. Even small inaccuracies in the description of these
immediate surroundings can result in a large deviation of the TID estimate while the other radiation
quantities are less affected.
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Figure 11. Comparison of measured (a) TID and (b) ΦSi
neq

in different locations around the calorimeters and
the ATLAS muon system. The error bars reŕect the statistical uncertainty of the simulations and the variation
related to a position uncertainty of the RadMon sensors. Some of the very large error bars for TID are due
to the fact that the quantities are recorded in a small well-shielded volume. Here a single deposition by an
energetic electron can dominate and cause a large ŕuctuation.

2.6.3 Simulation safety factors

Figures 10 and, especially, 11 indicate a that the simulations can deviate from measurements by up to
a factor of őve. The larger deviations, however, are systematically overestimates of the simulations.
All of these appear in regions behind a signiőcant amount of material, and most likely indicate
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that some material is missing in the simulation models. In some regions of the inner detector the
simulations underestimate the measurements, but by not more than 20%.

These comparisons are crucial input for deőning the safety factors to be applied on top of
the simulations, when designing the detectors and their electronics. Since the largest deviations
systematically correspond to an overestimation of the simulations, ATLAS has adopted a unique
simulation safety factor of 1.5 for all radiation quantities and detector regions.

2.7 Predicted Run 3 radiation levels

The radiation levels are mapped separately for each of the three main detector subsystems, as the
very different sizes of the ID, the Calorimeters and the MS make different scales appropriate.

2.7.1 Radiation levels in the Inner detector

In the inner detector region the background originates from two main sources, of those discussed in
section 2.2:

• particles produced in the proton-proton collisions at the IP and secondaries from their
interactions in the beampipe walls or the material of the ID.

• albedo from the electromagnetic calorimeters.

The őrst comprises a mix of all particle types, but for silicon bulk damage, charged pions are the
most signiőcant component. While the ŕuence of charged hadrons decreases rapidly with radius, the
neutron ŕuence, which is dominated by calorimeter albedo, is more uniform throughout the Pixel
and SCT volumes.

Figure 12 shows that, in terms of ΦSi
neq

, the contributions of both generalised particle categories
(neutrons, and all other particles) are equal at radii of 20 cm and 15 cm at 𝑧 = 0 (in the central
transverse plane of the detector) and at |𝑧 | = 272 cm (at the extremities of the SCT envelope), close
to the endcap calorimeters, respectively. The bulk damage in the pixel detector is dominated by
charged pions, but in the SCT by neutrons. Figure 12 shows that the neutron component is more
signiőcant closer to the endcap calorimeters. This is due to the intense neutron albedo from the lead
absorbers, which cannot be entirely suppressed by the neutron moderators on the calorimeter face.
While for older technologies, including all those installed for Run 3, ΦSi

neq
provides a sufficiently

accurate parametrisation of the bulk damage in silicon, an additional particle-type dependence has
been observed in some more recent devices.

In the absence of scattering and a magnetic őeld, it can be shown that particles emerging from
the IP with a ŕat |𝜂 |-distribution would result in a ŕuence independent of |𝑧 | and dropping as 𝑟−2.
Figure 12 shows that this radial dependence models the data well up to 𝑟 ∼20 cm but in the SCT
region the ŕuence drops somewhat more slowly due to particle production in inelastic interactions
and possibly the curling up of tracks in the 2 T axial őeld. Comparing őgures 12(a) and 12(b) also
reveals a small |𝑧 |-dependence of the 1 MeV neutron-equivalent ŕuence. Besides the fact that the
|𝜂 |-distribution is not perfectly ŕat, this increase of ΦSi

neq
with |𝑧 | may also be due to secondary

production and the magnetic őeld. The increase of the neutron contribution closer to the endcap
calorimeter, clearly seen when comparing the two plots, shows the impact of the calorimeter albedo,
which is the main source of neutrons.
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Figure 12. Radial dependence of ΦSi
neq

at (a) |𝑧 | = 0 and (b) |𝑧 | = 272 cm in the ID, as obtained from Fluka

simulations. The total ΦSi
neq

is divided into the contribution by neutrons and by all other particles. The 𝑟−2

dependence is normalised at 𝑟 = 3.1 cm to the ‘By others’ value. The lower panels show the ratio of Fluka

and Geant4 results for the total.

This 𝑟- and |𝑧 |-dependence of ΦSi
neq

can also be appreciated qualitatively from őgure 13. Table 5
lists the three main radiation quantities averaged over the regions indicated by rectangles and labelled
with letters in őgure 13. These areas are selected to cover representative regions of the Pixel, SCT
and TRT detectors. The 𝑟 and |𝑧 | positions given in table 5 correspond to the centre of the rectangle.
The statistical uncertainties of the simulations are typically less than 1 % but if the last digit given
in table 5 is affected, this is indicated. Systematic uncertainties are not included and, as discussed
before, can amount to several tens of percent.

2.7.2 Radiation levels around the calorimeters

Figure 14 and the associated table 6 show the Φ
Si
neq

distribution in the calorimeter regions and
the volume-averaged main radiation quantities, respectively. The regions for which the averages
have been calculated correspond to the location of front-end and power supply electronics of the
calorimeters, i.e. to equipment susceptible to suffer from radiation damage. In őgure 14 the streaming
of radiation through the gaps between the calorimeter parts, especially at |𝑧 | ≈ 320 cm, is clearly
visible. In reality these gaps are őlled with electrical cables, optical őbres and cooling pipes
following complicated routing. These can be described only in an approximate and average way
in the simulation codes, which is the possible cause for the overestimation of the radiation levels,
seen in őgure 11. Although no direct measurements are available to support the predictions of Φhad

20 ,
high-energy hadrons are less sensitive to material than the other two radiation components. Therefore
it can be assumed that the uncertainties are bounded by the uncertainty on Φ

Si
neq

, seen in őgure 11(b).
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Figure 13. Radiation levels in the inner detector region. The contours show Φ
Si
neq

obtained from Fluka

simulations. The radiation levels, averaged over the labelled volumes are given in table 5. The Pixel and
SCT layers are indicated by grey lines; the TRT and adjacent calorimeter and associated neutron moderator
volumes are indicated by boxes.

Table 5. TID and characteristic particle ŕuences in the inner detector volume, obtained from Fluka simulations
at the locations indicated in őgure 13. The statistical uncertainty is in the last digit given, or smaller.

Region |z| [cm] r [cm] TID [Gy/fb−1] Φ
Si
neq

[cm−2/fb−1] Φ
had
20 [cm−2/fb−1]

IBL e 29 3 3.42×103 5.37×1012 9.08×1012

IBL c 4 3 3.12×103 6.19×1012 8.49×1012

PIX D3 65 9 821 1.13×1012 1.45×1012

PIX B3 4 12 377 7.85×1011 7.22×1011

SCT D6 178 30 171 3.58×1011 2.49×1011

SCT B1 71 30 118 2.93×1011 2.00×1011

SCT D9 273 46 99.1 3.36×1011 1.58×1011

TRT EC low 266 68 65.0 2.34×1011 8.50×1010

SCT B4 71 52 46.0 1.68×1011 8.12×1010

TRT B low 69 61 36.7 1.34×1011 6.09×1010

TRT EC up 266 94 35.2 1.86×1011 5.10×1010

TRT B up 69 103 12.9 8.27×1010 2.37×1010

– 28 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

|z| [cm]

0 100 200 300 400 500 600 700 800 900

r 
[c

m
]

0

50

100

150

200

250

300

350

400

450

]
-1

/f
b

-2
 [
c
m

S
i e
q

n
Φ

710

810

910

1010

1110

1210

1310 ]
-1

/f
b

-2
 [
c
m

S
i e
q

n
Φ

710

810

910

1010

1110

1210

1310

Barrel FE crates

HEC Electronics

Barrel LVPS

EC FE crates

EC LVPS

ATLAS Simulation

Figure 14. Radiation levels at the locations of calorimeter electronics. The contours show Φ
Si
neq

obtained from
Geant4 simulations. The radiation levels in the indicated volumes are given in table 6. The faint grey lines are
density contours from the Geant4 geometry model and only serve to give an indication of the detector geometry.

Table 6. TID and characteristic particle ŕuences obtained from Geant4 simulations at the locations of
calorimeter electronics and power supplies, i.e the regions indicated in őgure 14.

Region |z| [cm] r [cm] TID [Gy/fb−1] Φ
Si
neq

[cm−2/fb−1] Φ
had
20 [cm−2/fb−1]

Barrel FE crates 318 314 1.42×10−1 3.80×109 6.50×108

HEC Electronics 516 206 8.00×10−2 7.15×109 4.44×108

Barrel LVPS 302 406 1.97×10−2 1.00×109 1.45×108

EC FE crates 648 314 1.88×10−2 3.40×108 4.14×107

EC LVPS 634 406 5.9×10−3 1.31×108 1.33×107

2.7.3 Radiation levels in the muon system and cavern

Since the cavern is efficiently shielded with respect to the beam-line, the available simulation samples
have too much statistical ŕuctuation between bins to produce a contour plot of TID or charged
particle ŕuences in the entire ATLAS experimental cavern. Instead őgure 15 shows the distribution
of the photon ŕuence. This quantity is chosen for the illustration, since the photons are generating
the e±, which dominate the charge particle ŕuence and TID in the muon spectrometer region.

All major radiation quantities are collected in table 7 as averages over representative volumes.
The dose rates in the muon system vary from 0.59 mGy/fb−1 in the central barrel to 44 mGy/fb−1

at the innermost radius of the NSW region. At an instantaneous luminosity of 2 × 1034 cm−2 s−1

these correspond to 12 nGy/s and 0.9 µGy/s, respectively. Assuming all particles to be minimum
ionising, these doses can be converted to rough charged particle ŕux estimates of about 50 cm−2 s−1
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Figure 15. Contours of constant ŕuence for photons with 𝐸 > 10 keV (Φ𝛾

0.01) in the ATLAS cavern and muon
spectrometer regions. The black boxes indicate regions over which the main radiation quantities given in
table 7 are averaged. More detailed explanations of the detectors in these regions can be found in section 5.
The faint grey lines are density contours from the Geant4 geometry model and only serve to give an indication
of the detector geometry.

Table 7. TID and Φ
Si
neq

obtained from Geant4 simulations in the ATLAS cavern and muon spectrometer as
averages over the volumes indicated in őgure 15. The rightmost column gives the ŕuence of photons with
𝐸 > 10 keV (Φ𝛾

0.01). 𝑟 and |𝑧 | refer to the centre of the given region. The statistical uncertainty is in the last
digit given, or smaller.

Region |z| [cm] r [cm] TID [Gy/fb−1] Φ
Si
neq

[cm−2/fb−1] Φ
had
20 [cm−2/fb−1] Φ

𝛾

0.01 [cm−2/fb−1]

LUCID 1705 15 2.91×103 2.57×1012 4.83×1011 5.78×1013

NSWH 725 95 4.40×10−1 1.79×1010 1.86×109 3.09×1010

EM-1 1325 240 7.6×10−3 3.03×108 6.45×107 6.17×108

NSWL 735 400 6.9×10−3 2.02×108 4.81×107 9.03×108

BI-7 625 450 4.4×10−3 9.05×107 1.13×107 3.42×108

EE-1 1055 660 2.43×10−3 1.10×108 2.30×107 2.05×108

BM-6 870 795 1.63×10−3 4.63×107 1.13×107 1.56×108

EO-1 2165 325 1.3×10−3 3.19×107 3.99×106 9.58×107

EM-5 1325 1025 1.15×10−3 3.21×107 8.34×106 9.32×107

BO-5 945 1045 1.07×10−3 2.36×107 6.94×106 7.98×107

BM-1 95 795 8.1×10−4 1.52×107 2.43×106 8.87×107

BI-1 50 450 7.3×10−4 2.70×107 7.0×105 8.55×107

BO-1 120 1045 6.4×10−4 1.03×107 2.59×106 5.69×107

EO-6 2165 1090 5.9×10−4 1.36×107 3.23×106 5.82×107
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and 5000 cm−2 s−1, respectively. In reality the TID has contributions from particles with higher
ionisation potential, which means that those estimates serve only as rough upper limits.

As shown in őgure 15, the LUCID detector is situated in the immediate proximity of the
beampipe where it is also subject to intense albedo from the TAS regions. A comparison of the
radiation levels in that region with those of the cavern gives a good indication of the performance of
the forward shielding of ATLAS: the particle ŕuences are reduced by about four orders of magnitude
and the TID by almost 6 orders of magnitude (e.g. comparing regions ‘LUCID’ and ‘EM-1’). This
larger shielding efficiency for TID is due to the fact that charged particle showers, except for muons,
developing around the beam-line all get suppressed and only neutrons with an associated photon
component penetrate the shielding. Thus the radiation őeld in the cavern is almost entirely due
to neutrons, photons from neutron capture and e± from interactions of the photons. One notable
exception in the radiation exposure of the muon system is the high-𝜂 edge of the NSW (NSWH in
table 7); here the space available for shielding is limited by the required acceptance and the clearance
needed with respect to the beampipe. Even though dedicated shielding materials are employed, the
radiation levels at the smallest radii of the NSW are almost two orders of magnitude higher than
anywhere else in the muon system.

3 Inner detector

The Inner Detector (ID) is the primary tracking device for measuring the paths of all charged particles
in ATLAS. It has been designed to provide hermetic and robust pattern recognition, excellent
momentum resolution and both primary and secondary vertex measurements for charged-particle
tracks within the pseudorapidity range |𝜂 | < 2.5. It is contained in a cylindrical envelope 7024 mm
long and 1150 mm in radius, immersed in the 2 T őeld of a solenoidal magnet.

As described in section 1.3.2, the ID consists of three complementary sub-detectors arranged
coaxially around the beam line (see őgure 16): a high-resolution silicon Pixel detector [33]
(𝑟 < 122.5 mm), the Semiconductor Tracker (SCT) [34] relying on stereo micro-strips (299 mm <

𝑟 < 514 mm) and the Transition Radiation Tracker (TRT) [35] comprising several layers of gaseous
straw tubes interleaved with transition radiation material (563 mm < 𝑟 < 1066 mm).

For many physics channels, particularly those involving relatively long-lived particles such
as 𝐵-hadrons that decay and produce a secondary vertex inside the beampipe, the performance of
the ATLAS experiment depends critically on the innermost layer of the Pixel detector. For this
reason, during LS1, the detector underwent a major upgrade. During this period a fourth pixel layer,
the Insertable 𝐵-Layer (IBL) [8, 9, 36], was added to the Pixel detector between a new, narrower
beryllium beampipe and the previously existing innermost pixel layer (Pixel 𝐵-Layer). Figure 17
shows the transversal layout of the upgraded ATLAS ID during Run 2 and Run 3. A description of
the main concepts and characteristics of the IBL is given in section 3.1.

At the same time, part of the Pixel services was replaced by the new Service Quarter Panels
(nSQPs), allowing for the optical-to-electrical converters to be moved into an area accessible for
service by extending the electrical readout cables . A brief overview of the new Service Quarter
Panels (nSQPs) installation together with a description of the Pixel off-detector readout upgrades in
Run 2 is given in section 3.2.
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Figure 16. The layout of the ATLAS ID, including the IBL detector [9].

Figure 17. Transverse view of the ATLAS ID including the IBL detector.
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The readout systems of the SCT and TRT were also upgraded during Run 2, to cope with the
increasing requirements coming from the LHC performance. A brief description of these upgrades
is presented in sections 3.3 and 3.4.

3.1 Insertable 𝑩-layer

The driving motivation for the Insertable 𝐵-Layer (IBL) detector was the consolidation and
enhancement of the ID tracking performance in high luminosity scenarios. The reduced distance of the
IBL from the beam axis (3.3 cm, compared to 5.0 cm for the Pixel 𝐵-Layer) increases the resolution of
track impact parameters and thus enhances the vertex reconstruction and ŕavour-tagging performance
of the tracking system. An additional layer of highly segmented pixel sensors helps to mitigate
inefficiencies of the Pixel detector caused by overall radiation damage and irreparable module failures,
and reduces the occurrence of fake tracks due to the combinatorics of high pileup backgrounds.

The reduced distance from the beam axis, combined with the increased luminosity of the
machine, set stricter radiation hardness requirements. Simulations [8] predicted that IBL sensors
and electronics would be subject to an overall ŕuence Φ

Si
neq

of 3.3 × 1015 cm−2 for an integrated

luminosity of 550 fb−1, which was the original design requirement for Run 3. A planar technology
adapted according to the Run 1 Pixel experience was used for the sensors in the central part while
a new 3D technology was developed for the forward region. Section 3.1.2 describes these two
technologies. For the electronics, a new front-end chip was developed on the basis of the Run 1 Pixel
experience to cope with the more stringent requirements foreseen in future data taking scenarios.

Side A Side CZ = 0

3D3D Planar Planar

(a)$

(b)$ (c)$

R29.0/R29.3 - IPT

R23.5 - Inner beam-pipe

R31.0 - IBL inner envelope

R40.0 - IBL outer envelope

R33.5 - Module radius Stave

FE-I4B chip

3D sensor

Module flex

Flex pigtail

Stave flex

3D - HV TAB

EXTENSION

R42.5/R43.0 - IST

x	

y	
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φ

Figure 18. IBL layout [9]: (a) Longitudinal layout of planar and 3D modules on a stave. (b) An 𝑟 − 𝜙 section
showing the beampipe, the IPT, the staves of the IBL detector and the IST, as viewed from the C-side. (c) An
expanded 𝑟 − 𝜙 view of the corner of a 3D module őxed to the stave.

The IBL layout is shown in őgure 18. The IBL consists of a single layer of pixel sensors
assembled with their readout chips (modules) and arranged on 14 longitudinal supports (staves)
fastened onto a high precision carbon őbre tubular structure, the IPT (outer radius of 29.3 mm),
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Table 8. Main layout parameters of the IBL. The nominal 𝜂 coverage of the detector (assuming no spread on
the longitudinal position of the IP) is |𝜂 | < 3.0 but a spread of the vertex position on the 𝑧-coordinate reduces
the detector coverage down to |𝜂 | < 2.58.

Item Value

Number of staves 14
Number of modules per stave 12 planar + 8 3D
Number of front-end chips per stave 32
Coverage in 𝜂 Ð no vertex spread |𝜂 | < 3.0
Coverage in 𝜂 Ð 2𝜎 (122 mm) vertex spread |𝜂 | < 2.58
Active |𝑧 | stave length 330.15 mm
Stave tilt in 𝜙 14°

Overlap in 𝜙 1.82°

Center of the sensor radius 33.5 mm

via the stave support ring. The staves surround a 23.5 mm-radius beryllium beampipe. The outer
envelope is deőned by a second carbon őbre cylinder, the IST (inner radius of 42.5 mm), fastened to
the Pixel detector support structure.

The staves are tilted by 14° in a classic turbine design in order to ensure complete azimuthal
coverage for high 𝑝T tracks and to partially compensate for the Lorentz angle affecting the trajectory
of the charges drifting in the planar sensors. With this arrangement, the average distance of
the innermost pixel sensors from the beam-axis was reduced from 5.05 cm of the Pixel 𝐵-Layer
down to 3.35 cm. Each stave hosts 20 modules aligned along the beam axis (z-direction): 12
two-chip modules covering the central part and eight single-chip modules dedicated to the high-|𝜂 |
regions extending to |𝜂 | = 3.0. The full detector coverage is effectively |𝜂 | = 2.58 if the 122 mm
two-standard-deviation spread of the primary vertex distribution is taken into account. The main
layout parameters of the IBL are presented in table 8.

Limited IBL radial clearance prevents sensor shingling along a stave; for this reason, in order to
maximise the coverage, thin-edge sensors were developed for the detector. An effective inactive
edge width of 215 µm (175 µm) was measured for planar (3D) sensors, considerably reduced with
respect to the 1100 µm of the Pixel detector in Run 1. An air gap of 205 µm is maintained between
contiguous modules to provide adequate electrical insulation.

Cooling is achieved by means of a CO2 two-phase system where the coolant is circulated within
titanium pipes embedded in the stave structure; in order to optimise the thermal contact between
the active components and the pipes, staves are őlled with carbon foam, which contributes to the
global stiffness of the mechanical supports. A detailed description of the cooling system is given in
section 3.1.8.

3.1.1 New beampipe

The ATLAS beampipe had to be replaced to allow sufficient radial clearance for the insertion of the
IBL detector and its mechanical structure. The new beampipe, characterised by an inner radius of
23.5 mm (reduced from the previous 29 mm), consists of a 7100 mm-long beryllium section with an
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Table 9. Comparison of the main characteristics of the IBL pixels with the original Pixel detector layers.

Technical Characteristic Pixel IBL

Active surface (m2) 1.73 0.15
Number of channels ( ×106) 80.26 12.04

Pixel size (µm2) Ð nominal/long 50 × 400/600 50 × 250/500
Pixel array (columns×rows) 160 × 18 336 × 80
Front-end chip size (mm2) 7.6 × 10.8 20.2 × 19.2
Active surface fraction (%) 74 89
Analogue current (µA) 26 10
Digital current (µA) 17 10
Analogue voltage (V) 1.6 1.4
Digital voltage (V) 2.0 1.2
Data out transmission (Mbps) 40 − 160 160

Sensor type planar planar/3D
Sensor thickness (µm) 250 200/230
Layer thickness (𝑋0) 2.8 1.9
Cooling ŕuid C3F8 CO2

average wall thickness of approximately 870 µm; its extremities are welded to aluminium ŕanges,
the size of which allow its insertion through the Inner Positioning Tube (IPT).

The inner surface of the beampipe is treated with a Non-Evaporative Getter (NEG) coating
to improve the vacuum quality by bonding to gas molecules remaining within the partial vacuum;
this getter coating had to be activated with a bake-out procedure using heaters wrapped around the
beampipe surface. To mitigate the effect of extreme heat on the silicon sensors, a layer of aluminium
was interleaved between the beampipe and the IBL to reduce the infra-red emissivity of the beampipe.
The heater temperature was carefully monitored during the process.

3.1.2 Sensors

Two sensor technologies are used in the IBL: an improved version of the ATLAS Run 1 Pixel planar
sensors [33], able to cope with unprecedented operational conditions, and an innovative design of
3D devices [37] a őrst-ever application in high energy physics.

The two sensor implementations share a common footprint in order to be interfaced to the same
readout chip, with two-chip planar sensor tiles having an equal longitudinal dimension of two single-
chip 3D sensors in order to őt a common mechanical layout. Both technologies are characterised by
the same granularity, with 250 µm × 50 µm pixels organised in 80 × 336 arrays (to be compared with
the 18 × 160 matrix conőguration of 400 µm × 50 µm pixels of the three outermost Pixel layers).
Pixels of sizes different from the nominal are also present in order to őll the gaps between front-ends.
A comparison of the main characteristics of the Pixel and IBL detectors is shown in table 9.

IBL planar sensors are fabricated with a n-in-n design on a 200 µm-thick substrate, thinner than
the 250 µm devices used in the rest of the Pixel detector. Slim inactive edges (200 µm wide) are
achieved by shifting the guard rings on the p-side underneath the pixel implantations. Planar sensors
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are produced in two-chip tiles of an overall dimension of 18.59 mm × 41.32 mm; the operational
voltage is expected to evolve during the device lifetime from 80 V up to 1000 V.

IBL 3D sensors rely on a 230 µm-thick p-type substrate and are fabricated with a process in
which 10 µm-diameter columnar electrodes are implanted by double-sided Deep Reactive Ion Etching
(DRIE) Ð i.e. n-type and p-type columns penetrate the substrate from opposite sides. Columnar
electrodes are either passing-through or 210 µm deep according to the different designs implemented
by the vendors (FBK6 and CNM7) at the time of production; see őgure 19 for a visual comparison
of the two designs. The pixel layout consists of two n-type readout electrodes connected at the wafer
surface and surrounded by six p-type ohmic electrodes which are shared with the neighbouring
cells. Edge isolation is achieved by a fence of ohmic electrodes corresponding to an inactive area of
200 µm deep. Due to the characteristic design, which decouples the sensor thickness from the drift
distance, 3D sensors are expected to be particularly radiation tolerant and for this reason suitable to
equip detectors exposed to high irradiation levels. The operational bias of these sensors started with
20 V at the beginning of Run 2 and is expected not to exceed 200 V during the device lifetime.

Figure 19. Design of the columns of (a) FBK and (b) CNM 3D sensors, including the location of the bump
used to bond the sensor to the front-end chip [9]. This sketch is for illustration only and is not to scale.

3.1.3 Modules and staves

The connection between sensor and front-end chip is achieved by means of őne-pitch bump-bonding
and ŕip-chip technology. Due to more stringent radiation and occupancy requirements, the front-end
electronics of the IBL has been completely redesigned with respect to the integrated circuit used in
the rest of the Pixel detector in Run 1 (the FE-I3). The new front-end chip, the FE-I4B [38], was
manufactured in 130 nm Complementary metal-oxide-semiconductor (CMOS) technology, featuring
a large footprint (20.3 mm × 19.2 mm) and 26 880 readout channels replicating the pixel matrix.
Each cell comprises an independent ampliőer with adjustable shaping and a discriminator with an
individually adjustable threshold. The analogue threshold (typically 1500-2500 electrons) sets the
minimum collected charge to be processed (and converted to Time over Threshold (ToT)) by the
front-end chip; the digital threshold (in units of ToT) sets the minimum digital collected charge
amplitude to be transmitted by the module and is typically 2Bunch Crossing (BC). The collected
charge amplitude is measured as ToT in units of the 25 ns LHC bunch crossing period with a four-bit
resolution. The FE-I4B chips (see section 3.1.5 for details about the readout architecture) are
slimmed to 150 µm in order to reduce the material budget.

6Fondazione Bruno Kessler, Trento, Italy.
7Centro Nacional de Microelectronica, Barcelona, Spain.

– 36 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

A double-sided, ŕexible printed circuit (known as the module ŕex hybrid) is glued to the back
side of the sensor (see őgure 20) and connects the module to external electrical services. Read-out
and power lines connections between the module ŕex hybrid, the FE-I4B chips and the sensors
are wire-bonded. The module temperature monitoring and interlock is achieved with a Negative
Temperature Coefficient (NTC) thermistor mounted on the module ŕex hybrid.

IBL modules are fastened by two glue dots to their supporting staves. Staves are carbon foam
structures glued to V-shaped carbon őber laminates; the carbon foam provides efficient thermal
coupling to the titanium cooling pipes that are embedded within the staves. Cooling is obtained by a
CO2 evaporative system, capable of maintaining the silicon sensors at an operating temperature of
−15 °C; the minimum value achievable for future operation is −35 °C. Power, data acquisition and
module conőguration are routed through a multi-layer bus (the stave ŕex hybrid) laminated on the
back of the staves, from which they are distributed to modules by means of the module ŕex hybrids.

Figure 20. Photograph of an IBL planar module [9]. The full size of the silicon sensor is 18.8 mm × 41.3 mm.

During the őrst year of the IBL operation in 2015, a signiőcant increase of the low voltage current
of the front-end chip and a detuning of its parameters (threshold and ToT) were observed in relation
to the received TID. The increase of the low voltage current of the FE-I4B chip and the drifting of
its tuning parameters were traced back to the generation of a leakage current in n-type metal-oxide-
semiconductor (NMOS) transistors induced by radiation. The radiation induces positive charges
that are quickly trapped into the shallow-trench-isolation oxide at the edge of the transistor. Their
accumulation builds up an electric őeld sufficient to open a source-drain channel where the leakage
current ŕows. If the accumulation of positive charges is relatively fast, the formation of interface
states is a slower process. The negative charges trapped into interface states start to compete with
the oxide-trapped charges with a delay. This is what gives origin to the TID effect at low dose [39].

In order to study the dependence of the low voltage current increase on temperature and dose
rate, several irradiation tests were performed by setting one of those variables and changing the other.
Given the results of these tests, it was decided to increase the IBL operational set point from −10 °C
to +15 °C for a few months in early 2016 to limit the TID effects during the őrst radiation exposure,
before reducing it to −20 °C for the remainder of Run 2. In addition, the digital supply voltage (VD)
was lowered from 1.2 V to 1 V to decrease the low voltage current.
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3.1.4 Integration and installation of the IBL in the ID

A total of 20 staves were assembled during the production phase. An issue concerning wire-bond
corrosion [9] was identiőed on most staves mid-way through the production. This resulted from a
combination of extreme susceptibility to corrosion due to chemical contamination on the ŕex and
accidental exposure to humidity during the temperature cycling tests after stave loading; all but two
staves were fully repaired. Because the wire bonds of the IBL were left unprotected (potting the
bond foot or the use of spray coatings such as polyurethane were initially considered as options to
protect them), it was crucial that the temperature be maintained well above the dew point at all stages
of the integration and installation, and it remains crucial for operation.

Of the 18 staves available for the integration, 14 were selected on the basis of quality criteria and
installed in the detector. These criteria rely on a weighted pixel failure fraction aimed at minimising
the geometrical inefficiencies and clusterisation of defects. The average bad pixel fraction for the
integrated IBL staves at the time of installation amounted to 0.09 % (0.07 % for |𝜂 | < 2.5).

The IBL was integrated as a single package that was lowered into the ATLAS experimental
cavern and őnally inserted inside the Pixel detector. Once all staves were loaded, an annular support
was installed and clipped to each stave center in order to provide additional radial stiffness. This
constraint did not eliminate other degrees of freedom, most notably a rotation around the beam
axis arising from the mismatch of thermal expansion coefficients of the stave and stave ŕex and
their asymmetric assembly; this resulted in a distortion of the staves of the order of a few µm / °C
that required an enhanced temperature stability at the level of 0.2 °C and the development of in-run
alignment correction procedures [40].

3.1.5 Readout of the IBL

The IBL readout system was designed to be fully efficient at a few times the nominal LHC peak
luminosity (up to 2 or 3 × 1034 cm−2 s−1) with a L1 trigger rate of 100 kHz. The readout can be
naturally divided into two parts, the on-detector and the off-detector systems, which communicate
via optical őbres in both directions.

The on-detector system consists of the FE-I4B front-end readout chips and the service electronics,
which include the electro-optical converter boards (optoboards). The optoboards are connected to
the front-end chips by the FE-I4B input and output lines.

The building block of the readout system, the IBL DAQ module, is formed by two neighbouring
front-end chips. Each IBL DAQ module shares the same clock and command lines (including the L1
trigger signals) that are distributed to the pair of front-end chips.

The FE-I4B input lines run at 40 Mbps. When charge deposition is detected by the discriminator
in each pixel, the hit and its timestamp are brieŕy buffered in the pixel cells. The FE-I4B pixel array
is organised in double-columns like the FE-I3 chip, but the readout architecture is very different.
Instead of moving all hits from the pixel array to a global shared memory structure for later trigger
processing, the FE-I4B double-columns are further divided in 2×2 pixel regions where hits are stored
locally. This results in an enhanced capability to cope with high hit rates and reduced inefficiency.
Each region contains four identical analogue pixels and one shared memory and logic block called
the Pixel Digital Region. This memory can store up to őve events.
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When the Level-1 Trigger Accept (L1A) arrives, any event for which the timestamp matches is
read out via a serial Low-voltage Differential Signaling (LVDS) output that operates at 160 Mbps.
There is one LVDS output line per front-end.

The optoboards are responsible for translating the optical signals received from the off-detector
electronics into electrical signals for the FE-I4B inputs; vice versa they translate the electrical signals
received from the FE-I4B outputs to optical signals before transmitting them to the off-detector
electronics. PIN diodes are used to convert optical into electrical signals. Vertical-Cavity Surface
Emitting Laser (VCSEL) arrays convert electrical into optical signals.

The off-detector electronics consists of commercial optical Rx plugins and Tx plugins, used
to interface the readout hardware with the optical őbres. The plugins are mounted in the Back of
Crate (BOC) cards, used to transmit the clock, triggers and commands to the modules after Bi-Phase
Mark (BPM) encoding, and to receive and decode 8b/10b-encoded data from the front-ends. The
BOC communicates through the VME backplane to the ROD cards. The ROD has several tasks: it
distributes the L1 trigger upstream, along with signals received from the ATLAS Trigger, Timing
and Control system (TTC) Interface Module (TIM), reformats the data received from the front-ends
(via the BOC), and őnally transmits the generated event fragments to the ATLAS ROS [41] via
CERN (S-LINKs) [42]. This transmission is done by forwarding the reformatted data back through
the backplane to dedicated optical transceivers (Quad-SFP [43]) on the BOC. Each S-LINK has a
bandwidth of 1.28 Gbps. As shown in őgure 21, a single IBL ROD/BOC pair hosts four S-LINKs
for a total output bandwidth towards the ATLAS ROS units of 5.12 Gbps. The ROD is also used to
calibrate and tune the IBL detector. A schematic of the entire readout chain is shown in őgure 22.

Figure 21. The IBL ROD/BOC readout cards [9] (used also for the Pixel readout upgrades during three
consecutive winter shutdowns) are located at the off-detector side of the optical link. (a) The BOC card and
(b) the ROD card are paired in a VME crate via its back-plane.

Each IBL ROD/BOC pair reads out an entire IBL stave via 32 FE-I4B chips. Two Tx plugins
are used to communicate with 16 double-chip modules via 16 independent serial lines, eight lines
for each Tx plugin. Four Rx plugins read back the data from each of the 32 front-ends individually;
each Rx plugin receives data from eight front-ends. A total of 14 IBL ROD/BOC pairs have been
equipped in a 9U VME crate located in the ATLAS service cavern (USA15).
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Figure 22. Schematic of the IBL read-out system [9]. The IBL Stave is the only on-detector component in
this diagram.

The same type of readout board was used to upgrade the outer Pixel layers during Run 2. A
detailed description of these upgrades will be given in section 3.2.2.

3.1.6 Off-detector services and detector power supplies

The basic element for the segmentation of the IBL electrical services is the half stave. The end of
each half-stave is connected to a set of corrugated ŕex Printed Circuit Boards (PCBs) which on the
other side connect to a PCB called the cable board as is schematically shown in őgure 23. The cable
board is part of a cable harness, called a type-1 cable, which makes the connection out to the ID
endplate region. Each harness is divided into two individual sub-cables, one for data transmission
and one for power and the Detector Control System (DCS).

The type-1 cable transmission bundle consists of 24 polyimide-clad copper twisted pairs. For
the data from the front-ends 28 AmericanWireGauge(AWG) wire is used due to the higher rate of
160 Mbps, while for the 40 MHz clock and the 40 Mbps command transmission 36 AWG wire is used.
Each command and clock line is shared by two frontend chips. The standard for all signals is LVDS.
Four 36 AWG ground wires in each bundle ensure a common ground level between transmitters and
receivers. The transmission cable is approximately 5 m long and terminates at the optobox in the
outer part of the ID endplate region.

The second cable in the type-1 cable harness contains 61 polyimide-clad copper wires: 32
low voltage 24 AWG wires, eight wires (24/28 AWG) for low-voltage sensing, 16 32 AWG DCS
wires, four 32 AWG wires for high voltage and one 26 AWG drain wire. The cable is 3.5 m long and
terminates in a custom 67-pin AXON33 connector of 21 mm diameter.
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In the ID endplate area the type-1 power sub-cables connect to 9 m-long type-2 cables which
end in the Patch Panel 2 (PP2) situated inside the MS volume. For the entire IBL there are four PP2
crates, two per detector side. The PP2 contains regulators for the low voltage and is passive for High
Voltage (HV) and DCS. Type-3 cables, 75 m long, connect the PP2 with the HV and Low Voltage
(LV) power supplies and the DCS electronics inside the counting room.

Commercial power supplies provide high and low voltage for the detector. The maximum
high voltage for planar sensors is 1000 V and for 3D sensors 500 V, at a maximum current of 8 mA
(planar) and 10 mA (3D). The low voltage from the power supplies is regulated down to around 2 V
by the PP2 regulator boards (see table 10). Four front-ends chips share one HV channel, as well as
one LV channel on a regulator board. Each PP2 regulator board, supplying one half-stave, is fed by a
single primary voltage supply channel.

The optoboard LV supply chain replicates the frontend LV chain design from power supply to
the detector-side end of the type-2 cable at which point a direct connection to the optobox is made.
In addition to LV, the optoboards require a bias voltage for the PIN diodes of 5 V and a control
voltage for the VCSELs of about 0.8 V (see table 10). All voltages, as well as a reset signal, are
provided by custom Supply and Control for the Optical Link (SC-OL) modules in the counting room.
Each optoboard which reads out half a stave is powered separately.

The DCS lines coming from each half stave are used to monitor the temperature on every fourth
frontend chip, on the cable board, on the cooling pipe, and for a fraction of the staves on the type-1
bundle while for the rest of the staves this temperature sensor is replaced by a humidity sensor on
the cable board. The temperature monitoring uses NTC sensors. The humidity sensors were not
radiation hard; for this reason they were only used during the installation phase. In the counting
room the DCS lines are connected to a custom crate that processes the signals.

Table 10 summarises the power requirements for Pixel and IBL. The power consumption of
the IBL was about 1.6 kW for the low voltage at the end of Run 2, while for the high voltage it was
about 15 W. The power consumption is expected to increase further towards the end of life due to a
rise in leakage current (HV) and LV current caused by radiation damage.
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Figure 23. Block diagram of on-detector and off-detector electrical services for one half-stave of the IBL
detector [9].
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Table 10. Summary of the silicon sensor bias voltage and front-end electronics requirements and granularity.
The different front-end electronics supply voltages are described in the text. The power consumption expected
during initial operation is also shown. Following irradiation, the power consumption increases signiőcantly in
the sensors, front-end electronics and cables.

Pixel IBL Planar (3D)

Bias voltage supplies

Voltage (maximum) 600 V 1000 V (500 V)
Voltage (start of Run 2) 250 V 80 V (20 V)
Voltage (end of Run 2) 400 V 400 V (40 V)
Current (maximum) 4 mA 8 mA (10 mA)
Segmentation one per module one per 4 FE-I4B

Front-end electronics

low-voltage supplies

Voltages 1.7 V to 2.1 V analogue 1.2 V to 2.2 V feeding both
2.1 V to 2.5 V digital analogue and digital

0.8 V, 2.5 V and 5 V opto-device 0.8 V, 2.5 V and 5 V opto-device
Current 3.7 kA 209 A
Segmentation of bulk supply One per 6 to 7 modules One per 4 FE-I4B
Segmentation of regulated supplies One regulator per module One regulator per 4 FE-I4B

Power

Front-end electronics power ∼ 6 kW ∼ 0.3 kW
Cables plus regulators ∼ 18 kW ∼ 0.8 kW
Total power (start of Run 2) ∼ 24 kW ∼ 1.1 kW
Total power (end of Run 2) ∼ 32 kW ∼ 1.6 kW

Table 11. Main IBL DCS hardware components.

Crate Location Task Communication Vendor

Beam-building module PP3, UX15 Monitoring of environmental temperature and humidity CAN custom built

HV USA15 Power Supply: sensor depletion voltage for planar and 3D modules CAN ISEG

LV USA15 Power Supply: Front-end Electronics TCP/IP Wiener

LV-PP4 USA15 Distribution of LV and current monitoring per module CAN custom

SC-OL USA15 PS: Optical Link CAN custom

Regulator Station PP2, UX15 LV regulation CAN custom

IMC USA15 HW Interlock. Temperature monitoring of interlock controlled devices CAN custom

3.1.7 Detector control and interlock systems

The IBL DCS provides monitoring, control, and safety for the IBL. Its hardware encompasses
the sensors (humidity and temperature), the monitoring crates, and the interlock crates. From an
operational point of view, the power supplies and the regulator stations at PP2 also belong to the
DCS. Table 11 gives an overview of the DCS hardware components while their interconnections and
functional dependencies are shown in őgure 24. The heart of all custom built crates is an Embedded
Local Monitor Board (ELMB)128 [44].

The DCS software is based on the Simatic WinCC Open Architecture (WinCC OA) Supervisory
Control And Data Acquisition (SCADA) system [45] which is used throughout the LHC experiments.
The data transmission and communication between DCS hardware and software is mainly done
via CAN bus and an Open Platform Communications (OPC) client-server architecture, where the
servers are provided by the vendor, and the client provided by WinCC OA. External information
(for example, for the CO2 cooling system) can be accessed via distributed systems such as the
ATLAS-wide Detector Safety System (DSS) [46] or the information published by the LHC regarding
the machine and beam state.

The IBL-speciőc DCS is organised in three layers: the lowest level implements the control at
a hardware based layer and provides the necessary setup and conőguration. The middle level maps
the hardware channels to the detector units. The smallest units that can be controlled independently
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Figure 24. Schematic [9] of the IBL DCS control and monitoring functions on the sensor (HV), front-end
electronics (LV) and optoboard (SC-OL) power supplies, as well as temperature and humidity monitoring. The
schematic also indicates an independent hardware interlock system used for detector and operational security.

are groups of four front-ends, or a DCS module, and the optoboards each serving four DCS modules.
At the top level, detector oriented control and monitoring is provided by a Finite State Machine
(FSM) hierarchy implemented in a framework provided by the CERN Joint COntrols Project (JCOP)
and ATLAS groups. Thanks to this tree structure, shifters can easily monitor the detector state by
observing the changes of the upper level of the tree; the detector can be controlled via FSM commands
by non-DCS-experts. The lowest level of the FSM hierarchy is based on modules and optoboards
and follows the detector geometry of readout units and staves building the innermost Pixel layer.

For detector safety, a dedicated hardware interlock system is installed. It is fully independent
from the DCS software, but its input and output signals are monitored by the DCS. The interlock
system protects the detector and certain electronics against overheating by generating interlock
signals from analogue temperature monitoring with a high granularity. In addition, it receives
signals from DSS and distributes the corresponding interlocks, and protects the IBL from dangerous
beam conditions by receiving the Stable Beams signal from the LHC and using it to provide a
software-generated beam injection permit signal.

3.1.8 IBL CO2 cooling system

The IBL is cooled by a two-phase CO2 system which guarantees an operational temperature in the range
between−35 °C to +15 °C, thanks to a total design cooling power of about 3 kW. The cooling prevents
thermal runaway of the irradiated sensors. Figure 25 shows a simpliőed schematic view of the system.

The CO2 is cooled by commercial chillers based on a hydroŕuorocarbon mixture (R404A) and
pumped to the experimental cavern through a concentric transfer line of a length of about 100 m. The
liquid supply line is inside the two-phase return line to pre-heat the sub-cooled liquid from the plant
to approximately the same temperature as the returning two-phase ŕuid. This also protects the supply
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Figure 25. Schematic representation of the IBL CO2 cooling system [9]. The numbers indicate the loop
direction.

liquid from possible ambient heating. The transfer line is vacuum insulated with a stationary vacuum
shield of 63.5 mm. At the end of the transfer line the ŕuid is distributed to the detector staves through
a manifold box (see the left side of őgure 26) where 14 concentric vacuum ŕex lines (seven for each
side) bring the ŕuid to the detector through the same routing as the cables on the ID end plate (see
the red arrows in őgure 26 on the right). The ŕex line vacuum is obtained thanks to an active vacuum
pump system installed in UX15 and monitored by a dedicated Programmable Logic Controller
(PLC). Next to the manifold box there is a junction box where temperature and pressure sensors
are installed to monitor the CO2 conditions closest to the detector. Also a 3 kW heater is present in
order to simulate the detector load running in bypass mode for commissioning or test of the system.

The evaporation temperature in the detector is regulated by the pressure in the accumulator
(CO2 tank providing coolant reservoir). The return pressure (saturation temperature) is controlled by
heating or cooling of the two-phase mixture inside the accumulator. By controlling the accumulator
it is possible to control in a very precise way the evaporation temperature in the detector and to
provide the required cooling conditions and stability. The diameter of the return lines is chosen to be
slightly larger than that of the IBL cooling pipes, to ensure that the pressure drop along these lines
remains sufficiently low that the accumulator pressure directly determines the evaporator pressure.

In USA15, two redundant cooling units are installed and running, one providing cooling to the
detector with the other running cold in stand-by mode through a by-pass. The purpose of the stand-by
mode is to keep the pump of the inactive system cold to allow for a fast start in case it is required. One
unit is running with normal electrical power while the other is also supplied by Uninterruptible Power
Supply (UPS) batteries: in case of a failure of the normal power, there is an automatic swap between
the two units which is transparent for the detector, and only a very small and short temperature
variation is visible. The logic of installing two redundant units allows uninterrupted operation in case
of failure or servicing of one line. The two cooling units are controlled by two independent PLCs.

Since the start of operation, the IBL cooling has operated at three different temperatures. In
May 2015 the IBL was operated at −10 °C, until the start of the study of the high current drawn by
the readout chips discussed in section 3.1.3, when the cooling system was run at the much higher
temperature of (+15 °C) until June 2016. From then on, the operational set point of the plant was
reduced to −20 °C.
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(a) (b)

Figure 26. (a) IBL cooling lines and (b) the ID end-plate region, with the path of the cooling lines highlighted.

The IBL cooling system has been shown to operate stably over the full range between room
temperature and its lowest veriőed limit, which is −35 °C. Its reliability was demonstrated during
external events like power cuts, glitches and primary cooling failures. No downtime occurred during
data taking from the beginning of Run 2 and, on the occasion of the only system failure, the stand-by
unit kept the detector in the required conditions.

The temperature stability, needed to limit the detector bowing effect described in section 3.1.4,
was better than 0.2 °C (with less than 0.05 °C RMS) and made it possible to correct for bowing
through alignment corrections.

3.2 The ATLAS Pixel upgrade

3.2.1 Installation of new Service Quarter Panels

The installation of the nSQPs during LS1 enabled the relocation of the optoboards outside the ID
volume to an accessible area, making future repairs possible without extraction of the Pixel detector.
All defects originating from broken data transmission lines and faulty optoboards were therefore
repaired during LS1. Additionally, all faulty connections outside the active Pixel detector volume
were repaired during the process of reconnection after the nSQPs installation. Faulty connections
within the active volume were not accessible and thus could not be repaired.

The full detector package was removed, taken to the surface and tested there, before being
re-installed in ATLAS in December 2013. The refurbished three-layer Pixel detector was then
reconnected and tested. The number of disabled modules was decreased to 33, 1.9% of the total.
The biggest improvement was achieved in the 𝐵-Layer, where the disabled fraction was reduced
from 6.3% to 1.4%, and Layer 2, where the 7.0% faulty fraction was reduced to 1.9%.

The nSQPs included additional data őbres dedicated to the readout of Layer 1 (and part of
the Discs); this eventually resulted in doubling the bandwidth of the transmitted data once new
IBL ROD/BOC card pairs were deployed at a later stage of the project (see section 3.2.2). For
Layer 1 and part of the Discs, the readout upgrade increased the bandwidth from 80 Mbps to
160 Mbps, and for Layer 2 from 40 Mbps to 80 Mbps. This increase of the bandwidth by a factor
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two would allow the detector to run without bandwidth limitation up to an instantaneous luminosity
of L = 3 × 1034 cm−2 s−1. Further details of the readout upgrade are given in the section 3.2.2.

Because of the easier maintenance afforded by the installation of the nSQPs, another optoboard
replacement campaign was conducted during LS2. The detector status at the start of Run 3 was
as follows: 10 modules (3.5%) disabled in the 𝐵-layer, 14 modules (2.8%) disabled in Layer 1, 32
modules (4.7%) disabled in Layer 2, and 10 modules (3.5%) disabled in the Discs. In addition, three
IBL front ends were disabled.

3.2.2 Readout upgrades during the winter shutdowns

New readout components developed for the IBL (see section 3.1.5 for details) were used to upgrade
the off-detector readout hardware of the outer Pixel layers, making use of the new őbre installation
provided with the nSQPs. The nSQP project was an opportunity to increase the bandwidth for some
of the Pixel layers and remove some limitations that would have arisen with the expected increase of
luminosity. The strategy was to gradually upgrade the various layers during three consecutive winter
shutdowns between 2015 and 2018. The timeline of these upgrades was as follows:

2015/16 Layer 2 + 12.5% of Layer 1, a total of 22 ROD/BOC card pairs

2016/17 Remaining part of Layer 1 (87.5%), a total of 42 ROD/BOC card pairs

2017/18 𝐵-Layer and Disc, a total of 38 ROD/BOC card pairs

By the end of Run 2, in 2018, both Pixel and IBL őnally shared the same type of readout system,
making it easier to operate the detector and offering more powerful debugging capabilities. No
further changes to the off-detector readout system are foreseen during Run 3 operation.

3.3 Semiconductor Tracker readout upgrade

The SCT data acquisition system in Run 1 comprised 90 ROD and BOC cards. The BOC provides
the optical interface between a ROD and up to 48 SCT modules; for each module the BOC transmits
the clock and trigger via a single command stream and receives data back via two optical links from
the six ASICs on each side of the module. The ROD processes incoming data from the 96 data links
at the L1 trigger rate, and combines those data into a single event fragment which is broadcast on a
single optical S-LINK to the ATLAS DAQ. Figure 27 shows a schematic of the SCT DAQ.

The SCT was designed to operate with 0.2 % to 0.5 % occupancy from its 6.3 million sampled
strips with an LHC pileup of up to about 𝜇 = 23 collisions per BC. The fundamental bottlenecks
arising from higher pileup that restrict increasing occupancy are the bandwidth limitations of the data
links from the modules (which transmit bit streams at 40 Mbps) and the S-LINKs (which transmit
32-bit words at 40 MHz, a throughput of 1.28 Mbps). Extrapolations of occupancy with increasing
pileup during Run 1 suggested that the data ŕow in the data links and S-LINKs would exceed
bandwidth limitations at pileups of around 𝜇 = 87 and 33 collisions per BC respectively, at a L1
trigger rate of 100 kHz. These projections used the optimum on-chip data compression mode (where
only hits exceeding a threshold from the in-time BC are read out, while simultaneously vetoing hits
from the preceding BC), and the standard data packing schema of the ROD which included readout
of the hits from each strip over three consecutive BC.
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Figure 27. Schematic of the SCT Data Acquisition System.

A number of mitigation steps were deployed to prepare the SCT for the anticipated higher pileup
during Run 2. Furthermore, it was discovered early in Run 2 that SCT hit occupancy had increased
signiőcantly compared to Run 1 data, which is now attributed to secondary interactions with the
newly-installed IBL services. The increased occupancy led to a revision of the pileup limits for SCT
operation, leading to further mitigation steps during Run 2 in order to achieve a comfortable margin
for operation with 𝜇 ∼ 60. These mitigation steps were:

Expanded DAQ To address the pileup limit imposed by the S-LINKs, the numbers of RODs and
BOCs were increased in 2014, during LS1, thereby reducing the number of modules serviced
by each ROD from 48 to 36. During LS2 the DAQ system was expanded from 90 to 128 cards
(the full complement of cards possible in each ROD crate), increasing the total number of
S-LINKs from 90 to 128.

Cable remapping In 2015, the cabling of the data links to the RODs was rearranged to harmonize
the data load on each ROD. This resulted in a ŕatter occupancy distribution across the S-LINKs,
removing spikes from the highest occupancy S-LINKs and thereby improving the pileup limit
imposed by the S-LINKs.

Data compression A new highly efficient data packing scheme with compression on the ROD
(“supercondensed mode”) was developed during LS1 and was deployed routinely from 2016.
The new scheme resulted in a roughly 25% data size reduction, at the expense of losing the
3-bit timing information.

Chip Masking From 2017, the noisiest chips were masked to reduce data throughput on the data
links. This worked by using a reference table of the noisiest chips as a function of pileup, and
masking the 128 channels of those chips. The mechanism worked “on the ŕy”, gradually
reducing to zero the number of masked chips as instantaneous luminosity decreased during a
run. Masking was ŕagged in the data to avoid an arbitrary loss in hit efficiency. Typically,
even at the highest pileup of ⟨𝜇⟩ ∼ 60, well under 1% of chips were masked.

Figure 28 shows the impact of the different mitigation steps related to S-LINKs, showing the
number of S-LINKs which operate above a deőned fraction of the available bandwidth (occupancy
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threshold) as a function of that threshold. The plot illustrates, for example, that no S-LINKs used
more than about 90% of the bandwidth from 2016.

Figure 28. Number of S-LINKs that would be operating above the bandwidth occupancy threshold as a
function of that threshold. The 2012 conőguration was the original 90-ROD system, the 2015 conőguration
used 128 RODs. Neither of these conőgurations was suitable for Run 3 conditions; however, the 2016
conőguration incorporated supercondensed mode and the őbre reshuffling, and this allows all the S-LINKs to
operate below the bandwidth occupancy threshold. A further minor cable remapping was performed in 2019,
improving matters even more.

Following these mitigation steps, pileup limits at 100 kHz trigger rate are around ⟨𝜇⟩ = 70 for
both the data links and the S-LINKs, which is sufficient for Run 2 and Run 3 operation. Hot chip
masking is not deployed routinely, but remains an option for future operation.

3.4 Transition Radiation Tracker upgrades

3.4.1 TRT DAQ upgrades in Run 2

The TRT [35, 47, 48] DAQ consists of custom analogue/digital front-end electronics and the back-end
RODs [49]. An analogue component of the front-end, the Ampliőer, Shaper, Discriminator and
BaseLine Restorer (ASDBLR), detects signals from two drift straws using two different thresholds: a
tracking threshold of about 200 eV, the Low Threshold (LT), and the transition radiation threshold of
about 6 keV, the High Threshold (HT). During each 25 ns bunch-crossing, the digital component of
the electronics, the Drift Time Measurement Read-Out Chip (DTMROC), samples the output of the
ASDBLRs eight times, creating one bit for each 3.125 ns indicating whether the straw signal exceeds
the low threshold, and one additional bit to record whether the signal crosses the high threshold at
any time during the 25 ns. Upon receiving a L1A signal, the data from three bunch-crossings are
sent to the RODs on the detector back-end. These 27 bits of information constitute a “straw word”,
which is the fundamental block of data from a readout and compression perspective. Each ROD
validates and formats the data from up to 120 DTMROCs, building a “data fragment” by serialising
the straw words. The fragment is then compressed with an entropy-based Huffman algorithm [50]
implemented in the ROD őrmware and is sent to the ATLAS central ROS system via an S-LINK.
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With this setup, the TRT DAQ system was capable of operating at L1 input rates up to 80 kHz at
the average pileup of ⟨𝜇⟩ = 35 in Run 1; however, as the LHC exceeded its initial design luminosity,
the goal for the őnal years of Run 2 (2017-18) and for Run 3 became running at an L1 input rate of
100 kHz with pileup up to ⟨𝜇⟩ = 60–70 collisions per BC. This pileup corresponds to an average per-
event straw hit occupancy of 75–85% in the high-𝑧 slices of the TRT endcaps, which have the highest
occupancies due to their high-|𝜂 | positions. Under these more strenuous conditions, bottlenecks were
observed when reading data both into and out of the RODs. Together, these bandwidth saturations
limited the system to a L1 rate of 90 kHz and a maximum straw hit occupancy of 50%, for which the
following DAQ upgrades were implemented between the end of Run 1 and early Run 2 (2015–16).

To alleviate the ROD input bandwidth saturation, the four trailing bits in the 27-bit straw word
were truncated off in the DTMROCs. This corresponds to discarding hits with the longest drift
time where the ionizing particles barely cross the edge of the straws, which are rather rare and are
less important to tracking. This truncation reduces the straw word size sent to the RODs by 15%
with no impact on tracking performance, enabling the TRT to run without saturating the ROD input
bandwidth at up to 104 kHz with evenly spaced triggers, and up to 102 kHz in physics data taking
where the rate can instantaneously exceed 104 kHz.

To cope with the S-LINK bandwidth saturation when reading data out of the RODs at high rates,
a series of ROD őrmware updates and hardware upgrades were performed. The őrmware updates
include the introduction of a validity gate to remove words leaving no LT hits within the 18.75 ns to
56.25 ns time window. Such hits are most likely to originate from a neighbouring bunch-crossing,
and only about 3% of the hits from the bunch of interest are lost to this validity gate. Similarly, the HT
bits from the őrst and third bunch-crossings were masked to zero to allow more efficient compression,
which keeps 94% of HT hits from the bunch of interest. Additionally, non-vital information was
suppressed in the error blocks attached to the ROD data fragments. An auxiliary word-caching hash
table was also implemented to relieve the heavy use of the Network Search Engine ASICs on the
RODs [49] during the Huffman compression. Finally, the Huffman compression table was updated
to maintain optimal compression performance in the harsher run conditions of late Run 2 and Run 3.
Together, these őrmware updates resulted in a 40% reduction of the event fragment size sent off the
RODs, without signiőcant loss of performance and operational stability. On the hardware side, the
High-speed Optical Link for ATLAS (HOLA) S-LINK interface cards [51] used to transfer data from
the TRT RODs to the ROSs were upgraded with a faster clock crystal (60 MHz vs. 40 MHz) and a
faster FPGA (2.5 Gbps vs. 2.0 Gbps). This created 50% additional bandwidth for the S-LINKs.

Figure 29 summarises the effect of the updated compression table and HOLA cards. The
projected maximum L1 rate at which the TRT can read out its data fragments without saturating
the S-LINK is shown as a function of the detector occupancy. These limits are calculated from the
average Huffman codeword length for the hit straws, the number of empty straws, and the S-LINK
bandwidth. Only the high-𝑧 endcap RODs are used in this calculation, as they have the highest
occupancies and are closest to the bandwidth limit. The bands represent the uncertainty in the
fragment size due to the variable length of each fragment’s error block, which can range from 0 to
60 32-bit words; the upper (lower) edge of the shaded area corresponds to the minimum (maximum)
error block lengths. Under the őnal Run 2 conditions, the error block sizes were typically around 15
words or less. After all the upgrades, the system can handle occupancies up to 76-86% at the target
L1 rate of 100 kHz, depending on the error block size.
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Figure 29. Projected maximum achievable L1 input rate as a function of TRT straw occupancy (dotted orange)
before and (blue) after increasing the S-LINK bandwidth and reoptimising the compression table. Only the
high-𝑧 endcap RODs are considered in the calculation, as they experience the highest occupancies. The bands
represent the uncertainty due to the variable size of the error blocks in the event fragments; the upper (lower)
edge of the area corresponds to the minimum (maximum) error block. Two data points are shown for the
ROD closest to the S-LINK bandwidth limit. These data points are taken from the beginning of a 2018 run
with ⟨𝜇⟩ = 57, resulting in an occupancy of 76% in this ROD. The red cross marks the L1 rate at which this
ROD’s data was collected, while the black cross shows the maximum rate at which this data could have been
collected before saturating the S-LINK, extrapolated based on the average word length after the compression.

3.4.2 TRT gas configuration update

By the end of Run 1, several leaks developed in ŕexible active gas exhaust pipes made of PolyEther
Ether Ketone (PEEK). The leaks originated from cracks occurring in places of local stress on the
PEEK pipes due to a reaction with ozone produced in the active gas during TRT operation. An attempt
to repair the leaking pipes during LS1 in 2013 was partially successful for the TRT endcaps. However,
the leaks in the TRT barrel and some of those in the TRT endcaps are located in inaccessible areas
and therefore repairs are not possible. Since the number of leaks is expected to grow with increasing
LHC luminosity, it became unaffordable to operate the entire detector with the baseline xenon-based
gas mixture. In order to understand the TRT performance with a lower-cost argon-based gas mixture,
dedicated studies were performed during the proton-lead collision running at the end of Run 1. In
that study, leaking modules in the barrel and endcaps were operated with the argon-based gas mixture.
The study found that the transition radiation based Particle Identiőcation (PID) performance of the
detector was signiőcantly reduced but that the tracking properties were preserved [52].

During Run 2 many leaking modules were changed to the argon-based gas mixture in stages. In
2015 all modules of the barrel inner layer and one wheel from each endcap were operated with the
argon-based mixture. Starting in 2016 additional leaks led to a conőguration where the two inner
barrel module layers were supplied with the argon-based gas mixture and only the outer module
layer was operated with the xenon-based gas mixture. This conőguration still left half of the straws
in the TRT barrel volume with full transition radiation information. In the endcaps, two wheels on
side A (4 and 6) and three wheels on side C (3, 6, 9) were supplied with the argon-based gas mixture,
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as can be seen in őgure 30(a). In this conőguration, the PID properties of the TRT endcaps were not
signiőcantly affected.

For Run 3 it is planned to use the argon-based mixture for the entire barrel and for a few more
endcap wheels on the C side, as illustrated in őgure 30(b). This will signiőcantly reduce the loss of
xenon-based gas mixture while maintaining a stable gas conőguration hopefully for the entire Run 3.
In the Run 3 gas conőguration the PID performance of the endcaps is largely preserved. In the barrel
the PID function is signiőcantly reduced because of a poor absorption of transition radiation photons
by the argon gas but in a combination with d𝐸/d𝑥 measurements it still contributes to the ATLAS
electron identiőcation particularly at particle energies below 10 GeV [52].

Xe Ar

2017 & 2018 geometry

Side C Side A

TRT

(a) End of Run 2 setup

(b) Setup at start of Run 3

Figure 30. TRT gas geometries (a) at the end of Run 2 and (b) at the start of Run 3. Blue represents TRT
sections supplied with the Ar-based gas mixture and green represents the sections supplied with the Xe-based
gas mixture.

3.5 New ID thermosiphon system

From 2008 to 2017, the ATLAS ID was cooled using an oil-free compressor plant. This system
requires maintenance every year and has a suction pressure limitation of 1 bar. It was observed
that below this limit the failure rate of one of the compressors increased drastically. In parallel,
between 2012 and 2016, a thermosiphon system was developed using the height difference between
the surface and the experimental cavern (see őgure 31 for the general layout), with the advantage
of having all active elements on the surface and therefore easily accessible for maintenance. This
system is composed of four major units (see őgure 32 for the full circuit schematic):

Water circuit providing cold water to the condenser of the chiller őrst stage, sourced from the
ATLAS cooling towers at approximately 25 °C.
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Chiller circuit using a two-stage vapour compression cycle to cool down a brine (C6F14) to −70 °C;
the chiller operates in a cascade of two refrigerant ŕuids, using R404A at the őrst stage and
R23 for the second one.

Brine circuit using a C6F14 closed loop to condense the C3F8 of the primary circuit through heat
exchange across the tubes of the thermosiphon condenser. This loop is able to run at about
40 kg s−1 to provide enough ŕux to condense the 1.2 kg s−1 of C3F8 corresponding to the
60 kW of heat dissipated by the ATLAS inner detector.

Thermosiphon primary circuit condensing the C3F8 at the surface of ATLAS to produce a natural
hydrostatic liquid column over the 92 m of height difference from the surface to the cavern.
The liquid evaporates in the (unchanged) on-detector cooling channels and returns to the
surface as vapour by differential pressure. The thermosiphon circuit was developed to provide
the same performance as the existing compressor plant.

Figure 31. General layout of the ID thermosiphon system distributed between the ATLAS Surface area, the
ATLAS service cavern (USA15) and the ATLAS detector cavern (UX15). Colour-coded labels identify the
main elements of the system, which are highlighted in the drawing. The 92 m column of coolant is contained
in a pipe extending the full depth of the PX15 service shaft.

The compressor plant and the thermosiphon are interconnected; since 2018 the thermosiphon is
used as the main cooling system and the compressor plant as a back-up in case of failure. The two sys-
tems run with the same pressure parameters, allowing for a fully transparent swap from one to the other.

3.6 Updated material description of the ID

Obtaining an accurate description of the material is essential to understand the performance of the de-
tector. The IBL insertion during LS1 and the modiőcations to the layout of the cables and support struc-
tures of the existing pixel detector (nSQP upgrade) required a new analysis of the ID material in Run 2.

Three complementary techniques were applied to measure the material in the ID:
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Figure 32. Full schematic of the thermosiphon circuit showing, from left to right, the primary thermosiphon
circuit using the full depth of the shaft to cool through the natural pressure differential, the brine circuit used
to condense the coolant in the primary circuit, the chiller circuit that cools the brine, and the water circuit that
provides cool water from the ATLAS cooling towers to the condenser of the chiller őrst stage.

• photon conversion vertex reconstruction, taking advantage of the precise theoretical under-
standing of the electromagnetic interaction processes.

• hadronic interaction vertex reconstruction, sensitive to the material through nuclear interactions
and offering much better resolution in the radial position of the vertex compared to the photon
conversion. However, the description of hadronic interactions is quite complex and only
phenomenologically modelled in the simulation.

• track-extension efficiency method, complementary approach applicable to the full tracking
acceptance to measure the nuclear interaction rate of charged hadrons through hadronic
interactions by matching track segments reconstructed in the Pixel detector with tracks that
are also reconstructed in the SCT and TRT detectors, where the unmatched Pixel segments
are assumed to be associated with charged hadron that interact hadronically while traversing
the region between the Pixel and SCT detectors.

All were studied in a dedicated set of analyses using a low-luminosity
√
𝑠 = 13 TeV collision sample

corresponding to around 2.0 nb−1 collected in 2015 [53].

While the őrst two methods probe the barrel region of the inner detector, in particular the new
detector components installed before Run 2 (the beampipe, the IBL and the supporting tubes of IPT
and Inner Support Tube (IST)), the track-extension efficiency method is also sensitive in the endcap
regions of 1.0 < |𝜂 | < 2.5 where most of the refurbished pixel services reside.

The precision of each measurement varies depending on the detector region. All of these
approaches are used together to measure a large part of the inner detector’s volume and cross-check
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individual measurements. The description of the geometry model was examined in detail both in
radial and longitudinal distributions of the rate of reconstructed hadronic interaction and photon
conversion vertices.

In the central barrel region, a signiőcant amount of missing material in the IBL front-end
electronics for the ŕex bus, surface mounted devices on the front-end chips and the IPT and IST was
identiőed in the original geometry model that was used for ATLAS Monte-Carlo (MC) simulation in
2015. Figure 33 compares the updated geometry model in simulation with the 2015 data, showing
good agreement.

(a) (b)

Figure 33. Distribution of hadronic-interaction vertex candidates with |𝜂 | < 2.4 and |𝑧 | < 400 mm (a) for
data and (b) for the Pythia8 MC simulation with the updated geometry model [53].

The results of these studies have been taken into account in an improved description of the
material in the ATLAS inner detector simulation, resulting in a reduction in the uncertainties
associated with the charged-particle reconstruction efficiency determined from simulation. The
updated geometry model, which was created to resolve the above discrepancies, provides a much
better description of the material in the ATLAS ID simulation and is used in analyses [40].

The beampipe is found to be very accurately described except the central region (|𝑧 | < 40 mm).
The simulated material in the IBL within the updated geometry model is found to be consistent with
that observed in data, within less than 10%, mainly due to uncertainties of the hadronic interaction
and conversion measurements (see őgure 34).

The Pixel barrel layers are found to be described well, and the results from the analyses using
the hadronic interactions and photon conversions agree within the systematic uncertainties. They
conőrm the results of the previous hadronic interaction analysis obtained with the Run 1 data set.

The updated geometry model provides reasonable agreement with the data in the ratio of the
rate measurements of hadronic interactions and photon conversions within the uncertainties of the
measurements. The measured rates of photon conversions and hadronic interactions reconstructed in
data are found to agree to within 7%–18% with those predicted by simulation, based on the updated
geometry model, out to the outer envelope of the Pixel detector. This is also supported by a study of
the transverse impact parameter resolution below 𝑝T = 1 GeV, where multiple scattering is dominant
(see also ref. [53]).
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Figure 34. Comparison of the rate ratio, denoted 𝑅, between data and MC simulation, for hadronic interactions
and photon conversions as a function of radius [53]. The horizontal range of each marker represents the radial
range of vertices used in each measurement, while the vertical range represents the total uncertainty. The
radial regions used for comparing data to MC simulation are the following: BP (beampipe), IPT, IBL (IBL
staves), IST, PBX1-2-3 (Pixel Barrel layers 1-2-3), PSF (Pixel Support Frame), PST, SCT-ITE (SCT Inner
Thermal Enclosure), SCT1 (őrst SCT barrel layer).

In the forward region, the material in the pixel service region is found to be underestimated in
the geometry model by up to 𝛿𝑁𝜆 𝑗 = (3.7 ± 0.9)% at some values of 𝜂. This corresponds to roughly
10% of the material in the pixel services in the corresponding regions. Furthermore, in the very
forward region (3.1 < |𝜂 | < 5), outside of the tracking acceptance and corresponding to the FCal
acceptance, an extra contribution of material was identiőed. The mismatch concerns the IBL Type-1
low voltage cable; the original idea to use copper-clad aluminium wires was dropped in favour of a
more robust option of all-copper wires, offering better connectability and routing ŕexibility, and
very similar resistance, but higher material density.

3.7 Performance of the ID at the end of Run 2 and projections for Run 3

The performance of the Pixel and IBL detectors during Run 2 (discussed in section 3.7.1) is indicative
of the performance expected during Run 3, as these detectors were designed for high instantaneous
luminosity and pileup conditions. The SCT and TRT required more substantial changes to cope
with sustained periods of peak instantaneous luminosity; the expected impact of these changes is
discussed in sections 3.7.2 and 3.7.3.

3.7.1 Pixel and IBL detector performance

The inclusion of the IBL, adding a new point measurement with higher precision at a radius just
outside the beampipe, has signiőcantly improved the tracking performance over the whole acceptance,
and this improvement is seen most clearly in the impact parameter resolution. Figure 35 shows this
beneőt in terms of impact parameter resolution by comparing two measurements performed in early
Run 2 and at the end of Run 1.
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Figure 35. Comparison between 2012 Run 1 and 2015 Run 2 detector conőguration for (left) the transverse
impact parameter as functions of (a) 𝑝T and (c) 𝜂, and (right) the longitudinal impact parameter as functions
of (b) 𝑝T and (d) 𝜂.

The global enhancement, which is in line with expectations, can be explained in terms of
proximity to the IP of the innermost layer (which drives the performance at low track 𝑝T) and smaller
pixel pitch in the 𝑧 direction. Furthermore, these results demonstrate the robustness of the in-run
alignment procedure that was put in place in order to mitigate the distortion of the IBL described in
section 3.1.4.

During Run 2, the pixel detector sensors accumulated a signiőcant ŕuence that reached Φ
Si
neq

∼ 1015 cm−2 at the location of the IBL, as predicted by the simulations shown in table 5 for the
147 fb−1 of collision data taken during Run 2. The resulting radiation damage required a careful
tuning of the detector operating parameters in order to minimise its impact on the pixel performance in
the reconstruction of charged particle tracks. The observed decrease of the charge collection has been
countered with the increase of the bias voltage; this can be seen in őgure 36, where the cluster size
and the d𝐸/d𝑥 decreasing trends for increasing integrated luminosity were mitigated during the run.

The effect of this countermeasure of increasing the bias voltage can be observed in őgure 37,
where the IBL resolution in the transverse coordinate (𝑟𝜙) shows a nearly constant behaviour as a
function of the integrated luminosity.

In the 𝐵-Layer, the decrease of the efficiency has been minimised by suitable combinations
of analogue (applied on the charge that is deposited in each pixel by its individual discriminator)
and digital (or ToT) thresholds (see őgure 38). Different threshold schemes along the 𝜂 coordinate
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Figure 36. The dependence on the delivered luminosity of the average cluster size and the d𝐸/d𝑥 measured
with the IBL. Each point represents a single run, and only runs recorded in 2016, 2017 and 2018 are shown.
Clusters are selected which match exactly one reconstructed charged track with 𝑝T > 10 GeV and |𝜂 | < 1.4,
associated to jets with 𝑝T > 200 GeV by 0.1 < Δ𝑅(track,jet) < 0.4. The lower cut is to reduce contamination
from two particle clusters. The impact of changing the bias voltage in the IBL is clearly visible. The gradual
decrease of the measured d𝐸/d𝑥 is due to the reduced charge collection fraction due to radiation damage. Red
dotted lines indicate the different data-taking years.

Figure 37. IBL spatial resolution in the transverse coordinate (small pixel pitch) as a function of the integrated
luminosity in Run 2. The resolution is determined from the corrected residuals of pairs of reconstructed IBL
clusters associated to tracks from charged particles traversing the detector in the region of the module overlaps.
Only clusters with two pixels are considered here to remove the dependence of the resolution on the cluster
shape. The dashed lines indicate the different data-taking years and the dotted lines the change of depletion
voltage during LHC operation.

have been applied to take into account the uneven distribution of the radiation ŕuence and readout
bandwidth occupation, leading to a hybrid threshold scenario. Despite a decrease of the collected
charge of up to 35% on the central 𝐵-Layer modules, these mitigation actions resulted in no change
of the pixel efficiency by the end of Run 2 (see őgure 38).
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Figure 38. Efficiency for 𝐵-Layer clusters associated to a reconstructed particle track as a function of the
track |𝜂 | for different years in Run 2 and different threshold settings at the beginning of 2018. The use of a
hybrid setting with lower thresholds for the central modules exposed to higher particle ŕuence and higher
thresholds for forward modules affected by larger occupancy recovers the efficiency obtained in operations at
the beginning of Run 2.

A similar strategy is foreseen for Run 3. The planned operating conditions in Run 3 follow
from those adopted towards the end of Run 2. The bias voltage will be set at up to 500 V for the
IBL planar sensors, at up to 100 V for the IBL 3D sensors and at up to 600 V for the other Pixel
sensors. At these large values of the depletion voltage the Lorentz angle is small (from 250 mrad
at 80 V at the beginning of Run 2 to 100 mrad at 400 V in 2018 on the IBL) but charge sharing
between neighbouring pixels is still ensured by the non-zero angle of incidence of particle tracks.
This ensures stable spatial resolution. The tuning to lower and, if needed, 𝜂-dependent thresholds,
successfully adopted for the 𝐵-layer at the beginning of 2018, may also be extended to the IBL if the
response of the detector efficiency along 𝑧 does not otherwise remain uniform.

3.7.2 SCT tracking performance

In Run 2 the LHC delivered high instantaneous luminosity and pileup conditions that were far in
excess of the original SCT design goals. The SCT DAQ system had to be re-optimised to mitigate
bandwidth limitations as described in section 3.3. As a result of these changes, the SCT can now
provide efficient tracking with a pileup 𝜇 of up to 70 interactions per BC and a L1 trigger rate up
to 100 kHz. During Run 2, the őrst signiőcant operational impacts arising from radiation damage
to the sensors and to the on-detector electronics in the SCT were observed. All SCT 𝑝

+-on-𝑛
silicon sensors underwent type inversion, followed by a continuous increase in depletion voltage.
Consequently, higher operating voltages are being applied progressively to ensure full depletion of
the sensors and to maintain hit efficiency [54].

The maximum 𝜇 in Run 3 will be regulated by 𝛽 levelling so as not to exceed the values
seen at the end of Run 2 and the maximum trigger rate is expected to be 100 kHz [54]. Given
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the optimisation to address the Run 2 conditions, the SCT DAQ is expected to operate smoothly
in Run 3. Radiation damage in SCT will continue to evolve in Run 3, primarily in the form of
increases of the full depletion voltage (𝑉FD) and the leakage current in the sensor. Figure 39 shows
𝑉FD and the leakage current observed in Run 2 for SCT Barrel Layer 3 (the innermost SCT layer,
henceforth abbreviated to Barrel 3). The data points in the őgure match well with the predictions
of the Hamburg model [31]. The projection for 𝑉FD and leakage current has been extended for
Run 3 with the proposed luminosity delivery plan, showing the anticipated increase of 𝑉FD and
leakage current. Figure 40(a) shows measured hit efficiencies as a function of HV during Run 2
for modules close to 𝑧 = 0 on Barrel 3 (designated |𝜂index | = 1). As this position corresponds
to the maximum level of accumulated radiation, it required higher HV to maintain hit efficiency.
Figure 40(b) shows the mean cluster width as a function of HV for tracks passing through Barrel 3
modules for −5.0° < 𝜙𝑖𝑛𝑐 < −4.5°, where 𝜙𝑖𝑛𝑐 is the incident angle with respect to the sensor
surface. The required HV to obtain a good cluster width increased toward the end of Run 2. Figure 41
shows the time evolution of the incident angle with minimum cluster width, 𝜙MCW (a good estimator
for the Lorentz angle) [54], in Barrel 3 modules: the change of the electrical őeld in the sensor due
to the increase of 𝑉FD affected the measurement. The big jumps in 2018 are due to increases of HV
from 150 V to 200 V. Those measurements will be repeated periodically and if necessary HV will
continue to be increased to maintain optimal tracking conditions.

3.7.3 TRT tracking performance

The expected LHC operation mode in Run 3 is to use luminosity levelling at L = 2 × 1034 cm−2 s−1.
Under these conditions the average hit occupancy of the TRT straws will be signiőcantly higher
than in previous runs. The track occupancy in the TRT, deőned as the hit occupancy in straws in
the path of a track of interest, is expected to be up to 0.75 in Run 3, while it was typically less than
0.5 during Run 2. In order to ensure optimal TRT performance, some modiőcations to the TRT
reconstruction software were implemented. For the TRT track reconstruction these modiőcations
have been implemented, and include a tighter requirement for hits to have a signiőcant weight in the
track őt. Figure 42 shows the resulting hit position measurement accuracy in the TRT straws and
the relative transverse momentum resolution in the ATLAS ID for tracks with 𝑝T > 20 GeV as a
function of the TRT track occupancy for simulated 𝑍 → 𝜇𝜇 events. The dependencies in őgure 42
are shown for both the TRT hit weights used in Run 2 and for recalculated weights intended for
use during Run 3. The new hit weights preserve excellent track reconstruction up to the highest
occupancy expected in Run 3.

4 Calorimeters

ATLAS uses two sampling calorimeter technologies: Liquid Argon [12] for the electromagnetic
calorimeters and all the endcap and forward calorimeters, and scintillating Tiles [13] for hadron
calorimetry in the central region. The ATLAS calorimeters [14] were designed to last for the entire
lifetime of the LHC, and the detectors themselves require very few modiőcations to run at higher
luminosity. This section contains a discussion of the changes in the Liquid Argon (section 4.1) and
Tile (section 4.2) Calorimeters for Run 3.
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Figure 39. Projection of the module HV for the central Barrel 3 modules from 2015 to the end of 2025. Top
plot: the integrated luminosity vs. time; in Run 3 the integrated luminosity is assumed to be 33 fb−1 in 2022
and 86 fb−1 per year in 2023–2025 at 13.6 TeV. The second plot shows the expected time proőle of the sensor
temperature with the HV on (red) and off (blue). The red line indicates the expected temperature rise due
to bulk-heating by leakage current. The third plot shows the HV setting (red), the actual HV values on the
sensor (green), and the full depletion voltage (black) estimated by the Hamburg model. The black points show
measurements obtained from I-V scans, which show a kink that is an indicator for the full depletion voltage.
The bottom plot shows the evolution of leakage current using the Hamburg model (blue line) compared to
data (black points). Hashed areas indicated model uncertainties which do not include (unknown) errors of the
luminosity to ŕuence conversion factors.

4.1 Liquid Argon calorimeters

The Liquid Argon (LAr) system consists of several subsystems, namely the LAr Electromagnetic
Barrel Calorimeter (EMB), the LAr Electromagnetic Endcap Calorimeter (EMEC), the LAr Hadronic
Endcap Calorimeter (HEC), and the LAr Forward Calorimeter (FCal). Using the full granularity of
the calorimeters, read out with precision readout electronics, the LAr Calorimeter system measures
the energy of electrons, photons, 𝜏 leptons, and jets as they are slowed by the dense calorimeter
material, and contributes to the identiőcation of these physics objects. The system also participates
in the calculation of missing transverse energy (𝐸miss

T ). In addition, it provides lower-granularity
information to the L1 calorimeter trigger system in order to select events potentially containing
electrons, photons, 𝜏 leptons, jets or 𝐸miss

T .

During Runs 1 and 2, these signals to the trigger system for most of the calorimeter consisted
of Δ𝜂 × Δ𝜙 = 0.1 × 0.1 Calorimeter Trigger Towers (TTs), groups of elementary calorimeter cells
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Figure 40. (a) Hit efficiency as a function of HV for central-most (designated |𝜂index | = 1) modules in SCT
Barrel 3, measured from November 2015 to September 2018 [54]. (b) Evolution of mean cluster width as a
function of HV for Barrel 3 during Run 2 [54].
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Figure 41. Time dependence of 𝜙MCW between 2015 and 2018 in Barrel 3. Only the sides with no stereo
angle are shown. The error bars are statistical, while the shaded bands show the systematic uncertainties. The
nominal operational HV was raised from 150 V to 250 V at the time in 2018 indicated by the vertical dashed
line [54]. ⟨111⟩ and ⟨100⟩ are Miller indices, indicating the crystal lattice orientation of the silicon wafers.

for which the readout signals are analogue sums of the signals in the longitudinal layers of the
calorimeters. For Run 3 and beyond, a new digital trigger readout path was implemented [55, 56],
increasing the granularity of the summed signals by up to a factor of ten: Super Cells group together
elementary calorimeter cells to provide information for the energy deposition in each individual
electromagnetic calorimeter layer and with őner granularity for the front and middle layers for
|𝜂 | < 2.5. For the HEC, the granularity of the signals for the digital trigger is the same as the Runs 1
and 2 trigger towers. For the FCal, where the division in 𝜂–𝜙 trigger cells is less regular, the increase
in granularity depends on the layer. With the increased granularity of the new trigger signals, the
efficiency in selecting events with interesting signatures and the discrimination power against jets are
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Figure 42. (a) The TRT hit position measurement accuracy and (b) the relative transverse momentum
resolution of the ID for tracks with 𝑝T > 20 GeV in simulated 𝑍 → 𝜇𝜇 events as a function of TRT track
occupancy for both the Run 2 hit weights (“nominal”) and the expected Run 3 TRT hit weights (“new”).

expected to improve. The legacy (Runs 1 and 2) analogue trigger path [55] will be kept operating in
parallel to the new digital trigger path at least until the new system has been fully commissioned
with the őrst collision data in Run 3 and its performance is equal to or exceeds the performance of
the old trigger system.

The modiőcations and improvements to the original LAr calorimeter system that are not directly
related to the new digital trigger path are described in section 4.1.1. The implementation of the new
digital trigger path is then presented in section 4.1.2.

4.1.1 Modifications to the original LAr system

The readout of the LAr Calorimeter remains largely unchanged; an independent digital trigger path
has been added which operates in parallel to the legacy electronics. An updated schematic block
diagram of the upgraded LAr readout electronics architecture for Run 3 is shown in őgure 43. The
legacy electronics include the precision main readout, the calibration system, and the analogue
trigger path providing lower-granularity energy sums to the Level-1 Calorimeter (L1Calo) system.
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As can be seen on the diagram, the new digital trigger can be conőgured and read out independently
of the legacy system.

LTDB 

ATCA crate 

Tower builder 

board 

Calibration 

board  

Front-end board 

O
n
-d

e
te

c
to

r 

Controller 

board 

Readout crate (ROC) 

U
S

A
1
5
 

S
in

g
le

 B
o
a
rd

 C
o
m

p
u
te

r 

S
P

A
C

 m
a
s
te

r
 b

o
a
r
d

  

R
O

D
 

 R
e
c
o
n
s
tr

u
c
ti
o
n
 

T
B

M
 b

o
a
rd

 

CTP 

Optical 

receiver 

 
SPAC 

slave 

SPAC bus 

SPAC slave 
SPAC slave Optical link 

TTCrx 
40 MHz clock 

L1A reset 
Controller 

Motherboard 

Electrode 

Cryostat 

1.6 Gbps 

L
a
y
e
r 

s
u
m

s
 

S
C

A
 

S
h
a
p
e
rs

 

Preamplifiers 

SPAC slave 

L1 
processor 

L1  

interface Calorimeter 
monitoring 

A
L

T
I 

S
in

g
le

 B
o
a
rd

 C
o
m

p
u
te

r 

ADC 

ADC ADC ADC ADC 

L
e
g
a
c
y
 

s
u
m

s
 

Optical links 

L
D

B
P

 

 R
e
c
o
n
s
tr

u
c
ti
o
n
 

F
E

L
IX

-B
E

 

DAQ 

Network 

DAC 

Clock 

MTRx 

Feature 

Extractors 

(FEX) 

Front-end crate (FEC) 

External triggers 

F
E

L
IX

-T
T

C
 

F
E

L
IX

-F
E

 

TTC crate 

5.12 Gbps 

Baseplane 

Figure 43. The schematic block diagram of the Run 3 LAr readout electronics architecture. In this
representation, the LAr ionisation signal proceeds upwards, through the front-end crates mounted on the
detector to the off- detector electronics. The elements added during LS2 are highlighted in orange. This
diagram is valid for the electromagnetic calorimeters, where only the very minimal boards shown at the
bottom of the diagram are located inside the cryostats; the HEC and FCal have additional electronics inside
the endcap cryostats.

In the main readout, the Front End Boards (FEBs) installed in Front End Crates (FECs) on
the detector shape, amplify, and sample the LAr ionisation signals in three overlapping gain scales
at 40 MHz. Upon a L1A, the FEBs typically digitise four samples corresponding to the signal of
the triggered collision and transmit them to the off-detector RODs which employ Digital Signal
Processors (DSPs) to calculate the energy deposited in each cell and the peaking time of the ionisation
signal using the Optimal Filtering (OF) technique [57]. For every L1A, the calculated energies for
each calorimeter cell are sent to the ROS for eventual integration with the ATLAS event. Under
certain conőgurable conditions (such as for cells above a given (programmable) energy threshold),
the peaking time, a pulse quality factor, and/or the raw Analog-to-Digital Converter (ADC) samples
are also transmitted.

The calibration system relies on the front-end calibration boards, to inject pulses of known
amplitude and of known shape directly into the signal path, close to the calorimeter cells. The
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calibration pulse then propagates to the electronics through the same path as the signals from the
ionisation of the LAr, from which a prediction of the physics pulse shape, required for the calculation
of the Optimal Filtering Coefficients (OFCs), and electronics calibration constants are calculated.
Calibration campaigns are typically performed several times per week during periods between LHC
physics őlls and the constants are updated periodically to ensure calorimeter response stability better
than 1%. As an example, őgure 44 shows the evolution of the pedestal measurements in calibration
runs over the course of Run 2, for the electromagnetic calorimeter and for the highest gain scale.
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Figure 44. The absolute deviation of the pedestal per-FEB average from running reference values as a function
of time for the LAr EM calorimeters in High Gain. The dates on which the running reference values were
obtained are marked with red lines. The right panel is a projection plot of the same data; the RMS values
shown include all entries. The overŕow and underŕow entries reported are due to a few problematic FEBs
which were replaced.

Finally, the analogue trigger path begins with the Trigger Tower Builder Boards (TBBs), also
installed in the FECs, which create őxed-size projective energy sums for each TT by adding together
the signal sums from each of the up to four LAr calorimeter layers. The layer sum signals are aligned
in time using delays applied to each TBB input. The TT sums are routed with twisted pair copper
cables to receivers in the off-detector electronics cavern and are digitised and processed by dedicated
L1Calo trigger electronics.

The LAr calorimeters operated very reliably during Runs 1 and 2 with a data-taking efficiency
ranging from 99.2% in 2011 [58] to better than 99.7% in 2018 [5]. The improved performance can
be partly attributed to optimised monitoring and recovery procedures. Examples include the more
efficient identiőcation and vetoing of events with large-scale coherent noise (noise bursts) [5, 58]
and the online identiőcation of noisy calorimeter cells contributing to high L1 trigger rates and their
automatic removal from the TT energy sums. Improvements of some components in the LAr system
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have also contributed to the performance. One such improvement was the upgrade of the original
high-voltage units with more robust high-voltage modules during LS2. The new modules can operate
in current-control (current-limiting) mode avoiding high-voltage trips and the needed recovery time.

An additional modiőcation to the original LAr system was the replacement of the modules for
TTC, discussed in more detail in section 7.5.1. The legacy off-detector TTC distribution system
consisted of several VME modules chained together with ŕat-ribbon cable connections to receive
the TTC signals from the ATLAS Central Trigger Processor (CTP) and propagate them to the LAr
front-end and off-detector electronics. The original TTC chain was replaced during LS2 with the new
ATLAS Local Trigger Interface (ALTI), a single-board VME module developed by ATLAS. The
ALTI modules are less susceptible to electromagnetic interference and eliminate multiple potential
points of failure in the TTC chain.

Finally, during the course of the installation of the new digital trigger path, the FEC water
cooling system was refurbished. In particular, it had been observed that the material of the cooling
hoses circulating water to the FEBs and to the FEC Low Voltage Power Supplies (LVPSs) was ageing.
The cooling hoses were therefore replaced, to mitigate the risk of leaks during Run 3.

4.1.2 New digital trigger path

Several new hardware components are required both on- and off-detector to implement the new
digital trigger path: a new trigger front-end board, the LAr Trigger Digitizer Board (LTDB) was
designed and constructed to transmit the higher-granularity trigger signals off the detector, where
they are read out and processed by a completely new readout system. The detailed Super Cell
granularity is presented in table 12. Some modiőcations to the on-detector electronics in the FECs
and off-detector electronics were also required. These modiőcations and new components, all of
which were installed during LS2, are brieŕy described below.

Figure 45. Photographs of on-detector electronics components for the new LAr digital trigger path: a new
baseplane (left) of the type installed in the LAr calorimeter front-end crates during LS2 to accommodate the
installation of the LTDB (right).

New baseplanes. To support the new LTDBs, the baseplanes in all the FECs had to be replaced.
The purpose of the baseplanes is to support the boards in the FEC and to deliver the signals arriving
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Table 12. Size of the Super Cells in the LAr Calorimeter digital trigger path, in terms of both elementary cells
and Δ𝜂 and Δ𝜙. The |𝜂 | ranges correspond to the Super Cell granularity changes. The numbers of elementary
cells in a Super Cell is given by 𝑛𝜂 and 𝑛𝜙. The notation (0.05)0.025 stands for a Super Cell composed
of 1 cell of Δ𝜂 = 0.05 and 3 cells of Δ𝜂 = 0.025. In the HEC, the Super Cell granularity is the same as in
the legacy system; the layers are summed. The FCal modules are built with a non-pointing 𝑥 − 𝑦 geometry;
therefore, the Super Cell geometry is somewhat irregular in shape and size and only approximate constant
𝜂 − 𝜙 regions can be deőned.

Elementary cell Super Cell
|𝜂 |-range Layer Δ𝜂 × Δ𝜙 𝑛𝜂 × 𝑛𝜙 Δ𝜂 × Δ𝜙

EM Barrel
0–1.4 Presampler 0.025 × 0.1 4 × 1 0.1 × 0.1

Front 0.003125 × 0.1 8 × 1 0.025 × 0.1
Middle 0.025 × 0.025 1 × 4 0.025 × 0.1
Back 0.05 × 0.025 2 × 4 0.1 × 0.1

1.4–1.5 Presampler 0.025 × 0.1 4 × 1 0.1 × 0.1
Front 0.025 × 0.025 1 × 4 0.025 × 0.1

Middle 0.075 × 0.025 1 × 4 0.075 × 0.1
EMEC: Outer Wheel
1.375–1.5 Front (0.05)0.025 × 0.1 4 × 1 0.125 × 0.1

Middle (0.05)0.025 × 0.025 1 × 4 (0.05)0.025 × 0.1
1.5–1.8 Presampler 0.025 × 0.1 4 × 1 0.1 × 0.1

Front 0.003125 × 0.1 8 × 1 0.025 × 0.1
Middle 0.025 × 0.025 1 × 4 0.025 × 0.1
Back 0.05 × 0.025 2 × 4 0.1 × 0.1

1.8–2.0 Front 0.004167 × 0.1 4 × 1 0.0167 × 0.1
Middle 0.025 × 0.025 1 × 4 0.025 × 0.1
Back 0.05 × 0.025 2 × 4 0.1 × 0.1

2.0–2.4 Front 0.00625 × 0.1 4 × 1 0.025 × 0.1
Middle 0.025 × 0.025 1 × 4 0.025 × 0.1
Back 0.05 × 0.025 2 × 4 0.1 × 0.1

2.4–2.5 Front 0.025 × 0.1 4 × 1 0.1 × 0.1
Middle 0.025 × 0.025 1 × 4 0.025 × 0.1
Back 0.05 × 0.025 2 × 4 0.1 × 0.1

EMEC: Inner Wheel
2.5–3.1 Front 0.1 × 0.1 2 × 2 0.2 × 0.2

Middle 0.1 × 0.1 2 × 2 0.2 × 0.2
3.1–3.2 Front 0.1 × 0.1 1 × 2 0.1 × 0.2

Middle 0.1 × 0.1 1 × 2 0.1 × 0.2
HEC
1.5–2.5 Summed 0.1 × 0.1 1 × 1 0.1 × 0.1
2.5–3.2 Summed 0.2 × 0.2 1 × 1 0.2 × 0.2

FCal
3.1–3.5 0 𝑥, 𝑦-various various ≈0.1 × 0.4
3.5–4.0 0 𝑥, 𝑦-various various ≈ 0.1–0.15 × 0.4
4.0–4.9 0 𝑥, 𝑦-various various ≈ 0.15–0.2 × 0.4
3.1–4.9 1 𝑥, 𝑦-various various 0.1–0.3 × 0.4
3.1–4.9 2 𝑥, 𝑦-various various 0.4–0.5 × 0.4
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from the detector at the back of the baseplane to the readout FEBs. In addition, the baseplanes route
the analogue sums of the readout signals provided by the FEBs and the LTDBs to the appropriate
boards. The new baseplanes (őgure 45 left), have slots to receive the LTDBs in addition to the slots
in which the legacy boards are seated. The intricate, multilayered design of the new baseplanes
enables boards with the same footprint as the original baseplanes to provide the many additional
traces required to route the őner granularity analogue sums to the LTDBs and subsequently, in most
cases, after an additional sum by the LTDB (recreating the legacy analogue sums) to the legacy
Trigger TBBs. Analogue sums that have the same granularity as the legacy sums (typically the
back layer sums, the presampler sums and in some regions őrst layer sums) are delivered to the
TBBs independently of the LTDBs, while the rest of the sums are not available if the LTDB is not
installed. In total, 114 new baseplanes of six different types are needed to equip all the FECs of the
LAr Calorimeter system.

Modifications of the FEB with new Layer Sum Boards. The FEBs perform the őrst stage of
analogue summing of the signals to reduce the granularity used in the trigger system. During Runs 1
and 2, this őrst sum was performed by a daughter board, the Layer Summing Board (LSB), which
summed the signals from all cells in the same calorimeter layer belonging to the same trigger tower.
A series of new LSBs was produced in order to provide sums of the signals from cells in the same
Super Cell, thereby increasing the granularity of the sums by up to a factor of four. All 1524 FEBs
installed on the detector were removed and refurbished with the new LSBs. In addition, their cooling
plates and cooling hoses were replaced and tested thoroughly for leaks. After the baseplanes were
replaced, the FEBs were reinstalled in the FECs together with the new LTDBs and the rest of the
legacy boards.

LAr Trigger Digitizer Board. The LTDB transmits LAr pulse samples for Super Cells in four
layers at 40 MHz to the off-detector electronics. The LTDB is also responsible for the second stage of
analogue summing in order to recreate the legacy trigger sums and provide them to the legacy TBBs
through the baseplane. The board is designed so that the summing can be performed independently
of the conőguration state of its digital part. To cover the entire LAr calorimeter system, 124 boards
of seven different types are needed. The assembled printed circuit board for one type of LTDB is
shown in őgure 45. On the LTDB, the pulse for each Super Cell is sampled every 25 ns and the
samples are digitised with a custom-designed 12-bit, 4-channel ADC. The ADC is implemented
in a 130 nm CMOS technology and achieves an Effective Number Of Bits (ENOB) of 11 with a
dynamic range of 11.7 bits while consuming less than 50 mW per channel. Each LTDB can handle
up to 320 Super Cells, so 80 ADC chips are installed on each LTDB. The digitised samples are
serialised and transmitted with custom-designed optoelectronics with ASICs implemented in a
250 nm Silicon-on-Sapphire (SoS) process. Up to 40 optical őbres operating at 5.12 Gbps transfer
the samples to the off-detector electronics.

New off-detector electronics. The conőguration, monitoring, and readout of the LTDB are
performed with new off-detector electronics installed in Underground Service Area USA15 in
2020. A diagram of the architecture of the new off-detector electronics, operated independently
of the legacy electronics, is shown in őgure 46. The conőguration and monitoring of the LTDBs
is performed using the Front-End LInk eXchange (FELIX) system over optical links interfaced to

– 67 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

Gigabit Transceiver Slow Control Adapter (GBT-SCA) devices (see section 7.7.2 for further details).
For the readout, the LAr Digital Processing System (LDPS) comprises 30 LAr Digital Processing
Blades (LDPBs) implemented in ATCA technology and installed in three shelves.

LAr Digital Processing Blades. Each LDPB consists of a LArC motherboard that houses up to four
LAr Trigger Processing Mezzanine (LATOME) Advanced Mezzanine Card (AMC) daughterboards
as shown in őgure 47. Up to 48 input őbres can be connected to each LATOME routing the digitised
pulse samples from the LTDBs at 5.12 Gbps, receiving 12-bit ADC samples from up to 320 Super
Cells at 40 MHz. The samples are processed on the LATOME in real time by custom-designed
őrmware running on an Arria10 FPGA. An OF procedure, similar to the one used for the precision
main-readout, is used to calculate the energy deposited in each Super Cell at 40 MHz for each bunch
crossing. The resulting calibrated transverse energy values for each Super Cell (𝐸SC

T ) are routed
to the L1Calo Feature EXtractor (FEX) processors (see section 7.2) directly from the LATOMEs
over 48 output őbres each operating at 11.2 Gbps. In some cases, several copies of these values are
transmitted to the different FEXs. In total, the LDPS receives 25.2 Tbps of input from the front-end
and streams up to 41.1 Tbps to the L1 system. The LArC facilitates the control, conőguration, and
monitoring of the blade and the hosted LATOMEs; it connects to the ATCA shelf, distributes the
power to the various elements of the LDPB, and provides a connection to the ATCA shelf manager
via an Intelligent Platform Management Bus (IPMB) for the low-level monitoring of the status of the
blade, including voltage and temperature measurements. Additional direct Gigabit Ethernet (GbE)
connections allow the reprogramming, loading of conőguration constants, and further monitoring of
the LDPB. The hardware control and monitoring of each LArC blade proceeds via an Intelligent
Platform Management Controller (IPMC). The LDPB also implements two additional paths for
reading out processed data from the LATOMEs: the “TDAQ path” transmits on L1A (therefore with
a rate of 100 kHz) for each Super Cell the 𝐸SC

T and the ADC values of the őve time slices used in
its calculation. The data are transmitted over FULL mode links (see section 7.6.1) to FELIX to be
integrated with the ATLAS event for recording. The additional data throughput to TDAQ is of the
order of 400 Gbps and can be used for debugging the trigger decision, comparisons to the main
readout, and calorimeter noise studies. The second additional data path implemented on the LArC is
the “monitoring path” which provides an independent data ŕow of order of a few 10 Gbps for local
monitoring of the data, transmitted to a local computer farm over 10 GbE links using the ATCA
infrastructure. Finally, the LArC receives and distributes the ATLAS TTC signals to the LATOMEs.

Further technical details of the new LAr digital trigger system including its integration and
commissioning, as well as the procedures used to validate its proper functioning and the performance
achieved during the commissioning of the system, are available in ref. [56].

4.2 Tile calorimeter

The ATLAS Tile Calorimeter (TileCal) covers the region |𝜂 | < 1.7 using pseudo-projective
calorimeter towers composed of scintillating tiles in a steel matrix, read out by wavelength-shifting
őbres. The TileCal comprises a cylindrical Barrel section that surrounds the LAr EMB cryostat and
two Extended Barrels that surround the LAr endcap cryostats. The cryostat scintillation counters sit
between the central and endcap cryostats. They are mounted to the TileCal Extended Barrel, and
are read out through the TileCal electronic system. They are used for luminosity monitoring and to
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Figure 46. The LAr calorimeter digital trigger readout system installed during LS2.

(a) (b) (c)

Figure 47. Photographs of off-detector electronics components for the new LAr digital trigger path. (a) and
(b) show the front and back faces of a LAr Trigger Processing Mezzanine (LATOME), respectively, while (c)
shows a LAr Carrier (LArC) fully equipped with four LATOMEs.
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correct for energy losses in the outer wall of the barrel cryostat and ID services in this region where
there is a large amount of passive material. The counters present in Runs 1 and 2 covered the region
1.2 < |𝜂 | < 1.6, while for Run 3 this coverage has been extended to 1.2 < |𝜂 | < 1.72.

The Minimum Bias Trigger Scintillators (MBTS) cover 2.0 < |𝜂 | < 4.0 and are used for
triggering and for luminosity monitoring. As they are read out through the TileCal electronic system,
they have been historically considered as part of the TileCal.

The only upgrades in Run 3 for the TileCal are in these two systems: the cryostat and MBTS
scintillation counters. The upgrades have been motivated primarily by the radiation damage that
affected these systems in Run 2. Additionally, there has been development of a TileCal electronics
demonstrator in preparation for Run 4, which is also described in this section.

4.2.1 Radiation environment

The 1.2 < |𝜂 | < 4.0 region in the ATLAS detector is a high-radiation environment for plastic
scintillators. At a distance of about 𝑧 = ±3500 mm from the IP, the average ionisation dose in
the pseudorapidity region from 3.0–4.0 is of the order of 830 Gy/fb−1while the section from
pseudorapidity 2.0–3.0 sees an average dose of the order of 95 Gy/fb−1, with the dose in each
rapidity interval dropping rapidly with increasing distance from the beam-line (for example from
2700 Gy/fb−1at |𝜂 | = 4, to 213 Gy/fb−1at |𝜂 | = 3). For a projected total luminosity in Run 3
of 250 fb−1, the dose is expected to be of the order of 200 kGy for 3 < |𝜂 | < 4, and 20 kGy for
2 < |𝜂 | < 3. The dose at a pseudorapidity near 1.7 (E4) is of the order of 10 Gy/fb−1, or a total of
2.5 kGy for 250 fb−1, again dropping rapidly with increasing radius. Signiőcant light loss can be
expected in plastic scintillators for radiation doses greater than 5 kGy [59, 60]. To give an indication
of the impact of the light loss in MBTS, at the start of Run 2 in 2015, the two-track efficiency
was 98%; in 2018 when the light loss reached 95% in the outer counters, this two-track efficiency
dropped to 75%.

4.2.2 Cryostat counters

In the region occupied by the cryostat counters, the fraction of passive material along the particle
path is high (as shown in őgure 48), primarily due to the cryostat walls. In the region of maximum
passive material, there is up to 10 radiation lengths of material in front of the cryostat counters.
The electromagnetic showers are insufficiently sampled in this region, with the őrst active layer
located close to the shower maximum. Using the cryostat counters to correct for the energy loss
in the passive material by adding the weighted energy deposit in the scintillators leads to a partial
recovery of the electron and photon energy resolution in the affected areas [61].

In Runs 1 and 2, each counter was divided into two segments, covering 1.2 < |𝜂 | < 1.4 (E3)
and 1.4 < |𝜂 | < 1.6 (E4). However, a signiőcant energy resolution degradation is also present in the
𝜂 region 1.6–1.75. Before the start of Run 2, two of the 128 cryostat scintillators were re-built with
an extension to cover the 𝜂 range from 1.6–1.75. The energy resolution in the region covered by
this extension was signiőcantly improved with the corrections provided by the energy deposited
in this scintillator. The replacement of the cryostat scintillators for Run 3 allows for an extension
of the |𝜂 | coverage to 1.72; an extension to 1.75 is not possible due to interference with the liquid
argon cryostat heaters in some 𝜙 regions. The number of electronics channels for the cryostat
scintillators is őxed, so the segmentation for E3 was modiőed to an 𝜂 range of 1.2–1.6, and E4 to
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Figure 48. (a) Tile E1-E4 counter location (in yellow) and (b) amount of material (in radiation lengths) in
front of the cryostat counters.

1.6–1.72. Simulations indicated that the energy resolution in the 𝜂 range from 1.2–1.6 would not be
signiőcantly degraded by joining the two segments, and that the new region 1.6–1.72 would survive
the radiation expected in Run 3.

There are 64 cryostat counters corresponding to the 64 TileCal modules, each counter containing
an E3 and an E4 channel. The cryostat counters are mounted at their outer radius to the extended
barrel TileCal modules using specially designed brackets. Neighbouring counters are attached at the
inner radius using connectors designed for the purpose. During Runs 1 and 2, the counters were
aligned (in 𝜙) at the outer radius, where they are connected to the brackets. Due to imperfections
in the circularity of the extended barrels, this led to the appearance of gaps between some of the
counters at the inner radius, resulting in additional uninstrumented areas, distributed non-uniformly.
The alignment scheme was redesigned for Run 3, with the alignment carried out at the inner radius
(with each counter maintaining a separation of 1 mm from its neighbours), with the impact of any
non-circularity taken into account in the brackets at the outer radius. The old E3/E4 counters were
removed, and the new ones installed, in 2019–2020.
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The cryostat counters use 6 mm-thick scintillators (EJ-208 from Eljen, a scintillator designed
with an improved radiation hardness) sandwiched between two trapezoidal aluminium shells. Care
was taken during installation to avoid any electrical contact between the aluminium shells and the
endcap cryostat wall. The scintillating plates are wrapped in Tyvek sheets, to prevent damage to the
surface of the scintillator and also to reŕect back some of the light that escapes from the top/bottom
of the scintillator. Opaque spacers separate the two pieces of scintillator comprising E3 and E4. For
light-tightness, the counters are sealed with both black electrical tape and aluminium tape.

The EJ-208 scintillator emits light in the blue wavelength region. Y-11(200)MSJ Wavelength-
Shifting (WLS) őbres from Kuraray coupled to one side of each scintillator capture the blue light
and then re-emit light in the green portion of the spectrum, a fraction of which is captured and then
transmitted to optical connectors glued into the tops of the counters. From there, optical cables using
BCF098 clear őbres from St. Gobain transmit the light to photo-tubes in the extended barrel TileCal
modules, where the signals are read out through the standard TileCal data acquisition chain. The area
above the optical cables is covered with aluminium foil panels in order to improve the light-tightness.
Before installation, each assembled counter was checked for light yield and uniformity using a
strontium 𝛽 source. Figure 49 shows the end surface of one of the ATLAS TileCal extended barrels
and the LAr endcap cryostat, where the MBTS counters, the cryostat scintillators, and the aluminium
foil panels can be seen.

In summary, the E3/E4 cryostat scintillators are very useful in improving the lepton energy
resolution and luminosity monitoring in the region 1.2 < |𝜂 | < 1.72. New counters have been
constructed for Run 3, extending the rapidity range and using the more radiation-hard scintillator
described above. The Run 3 degradation is estimated to be in the range 28–43% (for E3−E4,
respectively) after 250 fb−1.

4.2.3 Minimum Bias Trigger Scintillator counters

The MBTS counters cover the high-rapidity interval from 2.0–4.0 on both sides of the ATLAS
detector. The MBTS counters are divided into eight 𝜙 segments per endcap, with each 𝜙 segment
having two radial subdivisions in 𝜂, 2.0–3.0 and 3.0–4.0. The MBTS channels are read out through
the standard TileCal data acquisition chain. In addition, a high-gain trigger signal is available from
each channel, allowing the MBTS signals to be used in the trigger. Initially, the MBTS counters were
intended to be used only in the early running of ATLAS in order to determine whether a particular
beam crossing contained a proton-proton collision, needed in the extremely low luminosity collisions.
They were not expected to be needed, nor functioning, in high luminosity conditions. However, they
did maintain functionality, and proved to be useful for luminosity monitoring, van der Meer scans,
and for triggering during the heavy ion running.

The high radiation environment in this rapidity region required the MBTS counters to be
replaced at the end of Run 1, with the expectation that they would also need to be replaced at the
end of Run 2. The rapidity interval covered by the inner MBTS counters has some of the highest
radiation levels for which plastic scintillators have ever been used. At the end of Run 2, the inner
section of the MBTS counters had lost 99% of the original light yield, and the outer section had lost
95% of its original light yield, so care was taken in the design for their replacement in Run 3, to
improve the radiation hardness.
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Figure 49. The surface of one of the ATLAS TileCal extended barrels and the liquid argon endcap cryostat
where the MBTS counters (protected by a white cover) and cryostat scintillation counters can be seen. Also
shown are the aluminium foil panels used for light-tightness. The black tubing contains clear őbres which are
used to transmit the light signals of the MBTS counters.

Figure 50. The two scintillator segments from one of the MBTS counters present in ATLAS during Run 2.
The effects of the radiation exposure in Run 2 can be seen as yellowing at the small end.
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Light loss in polystyrene-based scintillators from radiation exposure results primarily from
damage to the polystyrene matrix, resulting in the formation of radicals and other color centres,
which absorb the light produced by the secondary ŕuors. A picture of one of the counters from Run 2
is shown in őgure 50, showing the coloration pattern due to the damage from radiation. The bonds
can be re-formed over time (annealing). The annealing can be accelerated by the presence of oxygen.
For Run 3, polystyrene-based scintillator is used for both the inner and outer segments, but different
dopants were used in the two areas. In particular, the dopants paraterphenyl (PTP) (primary) and
BBQ (secondary) were used in the inner region. With these dopants, the output scintillation light of
the inner segment is in the green region of the spectrum, and is less sensitive to absorption by the
color centres produced by radiation exposure. The outer segment used the standard PTP and POPOP
((1,4-bis-(2-(5-phenyloxazolyl))-benzene) dopants, producing blue scintillator light.

Wavelength-shifting őbres are placed in 𝜎-shaped grooves cut into the scintillator, with the
WLS őbres glued into optical connectors at the outer radius of the counter. The same type of WLS
őbres are used in the cryostat scintillators and at the outer radius of the MBTS counters. Green
scintillation light needs to be shifted to orange in the WLS őbres used in the inner segment MBTS
counters. This requires a different type of WLS őbre than, for example, in the cryostat scintillators
or in the outer segment of the MBTS counters. O2 őbres from Kuraray, shifting the green light to
orange are used. Optical cables transmit the light from the MBTS counters to the standard optical
path of the TileCal readout, with the difference that red-sensitive photo-multipliers (Hamamatsu
R7600-20 ERMA) are used.

For both the inner and outer MBTS regions, the scintillator is divided into four layers, each
5 mm thick (rather than the single layer of 2 cm used in Runs 1 and 2), individually wrapped with
Tyvek sheets. This layered structure presents more surface area to allow for the diffusion of oxygen,
accelerating the annealing. Each 𝜙-segment is placed inside its own aluminium can, with the
edges sealed with both black electrical and aluminium tape. The aluminium cans are bolted onto a
boronated polyethylene moderator attached to the front of the endcap cryostat, as shown in őgure 51.
The outside of the aluminium can is protected by a white cover, as seen in őgure 49 .

The new MBTS scintillator, along with the new WLS őbre readout used in the inner segment,
has been shown to be less sensitive to radiation effects. Using four separate 5 mm thick sections of
scintillator instead of a solid 2 cm thick piece of scintillator should allow for more oxygen diffusion
into the scintillator, and thus a faster annealing of the color centres formed upon radiation exposure.

4.2.4 TileCal demonstrator for Run 4

The readout electronics for the Tile Calorimeter for the HL-LHC running will have to be upgraded
to deal with the increased radiation levels and the increased out-of-time pileup. Substantial progress
towards this Phase II upgrade was already made by the start of Run 3. In order to gain experience
with the new readout scheme prior to the high-luminosity running, a hybrid demonstrator module,
combining the new TileCal module read-out scheme, but still compatible with the present (to be
used in Run 3) readout system, was constructed to be used for one barrel module in Run 3. The
demonstrator electronics were extensively tested in test beams, and were inserted into one barrel
module on the ATLAS detector in 2019. The plan is for this demonstrator to remain in place for at
least part of Run 3. The goal is to carry out further studies under realistic ATLAS running conditions.
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(a) (b)

Figure 51. (a) An assembled Run 3 MBTS counter without the top cover. (b) Arrangement of wavelength-
shifting őbres from the scintillator sandwich to the optical connector.

The demonstrator consists of a super-drawer that partitions a legacy TileCal drawer into four
mini-drawers, each servicing up to 12 Photo-Multiplier Tube (PMT) channels. The super-drawer
continuously digitises PMT signals using two gains, resulting in an effective 17-bit dynamic range,
and sends the sampled data to off-detector systems at a rate of 40 MHz.

The current L1 trigger system (Run 3) is analogue, however. Compatibility with the TileCal
legacy trigger system is achieved by the use of an adder-based board that groups the PMT analogue
trigger signals in pseudo-projective towers, and sends the analogue sums to the legacy L1 trigger
system. The in-situ tests (since 2019) have been successful and have resulted in useful information
for the future installation of the full Phase II upgrade.

5 Muon spectrometer

5.1 Overview of Muon Spectrometer Upgrades

The Muon Spectrometer (MS) forms the large outer part of the ATLAS detector and detects charged
particles exiting the barrel and endcap calorimeters, measuring their momentum in the pseudorapidity
range |𝜂 | < 2.7. It also triggers on these particles in the region |𝜂 | < 2.4. The driving performance
goal is a stand-alone transverse momentum resolution better than 15% for 1 TeV tracks. This
translates into a requirement to measure an effective sagitta of about 500 µm with a resolution of
about 75 µm. In the MS, this sagitta must be determined from tracks of particles passing through an
inhomogeneous őeld, and measured at just three stations spanning a distance ranging from about
6 m in the central barrel region to more than 15 m in the endcaps.

Since the volume of the MS is very large, it is impossible to provide continuous tracking; instead,
tracks are reconstructed from straight segments reconstructed at (usually) three points: an inner
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station close to where the tracks exit the calorimeters and upstream of the toroid magnetic őeld, a
middle station inside or immediately downstream from the toroid őeld, and an outer station well
outside the magnetic őeld of ATLAS. The detectors in each station are multilayered, and provide at
least six points along the muon trajectory that can be reconstructed as a straight track segment with a
well-measured orientation in space, especially in the bending direction of the toroid magnets. Tracks
are then constructed by őtting curved paths to the three “pointing segments” and matching them to
tracks from the ID.

The MS comprises a Barrel, consisting of three concentric, roughly cylindrical, stations (Barrel
Outer: BO, Barrel Middle: BM and Barrel Inner: BI), and two Endcaps, each consisting of three
discs, referred to as Wheels (Endcap Outer, Middle and Inner: EO, EM, and EI), as well as an
Extended Endcap Ring (EE) positioned outside the radius of each endcap toroid cryostat. The EI
wheels, also called the Small Wheels, sit between the calorimeters and the endcap toroid cryostats,
inside the barrel toroids (see őgures 52 and 6). The EM wheels (or Big Wheels), are located on
the far side of the endcap toroid cryostats. The EO wheels, similar in size to the EM wheels, are
mounted on metal scaffolding structures attached to the end-walls of the ATLAS cavern. The EE
rings provide a third measurement station in planes between the EI and EM wheels for tracks in the
intermediate pseudorapidity region, 1.05 < |𝜂 | < 1.3, not covered by the EO wheel. The outermost
(EIL4) stations of the EI region covering the range 1.0 < |𝜂 | < 1.25 are not mounted on the EI
wheels; they are instead permanently őxed between the barrel toroid coils. The MS has an eight-fold
symmetry: eight Small (S) sectors are aligned with the eight coils of the barrel toroid magnet, and
eight Large (L) sectors cover the regions between the coils.8

The majority of the barrel detectors are unchanged from the original Run 1 conőguration
described in ref. [15]: all three stations use multilayered Monitored Drift Tube (MDT) chambers
for the precision measurements in the bending coordinate, and the Outer (BO) and Middle (BM)
stations are also equipped with Resistive Plate Chambers (RPCs) for triggering and to measure the
azimuthal coordinate of the tracks. Additional barrel chambers added since Run 1 are described in
section 5.3.3. In response to the increasing number of gas leaks due to cracks in the gas inlets of the
RPC system that developed over time during Run 2, signiőcant work was undertaken during LS2 to
reinforce the RPC gas inlets and recover a large number of channels that had become inactive. Inlets
were repaired and no-return valves installed. The gas inlets on 100 service boxes (two out of the
four on the corners of each of 50 chambers) were reinforced by foam injection in 2022. Preliminary
results indicate that this prevents new leaks from developing, and it will be done for all the accessible
service boxes during winter shutdowns over the course of Run 3.

During Runs 1 and 2, the endcap MS comprised three technologies: MDTs, as in the barrel,
Cathode Strip Chambers (CSCs) in the innermost region of the EI wheel, and Thin Gap Chambers
(TGCs), used for triggering and to provide the azimuthal coordinate of muons in the endcaps of
the ATLAS MS [3]. The EO and EM wheels and the EE rings are unchanged from Run 1. The EO

8Sectors are numbered from 1 to 16, starting with the Large sector at the 𝑥-axis of the ATLAS coordinate system and
proceeding azimuthally (thus, Sector 5 is at the top of the detector, and Sector 13 at the bottom). Modules within each
sector are numbered sequentially according to their distance from the IP: thus, BIL1 chambers sit near the centre (𝑧 = 0)
of the Barrel Inner layer in the Large sectors, while EOS6 chambers are at the outer radius (𝑟 ∼ 11 m) of Small sectors in
the Endcap Outer wheel, as shown in őgure 52. The only chambers at 𝑧 = 0 are the BOL0 chambers in Sectors 12 and 14.
Other sectors have a gap at 𝑧 = 0 to allow services to exit from the calorimeters.
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(a) Cut through Small sectors

(b) Cut through Large sectors

Figure 52. Schematic quadrant view showing locations of the main components of the MS for Run 3. (a)
shows a cut through a Small sector and (b) a cut through a Large sector. The new detectors installed in LS2
are the NSW (the new EI wheel), visible on both cuts in lime green and magenta, and the BIS chambers in
positions 7 and 8 on Side A, labelled in green as BIS78. The blue and dark green rectangles are MDTs. The
large red rectangles represent the Tile Calorimeter. Components indicated with red labels will not be installed
until Run 4 [62].
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wheels contain only MDTs, and therefore measure only in the (precision) bending coordinate, while
the EM wheels each comprise four distinct wheels: one of MDT chambers for precision tracking
in the bending coordinate, sandwiched between one of triplet TGCs and two of doublet TGCs for
triggering and for measuring the azimuthal coordinate. The 528 TGC doublet modules and 216
triplet modules in the three EM TGC Wheels of each endcap continue to play the same essential roles
in the L1 muon trigger and in offline tracking as they did in Runs 1 and 2. During LS2, 24 faulty TGC
modules in the EM wheels were replaced by spares, increasing the number of operational channels.
The EE rings consist only of MDT detectors for tracking, and do not participate in the trigger. In the
inner (EI) wheels of the endcap MS from Runs 1 and 2 [3], however, the original TGC doublets did
not have sufficient resolution in the bending direction, nor enough detector layers, to form pointing
segments for the L1 trigger. For the Run 3 trigger, the EI wheels are required to provide pointing
segments of sufficient angular precision to test for matches with muon candidates in the EM wheels
and for consistency with muon tracks originating from the IP. The original EI wheels from Runs 1
and 2 have therefore been completely replaced by the New Small Wheels (NSWs), and are the main
subject of this section. The sixteen EIL4 assemblies, comprising eight MDT detectors and 21 TGC
doublets on each side of ATLAS, őxed between the barrel toroid magnets, are retained for Run 3.
EM-wheel trigger candidates without corresponding NSW segments satisfying these matching
criteria can be dropped, and this is expected to reduce the false-trigger rate to an acceptable level.

The main objective of the Phase-I ATLAS upgrades [63] is to sharpen the L1 trigger threshold
turn-ons and discriminate against background while maintaining the L1 rate at a manageable level.
This must be achieved without pre-scaling or raising 𝑝T thresholds for the single-muon L1 triggers,
which would result in a signiőcant loss of acceptance for many interesting physics processes.

When the design of the Phase-I upgrades began, the estimated total rate of the L1 trigger for
single muons with 𝑝𝑇 >20 GeV was expected to rise above 50 kHz in Run 3 if no measures were
taken, while ATLAS can allocate only 25 kHz for muon triggers out of a total L1 bandwidth of
100 kHz [64]. This scenario will be relevant for the HL-LHC but, because of luminosity-levelling,
will probably not be experienced during Run 3.

The MS upgrades focus chieŕy on the endcap regions. The Run 1 endcap muon trigger relied
only on the TGCs of the EM wheels. There, a substantial background arises (see őgure 53),
proportional to the instantaneous luminosity, due to relatively low-energy charged particles emerging
from hadronic showers in the forward shielding, that enter the endcap toroid cryostats without
passing through the EI muon wheel. The paths of these particles are then bent in the toroids, and a
fraction of them enter the EM wheels on trajectories that closely mimic those of muons coming
from the IP. This led to a large fake rate when only the EM wheels were used to trigger [15]. The
number of Regions of Interest (RoIs) identiőed by the L1 single muon trigger thus increases sharply
for |𝜂 | > 1, while the 𝜂 distribution of reconstructed muons is almost ŕat. Most of the RoIs for
|𝜂 | > 1 in Run 1 were due to this shielding-induced background. The asymmetry seen in the trigger
between the two ends of the detector is due to the opposite bending directions of the positively
charged protons originating from the shielding interactions.

Since the background rate in the endcap region (including the transition region between the
barrel and endcaps) increases with luminosity, it will eventually exceed the allocated Level-1 Muon
(L1Muon) trigger rate. Failure to suppress this background would result in the need to increase the
𝑝T threshold of the lowest unprescaled muon trigger. The őrst steps to reduce the charged-particle
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Figure 53. The expected muon trigger rate reduction from the NSW, BIS78 and Level-1 Muon (L1Muon)
endcap upgrades; however, the BIS78 on the negative-𝜂 side, where the fake trigger rate is lower, will only be
installed after Run 3.

background were taken in Run 2, when coincidences with the TGC doublets in the original EI wheels,
or with the Tile Calorimeter, were required in the L1 trigger to ensure that particles causing L1Muon
triggers in the endcap regions were on trajectories consistent with an origin at the IP. However,
the background rates in the region of the EI stations are much higher than in the EM stations (as
discussed in section 2.6.2), so the relatively coarse granularity of the legacy EI TGCs implied that at
high luminosity, nearly all EM triggers would have had corresponding background hits in the original
EI wheels, rendering the coincidence requirement less effective. Moreover, the 30 mm-diameter
MDTs used in the original EI wheels are limited by space charge build-up effects [65] at high
background rates, and their precision tracking capability was expected to degrade at the HL-LHC.
The goal of the Phase I upgrade was therefore to replace the EI wheels with detectors able to provide
very fast and precise track-segment matching, while maintaining the offline tracking performance of
the original EI wheels from Runs 1 and 2.

To accomplish this, the original EI wheels have been completely replaced by New Small Wheels
(NSWs) occupying the same envelopes and providing tracking over the same polar angle range:
1.3 < |𝜂 | < 2.7. These are described in section 5.2. The large-radius region of the inner station
1.0 < |𝜂 | < 1.3 remains covered by the EIL4 MDT and doublet TGC detectors of the original muon
endcap system, which are mounted between the toroid coils and not attached to the EI wheels. The
TGC doublets in EIL4 will continue to provide adequate conőrmation under Run 3 conditions that a
particle has traversed the endcap toroid zone, reducing the fake endcap triggers in this region; they
are scheduled for replacement by triplet TGCs during LS3 to improve their efficiency in rejecting
fake triggers.

The EIL4 chambers, however, cover only about 70% [62] of the full azimuthal angle in a ring
surrounding the EI wheels (now the NSWs), with gaps for the barrel toroid coils in the Small sectors.
To őll these azimuthal gaps in trigger coverage, the original BIS7 and BIS8 MDT chambers (those
farthest from the IP) on Side A of ATLAS were replaced with new, smaller, BIS78 chambers using
small-diameter MDTs (sMDTs), leaving enough space to add new RPCs with thinner gas gaps and
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improved electronics (“new RPCs”) to complete the trigger coverage in the Small sectors of this
transition region (described in section 5.3.4).

The sMDT technology used in the BIS78 upgrade was őrst introduced in chambers used to őll
several small holes in the original coverage of the MS during winter shutdowns in the course of
Run 2. These upgrades are brieŕy described in section 5.3.3, along with some additional (original
technology) MDT chambers added during the őrst LHC long shutdown.

5.2 Endcap Upgrades: the New Small Wheels

The NSW detectors operate in a high-background radiation region (where detected hit rates could
potentially increase to as much as 20 kHz/cm2 in the small region closest to the beamline, at the
upper-limit estimate of HL-LHC luminosity of L = 7.5 × 1034 cm−2 s−1), reconstructing muon
tracks with high precision and furnishing information for the L1 trigger [15].

The NSWs use two chamber technologies: small-strip TGC (sTGC) detectors, and micro-
mesh gaseous structure (Micromegas) detectors. Both can be used for triggering: the single BC
identiőcation capability (more than 95 % of signals are collected within one BC) of the sTGCs makes
them particularly suitable for the primary triggering role, and the small drift gap in the Micromegas
chambers means that they are also very fast, with very little dead time. Both technologies have
precision tracking capabilities, with ultimate resolutions in the bending direction of the order of
100 µm. In the Micromegas detectors the resolution is due in part to their very őne strip pitch (less
than 0.5 mm), while the sTGCs (with a strip pitch of 3.2 mm) rely more heavily on charge sharing.
Such precision is crucial to maintain the current muon momentum resolution in the high background
environment of the upgraded LHC when the full track reconstruction is run. Second-coordinate
resolution (in the azimuthal direction) is greatly improved with respect to the original EI wheels,
with good trigger-level second-coordinate resolution from sTGC pads and Micromegas stereo roads,
and excellent resolution from the sTGC wire groups and full Micromegas stereo strips in the őnal
offline reconstruction. The sTGC–Micromegas chamber technology combination thus forms a fully
redundant detector system for tracking, both for the trigger and offline. This detector combination is
designed to provide robust, fast, high-resolution performance for the HL-LHC, as well as meeting
the immediate requirements of Run 3.

The demanding performance requirements are summarised in section 5.2.1. A brief description
of the layout of the NSW follows in section 5.2.2. The Micromegas and sTGC technologies are
described in sections 5.2.4 and 5.2.5 respectively. The mechanics of the supporting disc, spokes
and shielding hub are summarised in section 5.2.3, and section 5.2.6 covers the extensions to the
endcap optical alignment system. The trigger hardware mounted on the detector (along with a
broad outline of the logic of its őrmware) is discussed brieŕy in section 5.2.8, while the off-detector
elements of the trigger are described later, in section 7.3. Changes to the services for the EI wheel to
accommodate the new detectors are described in section 5.2.11.

5.2.1 Performance requirements for the NSW

The NSW has the same precision requirements as the original EI wheel: it must provide track
segments that, in combination with measurements from the ID and the EM and EO wheels, allow
the endcap MS to measure the transverse momentum (𝑝T) of passing muons with a precision of
better than 15 % for 1 TeV muons in the full pseudorapidity coverage |𝜂 | < 2.7. To satisfy this
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requirement, the NSW must reconstruct track segments with a position resolution of about 50 µm in
the bending plane, irrespective of background conditions, and even if some detector planes are not
operational. With sixteen detector planes, of which twelve measure the precision coordinate (the
radial, or bending, direction), this implies a resolution of the order of 150 µm to 175 µm is required
for each plane of detector strips.

The L1 trigger track segments must be reconstructed online with an angular resolution of
approximately 1 mrad, matching the ultimate (Run 4) angular resolution of the EM trigger segments.
The angular resolution requirement for Run 3 comes from the 𝜂-resolution of the EM-wheel TGCs,
and is about 3 mrad, but new electronics for the MDT chambers of the EM Wheels in the Phase II
upgrade [62] will allow the MDTs to participate in the L1 trigger at the HL-LHC, improving the
resolution of the EM-wheel segments.

Segment őnding efficiencies must be better than 97% for muons with 𝑝T greater than 10 GeV to
equal the performance of the original EI wheels. Efficiencies and resolutions are required not to
degrade for high-momentum muons that emit 𝛿-rays or showers.

The muon L1 trigger rate must be kept below 25 kHz and őt within the overall ATLAS L1 őxed
latency budget for Run 3 of approximately 2 µs. The trigger design is also required to meet the
ATLAS HL-LHC Level-0 Trigger (L0)9 latency budget of 10 µs, for a single-muon L0 trigger rate
expected to be around 45 kHz [66].

5.2.2 Layout of the NSW

The geometry of the NSW retains the eight-fold symmetry of most of the legacy MS. Each NSW
consists of 16 sectors: eight Large, and eight Small (see őgure 54 and table 13). The Small sectors
are aligned with the barrel toroid coils, and form a plane close against the shielding disc (the new
JD in őgure 56). The Large sectors form a second plane, slightly farther from the IP. The Large
and Small sectors overlap mechanically, to avoid uninstrumented regions between the sectors; the
instrumented areas of the Micromegas overlap between adjacent Large and Small sectors, but the
instrumented sTGC areas of adjacent sectors do not overlap.

Both the Micromegas and the sTGC detectors are built in (mostly) trapezoidal modules with
four layers of gas gaps corresponding to active detector planes. These are referred to as Quadruplets.
Quadruplets of various sizes are assembled radially into Large and Small sTGC wedges and
Micromegas double wedges, and these are assembled to build Large and Small sectors (as shown in
őgure 55(a)). A sector thus comprises 16 active detector layers in total: eight from the sTGCs and
eight from the Micromegas.

Each sector is built on a central spacer frame that is kinematically mounted to the spokes of the
wheel (see section 5.2.3). Each spacer frame has a wedge comprising two Micromegas quadruplets
secured to each side using in-plane sliding attachments, and this structure is the Micromegas double
wedge. A wedge built from three sTGC quadruplets, positioned precisely relative to each other with
glued őbreglass frames, is kinematically mounted on each side of the spacer frame, sandwiching the
Micromegas assembly. This arrangement maximises the distance between the sTGC wedges (see
őgure 55(b)), which provide the primary trigger. The relative alignment of the Micromegas and

9During Run 3, there is no difference between the L0 and L1 trigger rates, but the readout is designed to function at the
HL-LHC, where a two-level trigger with L0 running at 1 MHz with up to 10 µs latency will be used.
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Table 13. Modularity of the sTGC and Micromegas in the NSW. There are two Micromegas wedges and two
sTGC wedges in each sector (Large or Small), and there are eight Large sectors and eight Small sectors in
each wheel.

Module Per Quadruplet Per Wedge Full ATLAS (2 wheels)

Large sectors (28° azimuthal) 16
Small sectors (17° azimuthal) 16
Total sectors 32
sTGC Wedges 64
sTGC Quadruplets 3 192
sTGC Gas Volumes 4 12 768
Micromegas Wedges 64
Micromegas Quadruplets 2 128
Micromegas Gas Volumes 4 8 512

(a) (b)

Figure 54. New Small Wheels: (a) shows the structure: the wheel on the left is seen from the cavern end-wall,
with the A-frame and shielding hub visible, along with the eight Large sectors and the eight spokes supporting
them; the wheel on the right is seen from the IP, and since the new JD shielding disc is not shown, the eight
Small sectors, aligned with the barrel toroid coils, are visible, along with the spokes supporting them. Some
of the structural elements can be seem more clearly in őgure 56. (b) shows the őrst NSW being lowered into
the ATLAS cavern; it is shown from the side with the Large sectors and the A-frame.

sTGC quadruplet modules is monitored with an optical alignment monitoring system. This system
takes readings approximately every two hours to determine the displacements, rotations, and certain
deformation modes of each individual quadruplet. The extension of the optical endcap alignment
monitoring system to the NSW is explained in more detail in section 5.2.6.

5.2.3 Mechanics and shielding

The increased mass and different geometry of the NSWs with respect to the original EI wheels of
Runs 1 and 2 required an entirely new mounting structure; moreover, the increased background
rates anticipated at the HL-LHC required a different shielding conőguration. The shielding disc and
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(a) (b)

Figure 55. (a) Structure of Small and Large NSW sectors. Each sector consists of two wedges of sTGC
(green) hung kinematically on either side of a central spacer frame, to which Micromegas wedges (brown) are
directly bolted on each side. Each sTGC wedge consists of three quadruplets, and each Micromegas wedge
consists of two quadruplets. (b) 𝑟𝑧-plane view of an NSW with 𝑧-scale exaggerated, showing from left to
right (IP to cavern wall): the new JD in grey, the Small sectors, and őnally the Large sectors. Each sector
contains 16 active layers: eight of Micromegas and eight of sTGC. The sTGC wedges are shown in blue and
the Micromegas wedges in brown.

central hub of the EI Wheels were therefore entirely replaced, and the NSWs are mounted on the new
JD shielding discs. These are made of structural steel, up to 90 mm thick. The central structural axle
supporting the detector wheel is the NSW shielding hub, made of an external shell of stainless steel
containing several interlocking pieces of forged copper, with no interior voids. The NSW supporting
structure (see őgure 56) provides the mechanical network from which the Large and Small Sectors of
the NSW are suspended. It is built from many separate bolted and welded elements, made from either
aluminium proőles and plates, or from austenitic steel. The main elements of each NSW structure
are two “foot spoke” assemblies, which support the weight of the NSW, six “standard” Small-sector
spoke assemblies, and eight Large-sector spoke assemblies, the latter comprising both “inner” and
“outer” parts. Each spoke contains adjustable supports for an alignment bar (see section 5.2.6) and
adjustable systems for the kinematic mounts that hold the sectors. Since the radiation hub constitutes
the majority of the mass of the NSW, large mechanical deformations are avoided by supporting
the structure by a bridge-like assembly, of which the shielding disc forms one side, the other side
consisting of a bolted A-frame connecting the two foot-spoke anchorages to the hub and to the
aluminium structure.

Three kinematic mounts secure each sector. Two of them suspend the sector from the two
neighbouring spokes, one allowing only rotation in the plane of the sector about a őxed axis, and the
second allowing only translation in a single direction in the plane of the detector. The third kinematic
mount allows only small translations in the plane. The distribution of the kinematic mounts on the
spokes is driven by the position of the maximum force applied on the őxed kinematic support.
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Since the NSWs are required to move out of their running position inside the barrel toroids
during maintenance periods to allow access to the calorimeters, services including power, gas and
cooling water are routed through four ŕexible cable trays (the “ŕexible chains”) attached to each
NSW that allow the wheel to move without being uncabled.

Figure 56. Support structures for the NSWs, including the new JD discs (which are mounted on the side
closer to the IP).

5.2.4 Micromegas technology

Micromegas technology was developed in the mid-1990s [67]. It permits the construction of thin
planar gaseous particle detectors where the traditional planes of HV wires (which can be fragile) are
replaced by a thin metallic micro-mesh. Micromegas detectors consist of a planar (drift) electrode, a
gas gap of a few millimetres acting as both the conversion and the drift region, and the micro-mesh
at a distance of 120 µm to 130 µm from the readout electrode, creating the ampliőcation region.
The Micromegas operating principle, as implemented in ATLAS, is illustrated in őgure 57. The
HV potentials are chosen such that the electric őeld is a few hundred V/cm in the drift region,
and 40 kV/cm to 50 kV/cm in the ampliőcation region. These are adjusted to set the drift velocity
close to its local maximum and plateau, while minimising longitudinal diffusion [68] and ion
back-diffusion. The őeld in the ampliőcation region is adjusted, according to the gas mixture used,
to get a gas gain close to 10 000. Charged particles traversing the drift space ionise the gas; the
electrons liberated by the ionisation process drift towards the micro-mesh. With an electric őeld in
the ampliőcation region 50 to 100 times stronger than the drift őeld, the micro-mesh is transparent
to more than 95% of the electrons. The electron avalanche takes place in the thin ampliőcation
region, immediately above the readout electrode. The drift of the electrons in the conversion gap to
reach the micro-mesh is a comparatively slow process (though still very fast compared with most
other detector techniques): it depends on the drift gas, drift distance, and electric őeld, and in the
conőgurations used in ATLAS can take up to around 100 ns. The ampliőcation process, however,
happens in a fraction of a nanosecond, resulting in a fast pulse of electrons on the readout strip.
The ions produced in the avalanche move in the opposite direction to the electrons, back to the
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Figure 57. Layout and operating principle of the ATLAS NSW Micromegas detectors. The micro-mesh is
integrated into the drift panel, and stretched over the grid of support pillars on the readout panel when the two
panels are pressed together. The red arrows indicate trajectories of incoming muons, the large red dots show
the positions of primary ionization clusters, the diffusion paths of the ionization electrons are shown in yellow,
and the small red dots in the ampliőcation gap indicate the gain stages of the avalanche. Parameters shown are
for the inner quadruplets and baseline gas mixture; see table 14 for additional operating parameters.

micro-mesh. Most of the ions are produced in the last avalanche step, close to the readout strip. It is
the fast evacuation of the positive ions that particularly suits the Micromegas to operation at very
high particle ŕuxes.

The main challenge addressed in the ATLAS Micromegas design is electrical discharging [68] in
large-area detectors. Electrical discharges occur when the total number of electrons in the avalanche
reaches a few tens of millions (the Raether limit [69]). These discharges may damage the detector and
readout electronics, and the voltage breakdown can lead to large dead times. High detection efficiency
for minimum ionising muons requires gas ampliőcation factors of the order of 10 000, meaning that
ionisation processes producing more than 1000 electrons over distances comparable to the typical
lateral extent of an avalanche (a few hundred microns) carry the risk of discharging (see, for example,
ref. [70]). Such ionisation levels are easily reached by low-energy alpha particles or slowly moving
charged debris from neutron (or other) interactions in the detector gas or detector materials.

The electrical discharge protection system developed for the NSW Micromegas detectors
consists of adding a layer of resistive strips on top of the readout strips, separated by a thin insulator,
as shown in őgure 57. The readout electrode is no longer directly exposed to the charge created in
the ampliőcation region, but capacitively coupled to the signals [15]. Some fraction of the signal
height is lost, but the chamber can be operated at higher gas gain, with electrical discharge intensities
reduced by about three orders of magnitude.

To create the ampliőcation and drift potentials, positive HV is applied to the resistive strips, and
the micro-mesh is connected to ground, while the drift cathode is held at a negative potential [68].
This scheme helps to reduce electrical discharges and allows for more stable operation of the
detectors, as voltage breakdowns remain local and charge can be evacuated very quickly to ground
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through the micro-mesh, and the micro-mesh potential does not change. This HV scheme allows for
easy segmentation of the HV connection scheme, which simpliőes detector fabrication.

The readout strips are etched on 0.5 mm thick PCBs covered by a 64 µm-thick layer of insulator,
and are overlaid with the resistive strips. The micro-mesh support pillars are deposited on top of the
resistive strips in a 7 mm × 7 mm × 7 mm triangular grid. Unlike most Micromegas detectors now in
operation, in the ATLAS implementation the micro-mesh is not integrated into the readout structure,
but rather connected to the drift panel, and stretched across the support pillars of the readout panel by
mechanical tension [71–73]. The precision direction of the Micromegas coincides with the bending
direction of the toroidal magnetic őeld, while the second coordinate is determined using strips with
a small stereo angle. The main detector and operating parameters of the Micromegas detectors for
ATLAS are summarised in table 14.

The HV stability of the Micromegas is found to be strongly correlated with the actual resistance
of the resistive strips of the readout anode. Lower resistance values are often found very close to the
panel border, giving rise to speciőc discharge points in those areas. To combat this, a process of
edge passivation [72–74] was applied to the readout panels prior to their assembly. A thin őlm of
epoxy was applied to the active region around the border of readout panels if the measured resistance
was below a deőned threshold. The breadths of the passivated border regions were up to a few
centimetres. This procedure improved the HV stability of the chambers at the expense of a very
small reduction in their active area.

Two gas mixtures have been extensively tested. The originally proposed and tested gas mixture,
now considered the backup mixture, is 93 % argon and 7 % CO2; this is the same mixture used for
the ATLAS MDTs, except that the MDT gas requires active humidiőcation up to the level of a few
hundred ppm of water, while Micromegas need a very dry gas. Superior HV stability is, however,
obtained by using an argon mixture in which 2 % of CO2 is replaced by 2% of isobutane, as the
chambers reach the plateau of full efficiency for a lower HV than without the isobutane. The mixture
remains non-ŕammable. This isobutane mixture, now considered the baseline, will be used for
Run 3, and if ageing tests conőrm that it does not give rise to deposits on the electrodes, it will
remain the default gas for the lifetime of the experiment.

The Micromegas require a positive potential of about 500 V to 600 V on the resistive strips, and
a negative potential of about 250 V on the drift cathode, producing an ampliőcation őeld of about
40 kV/cm to 45 kV/cm and a drift őeld of around 500 V/cm, respectively, as illustrated in őgure 57.
The precise choices for the ampliőcation potential depend on the gas choice, and are given in table 14.
One of the great advantages of adding isobutane to the gas mixture is that it allows the chambers
to run at full efficiency with lower ampliőcation potentials, improving stability and reducing the
number and intensity of electrical discharges. The inner quadruplets, which are subject to higher
background rates, may be run at a lower potential than the outer ones. All the drift electrodes of
each quadruplet can be supplied by a single HV channel, so each wedge requires just two channels
for the negative drift voltage. Since the resistive strips are split in the middle, positive voltage is
supplied separately to each side of each readout PCB. Each of these half-PCBs is isolated by its own
HV capacitor. As each layer of a wedge has eight PCBs, this results in 16 readout HV sections per
wedge layer; however, the half-PCBs of one layer of one quadruplet share a common HV line, so
there are two independent HV inputs on each side of each wedge layer (one to each quadruplet). A
splitter box distributes the input HV to the groups of readout HV sections.
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Table 14. Main Micromegas detector and operating parameters.

Item/Parameter Characteristics Value

Micro-mesh Stainless steel; mesh separate from readout board

Micro-mesh Wire diameter 30 µm

Micro-mesh Gap between wires 71 µm

Micro-mesh is separate from readout board.

Ampliőcation gap 120 µm to 130 µm

Drift/conversion gap 5 mm

Resistive strips Interconnected R=10 MΩ/cm to 20 MΩ/cm

Readout strip width 0.3 mm

Readout strip pitch Inner / Outer Modules 0.425 / 0.45 mm

Stereo angle one + and one − slope layer per quadruplet ± 1.5°

Total number of strips 2.1M

Baseline Gas Ar:CO2:iC4H10 93:5:2

Backup Gas Ar:CO2 93:7

HV on resistive strips Baseline gas 500 V

HV on resistive strips Backup gas 570 V

HV on drift panel −240 V

Ampliőcation őeld ∼ 40 kV/cm

Drift őeld 480 V/cm

Bending Coordinate Resolution single-plane, 𝜂-strips centroid őt 100 µm to 200 µm

Second Coordinate Resolution 𝜙, single-plane, stereo strips centroid őt 2.7 mm

NSW-TP Bending Coord. Res. from NSW-TP őtter 300 µm

NSW-TP Second Coord. Res. 𝑟𝜙, from NSW-TP őtter 11 mm to 12 mm

Micromegas quadruplet and wedge structure. Each sector of the NSW, Large or Small, contains
two Micromegas wedges attached to the faces of the central aluminium spacer frame as described in
section 5.2.3. The spacer frame is hollow, with integrated water cooling channels, and most of the
Micromegas services are routed through this central volume.

Each Micromegas wedge is assembled from two separate quadruplet modules, as shown in
őgure 55. There are thus four sizes of Micromegas quadruplets: Inner and Outer (radially) for the
Small wedges, and similarly for the Large wedges. Each quadruplet consists of őve stiff panels, 1 cm
thick. Three are drift panels (the outer, single-sided, and the central, double-sided). The other two
are the double-sided readout panels. Between the panels are the four active layers, corresponding to
independent gas volumes 5 mm thick, as shown in őgure 58. A particle traversing a sector of the
NSW thus passes through eight Micromegas drift regions (four in each of the two wedges, as shown
in őgure 55(b)), inducing charges on readout strips on the corresponding readout panels. Two of
these layers on each wedge have readout strips perpendicular to the radial centre-line of the wedge,
(“eta strips”) and two have strips at a small “stereo” angle of ±1.5° (one positive and one negative)
with respect to the eta strips.

The double-sided drift panel forms the centre of each quadruplet. Double-sided readout panels
mounted on either side of the central drift panel form the two central gas volumes. Single-sided
drift panels mounted on the outside complete the two outer gas volumes. The four active layers
of the quadruplet are grouped in two pairs, each pair sharing one double-sided readout panel in a
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back-to-back conőguration. This ensures that background tracks not synchronous with the bunch
crossing will not be collinear in the two neighbouring planes, as the drift in the two adjacent detectors
is in opposite directions, and the offsets of the track segments due to assuming the wrong start
time for the drift go in opposite directions. Out-of-time background can thus be rejected. The
back-to-back structure also ensures that systematic shifts of reconstructed particle positions due to
the deviation of the electrons’ drift path in a magnetic őeld (the Lorentz angle) cancel out.

The readout panels are assembled from separate PCBs spanning the full azimuthal width of the
sector, but with radial dimensions in the range 435 mm to 475 mm to allow for production on standard
PCB machines. The inner quadruplet in each wedge has őve radial PCB segments in each readout
panel, and the outer quadruplet has three. Readout strips must be precisely aligned from one face of
each readout panel to the other, and from one readout panel to the next. Several complementary
methods were used to locate and align the readout strips with precision [75], including a mechanical
hole-and-slot pair, a pair of targets included in the copper strip pattern and aligned with the board
axis and strips, and four RASNIK [76] masks etched on the edge of each readout PCB. RASNIK
masks consist of a small “chessboard” pattern of dark and light squares, with absolute positions
encoded by inverting the colours of a few squares, to be read out with a CCD. RASNIK masks
etched on the PCBs on both faces of the readout panels can be read out simultaneously with a
dedicated calibrated device called a RasFork [72]. The RASNIK mask positions are read out during
various stages of chamber assembly, with an accuracy of 3 µm to 5 µm, such that the strip positions
on the PCBs are known with an accuracy better than 50 µm at the end of the construction process.
Subsequent deformations of the Micromegas quadruplets due to temperature and humidity can affect
the positions of the strips, increasing this uncertainty to around 100 µm. Alignment source platforms,
described in more detail in section 5.2.6, are glued to the outer surface of each Micromegas wedge.

Each Micromegas wedge is read out by 64 Micromegas Front-End Boards (MMFE8s) [77]
(described in section 5.2.7) connected directly to the ends of the readout strips with ŕexible pressure
connectors. Also mounted on the wedge are eight Level-1 Data Driver Cards (L1DDCs) for data
readout (described in section 5.2.7), each connected to eight of the MMFE8s, and eight ART Data
Driver Cards (ADDCs) for the Micromegas trigger (described in section 5.2.7), also each connected
to eight MMFE8s.

The single-plane spatial resolution obtainable in the precision (“eta”) direction has been
estimated using small Micromegas bulk prototype chambers (with different electronics) in a test
beam to be about 90 µm to 100 µm per plane; by using the “μTPC method” [68] to reconstruct the
position from inclined tracks, it is expected to be possible to obtain a single-plane resolution within
that range for all inclinations between 0° and 40°. A second-coordinate resolution of about 2.7 mm
can be obtained using the stereo strips [78], and this has been demonstrated using the centroid
method in a test beam [79] using prototype detectors (1 m × 0.5 m) with a slightly smaller strip pitch
(415 µm) than the ATLAS Micromegas, positioned perpendicular to the beam axis. Similar results
for the spatial resolution of perpendicularly incident 120 GeV to 150 GeV muons and pions were
achieved in the precision direction and second coordinate in SPS experiments using three Module 0
chambers and one series production chamber which was read out using the VMM electronics. The
results of the őrst test with a Module 0 chamber appear in refs. [80] and [81]; the others have not yet
been published. Run 3 ATLAS data will be required to determine the ultimate resolution obtainable
with the full-sized detectors and non-perpendicular tracks.

– 88 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

Figure 58. Arrangement of readout and drift panels in a Micromegas quadruplet. An interconnect is shown
in cross-section at the front of the drawing; these interconnects limit bulging of the panels due to the slight
(3 mbar) overpressure of the gas volumes.

5.2.5 Small-Strip Thin Gap Chamber technology

The small-strip TGC (sTGC) is a new development of the TGC technology őrst developed in the
early 1980s [82], to allow for very fast on-line tracking that can be used in the L1 (hardware) trigger,
with sufficient precision for the offline muon tracking as well. Wherever possible, the sTGC retain
the characteristics of the TGC already used in ATLAS: two FR4 cathodes coated with a resistive
graphite-resin mixture span a gap 2.8 mm thick. The gap is őlled with a mixture of 55 % CO2 and
45 % n-pentane. The anode plane in the middle of the gap is strung with 50 µm gold-plated tungsten
wires at a pitch of 1.8 mm. The wire direction is parallel to the central radial axis of the chamber
(contrary to the existing TGC in ATLAS where the wires are strung azimuthally). The wires are
ganged together, with groups of typically 20 sharing a high-voltage capacitor.

The resistivity of the cathode coating in the sTGC is signiőcantly lower than for the other TGC in
ATLAS: about 150 kΩ/□10 for the chambers closest to the IP, and 200 kΩ/□ for the others. This low
resistivity allows for rapid clearing of charge on the cathode surface. Signals are capacitively induced
on copper readout strips (running perpendicular to the wires) on one side of the gap, and on large
copper pads on the other side. The signal layer is under a thin (150 or 200 µm) insulating pre-preg
layer directly under the graphite cathode, increasing the capacitance compared with the other ATLAS
TGC (where the signal strips are on the back of the FR4), to keep the same transparency for fast signals.
This readout layer is supported by a 1.3 mm to 1.4 mm-thick PCB backed by a copper grounding skin

10Surface resistivity is the resistance between two opposite sides of a square of a thin-őlm resistor, and is independent of
the size of the square; it is measured in Ω, but in order to distinguish it from resistance and emphasise its two-dimensional
property, it is usually written as Ω/□ or Ω/square.
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to limit cross-talk. The pad board has an additional pre-preg layer between the core of the PCB and
the ground skin to support the readout traces, which are connected by conductive vias to the pads.

The main detector and operating parameters of the sTGC detectors for ATLAS are summarised
in table 15 and illustrated in őgure 59.

Table 15. Main sTGC detector and operating parameters. Total numbers of channels are for both wheels
together. “Outer Quadruplets” refers to both Middle and Outer Quadruplets; the Inner Quadruplets are exposed
to substantially higher background rates, and therefore have őner pad granularity and less resistive cathodes
for faster charge evacuation. The wire groups in the innermost part of the Inner Quadruplets are not read out.

Item/Parameter Characteristics Value

Readout strip pitch 3.2 mm
Readout strip width 2.7 mm

Total number of strips 282 × 103

Typical pad azimuth Inner / Outer Quadruplets 5° / 7.5°

Typical pad radial height 80 mm

Range of “full” pad areas 61 cm2 to 519 cm2

Total number of pads 46 656
Anode-cathode gap 1.4 mm
Wire pitch 1.8 mm
Wire diameter Gold-plated tungsten 50 µm
Total number of wires Ganged in groups of 20, 6 390 296

group boundaries offset
by 5 wires between layers

Number of wire groups Total / Read out 31 776 / 28 704
HV on wires Positive polarity 2.8 kV
Cathode resistivity Inner / Outer Quadruplets 150 / 200 kΩ/□
Pre-preg thickness between readout and cathode Inner / Outer Quadruplets 150 / 200 µm
Gas n-pentane:CO2 45:55
Bending Coordinate Resolution single-plane 𝜂 from strips 100 µm to 200 µm
Azimuthal Resolution single-plane 𝑟𝜙 (from wire groups) 2.6 mm
NSW-TP Bending Coordinate Res. L1 𝜂 from centroid őt to strips in band < 1 mrad
Pad Trigger Azimuthal Res. 𝜙 at L1 from pad towers (Inner/Outer) 7 mrad / 10 mrad

𝑟𝜙 (at L1 from pad towers) 7 mm to 38 mm

The readout strips are 2.7 mm wide, with a pitch of 3.2 mm, much őner than the TGC strips. The
strip width and pitch required for the trigger and tracking functions were both optimised by studying
the position resolution of small detectors built with a range of strip widths and separations, to reduce
capacitive coupling between channels and non-linear corrections as much as possible for trigger
purposes, while maintaining the smallest possible number of readout channels. In combination with
a reduction of the HV and ground decoupling resistors, this allows the sTGC to remain efficient
for minimum ionising particles even in large-surface detectors subject to detected rates of up to
20 kHz/cm2 over the full surface [15]. The intrinsic position resolution achievable with the őnal
strip conőguration was measured using a quadruplet made with full-sized prototype boards, in
conjunction with a silicon pixel telescope (used to determine independently the individual particle
trajectories), in a 32 GeV pion testbeam at Fermilab [83], and was found to be around 45 µm for
particles incident perpendicular to the plane of the quadruplet. The resolution obtainable in practice
is limited by the precision with which the as-built positions of the strips are known.
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(a) (b)

Figure 59. The sTGC (a) detector operating principle and (b) arrangement of gas gaps (in green, each
comprising a strip cathode and a pad cathode separated by two frames clamping the wire plane) to form
a quadruplet, shown to scale at the corner of a quadruplet, with brass alignment features inset in the strip
cathodes. The pre-preg thickness is 150 µm for the innermost quadruplets and 200 µm for the middle and
outer ones.

sTGC quadruplet and wedge structure. In order to provide a track segment of sufficiently good
pointing resolution, as well as for trigger efficiency, the sTGC gas gaps are assembled in quadruplets,
with four gas gaps separated from each other by 5 mm-thick őbreglass frames and paper honeycomb
spacers, as shown in őgure 59(b). The dimensions of the quadruplets were dictated by the maximum
size of cathode boards that could be produced industrially: the largest quadruplets are about 2.2 m
wide (the full width of the Large sector at its outer radius). Three trapezoidal11 quadruplets of
different sizes are precisely glued together with a pair of őbreglass frames (visible in őgure 54(a)) to
form the wedges shown in őgure 55. The őbreglass frames incorporate three pairs of projecting
őbreglass bars that are used to support the mount points from which the wedges are hung on the
sectors. The positions of these projections were mechanically constrained during the gluing of
the wedges, relative to alignment features12 on the cathode strip boards of all four detector planes,
using precisely machined cylindrical pins, placed with an accuracy of a few tens of µm on the
surface plates used for wedge assembly. The same brass alignment features were used to position
the alignment source platforms (described in section 5.2.6) on the surface of the sTGC wedge that
faces the Micromegas double-wedge. The accuracy with which the positions of the brass features
are known with respect to the platform positions (combined with the generally lower accuracy with
which the strip positions are known relative to the brass features) limits the precision with which

11In the case of the outermost quadruplets in the Large sectors, the trapezoids are modiőed, with a rectangular section
at the outer radius (see őgure 55(a)).

12Each strip board has two machined brass alignment features on one edge, allowing for alignment against a pair of
precisely positioned cylindrical pins: a “V”-shaped feature allowing only rotation in the plane about the pin deőnes a őxed
origin, and a ŕat feature parallel to the edge of the board deőnes a direction with respect to the őrst pin while avoiding
over-constraining the board in case of small scaling variations due to temperature or humidity changes.
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the absolute strip positions can be determined. The kinematic mounts are designed to allow for
adjustment between the two sTGC wedges to achieve parallelism of their strips, as deőned by the
alignment platforms, to better than 1 mrad.

There are six sizes of sTGC quadruplets: three for the Small-sector wedges and three for the
Large. Each sector has two sTGC wedges, hung kinematically from the sector spacer frames, outside
the Micromegas wedges. This maximises the lever arm between the track segments provided by the
two sTGC wedges (refer to őgure 55(b)).

The HV wires of the innermost quadruplets in each wedge (those closest to the beampipe)
are split in two, creating two HV regions within a common gas volume. This separates the high-
background region (2.4 < |𝜂 | < 2.7) and allows it to operate at the same effective ampliőcation as
the rest of the detector, by means of the HV divider network. Only the higher-radius portion of the
wires (|𝜂 | ≲ 2.4) is read out for azimuthal coordinate measurements; since the azimuthal granularity
of the pad cathode boards is comparable to that of the wire groups for |𝜂 | > 2.4, the pads provide the
azimuthal coordinate in the region with no wire readout.

No active components are mounted on the cathode boards. All pad and strip readout channels
are connected by soldered jumper wires to long multilayer adapter boards attached to both sides
of each gas gap. Wire groups are read out through narrow adapter boards soldered to the longer
parallel edge of each quadruplet, and their signals routed through the pad adapter boards by means
of a ribbon cable. A pad or strip front-end board, described in section 5.2.8, is connected to each
pad or strip adapter board respectively, using a high-density low-proőle connector.

As for all TGCs in ATLAS, each sTGC wedge is enclosed around its periphery by a gas-tight
envelope that is continuously ŕushed with CO2. This is done to maintain a dry atmosphere around
the HV elements, as well as to dilute any possible leak of the operating gas. If traces of n-pentane
are detected in the CO2 stream at the output of a wedge, HV and LV as well as gas supplies are
automatically switched off, and an alarm is activated. The gas channel also serves (in conjunction
with the copper ground skins of the detectors themselves) to complete the Faraday cage surrounding
the detectors, adapter boards and front-end electronics. The connectors for the front-end boards
protrude through sealed slots in the Faraday cage; the front-end boards thus sit outside the gas
channel. The Faraday cage is completed by electrical shielding mounted around the front-end boards,
to which the cooling pipes (described in section 5.2.11) are connected by a system of thermally
conductive clips.

5.2.6 Extending the endcap alignment system

The ATLAS muon endcap alignment system [84] is based on the concept of calibrated alignment bars
connected by optical lines. Each alignment bar is a hollow aluminium tube, very precisely measured,
containing precisely calibrated instrumentation to monitor its own length and deformations.

The smallest alignable units of the NSW are the Micromegas and sTGC quadruplets. The
alignment system monitors the rotations and translations of the quadruplets, as well as a limited
number of deformation modes. Within the individual quadruplets, it is assumed that the internal
geometry does not change (apart from the allowed deformations); however, it is not assumed to
be ideal: data taken during the construction of the quadruplets allow the as-built position of each
individual strip to be reconstructed with respect to the coordinate system of the quadruplet.
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Each NSW has 16 alignment bars, one in each sector, unlike the EM and EO Wheels (and the
original EI wheels), which have only eight. This doubling allows Brandeis CCD Angle Monitors
(BCAMs) on the alignment bars to see both sTGC wedges and both Micromegas wedges in each
sector. The NSW alignment bars are mounted in the Large-sector and Small-sector spokes (see
section 5.2.3), and connected to each other and to the adjacent chambers by a network of optical
lines, where CCD cameras in BCAMs [84] mounted on the alignment bars monitor the positions
of light sources mounted on the chambers and on BCAMs on the neighbouring alignment bars.
The NSWs are aligned with respect to the other wheels of the endcap MS using the existing Polar

alignment corridors, which traverse tightly constrained unobstructed paths through holes and gaps
in detectors and support structures, and through dedicated hollow tubes passing through the endcap
toroid cryostats. Polar BCAMs are therefore positioned on the eight Large-sector alignment bars,
in the same positions as the former EI polar BCAMs. Azimuthal alignment corridors connect all
the alignment bars to their neighbours, as shown in őgure 60(a), with BCAMs on the alignment
bars pointing at light sources on the nearest neighbour BCAMs in both the adjacent Large and Small
sectors (Large-to-Large and Large-to-Small, or Small-to-Small and Small-To-Large). The optical
connections among the 16 alignment bars and the 64 wedges in each endcap are illustrated in őgure 60.

Quadruplets on each sTGC or Micromegas wedge must be aligned with respect to the adjacent
alignment bars. Proximity lines connect the BCAMs on the alignment bars to light sources on the
sTGC and Micromegas wedge surfaces inside the 27 mm gaps between the sTGC and Micromegas
wedges in each sector. Light injectors located at the periphery (“rim”) of the NSW illuminate optical
őbres. The ends of these őbres are held in precisely determined positions on the alignment source
platforms (mentioned in sections 5.2.4 and 5.2.5 above) installed on the sTGC and Micromegas
wedge surfaces. Each wedge has 18 platforms glued to its surface. In the sTGC wedges, six of these
(in two lines of three) are glued to the outermost quadruplet in the wedge, nine (in three lines) to the
middle quadruplet, and three (in one line) to the innermost quadruplet. In the Micromegas wedges
nine platforms (in three lines) are glued to the outer quadruplet and nine (in three lines) to the inner
quadruplet. Each platform holds two or four optical őbre ends. The Micromegas and sTGC platforms
are sufficiently close to each other that the BCAMs on the alignment bars can each see ten light sources:
two each from two Micromegas platforms and two from each of the corresponding sTGC platforms,
and two from its partner proximity BCAM on the opposite side of the sector. The positions of the
source platforms are precisely measured using photogrammetry with a resolution of about 50 µm.
Their positions are measured with respect to the RASNIK masks that locate the strip positions on the
Micromegas readout boards, and to the brass edge-features (see őgure 59(b)) that determine the strip-
pattern alignment of the sTGC cathodes; thus, for both Micromegas and sTGC the source platform
positions are directly related to the positions of the readout strips. The positions of the illuminated
őbre ends on the source platforms are continuously monitored by BCAMs on the alignment bars.
The alignment system can detect and measure chamber movements as small as 40 µm [84].

5.2.7 NSW electronics

The trigger and readout electronics for the NSW are closely intertwined. Three interconnected
pathways are illustrated in őgure 61: the Trigger and Timing path, described in section 5.2.8, the Data
Acquisition and Readout path, described in section 5.2.9, and the Conőguration and Monitoring Path
(see section 7.7). Each of these pathways has elements located directly on the sTGC and Micromegas
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Source platforms

(b)

Figure 60. Alignment rays in the NSW. (a) Alignment bars (green) in the spokes supporting the Large sectors
occupy the positions previously őlled by the old EI alignment bars. They are called the Small-sector bars
because the spokes supporting Large sectors sit in the Small sectors on either side of each Large sector. The
Small-sector bars are connected by polar rays to the EM alignment bars exactly as the original alignment
bars were. They are connected to each other and to the Large-sector alignment bars (grey, located in the
spokes supporting the Small sectors) by azimuthal rays (magenta) connecting BCAMs (grey boxes) with
integrated light sources to each other. (b) The Small-sector bars are connected to the Large-sector sTGC and
Micromegas quadruplets (shown transparent), and the Large-sector bars are connected to the Small-sector
sTGC and Micromegas quadruplets, by proximity rays (yellow) connecting BCAMs on the bars to light
sources on platforms mounted on the quadruplet surfaces (small magenta rectangles). The Small-sector bars
also have BCAMs that connect them to EM (Big Wheel) alignment bars via the polar alignment rays, shown
in yellow and pointing toward the right, and to sources on the BIS78 chambers (grey-yellow rays pointing to
the right), and to sources on the BEE chambers (grey-yellow rays pointing to the left).

wedges, in the “Rim Crates” mounted at the outer radius of the NSW, and in the service cavern
USA15. This section describes only what is located on the NSWs: the front-end electronics, the
sTGC Pad Trigger, and the additional elements that provide inputs to the NSW-TP for the sTGC and
Micromegas strip triggers, and to the data acquisition system. The NSW-TP and FELIX aggregator
that deliver the data to the ATLAS trigger and data acquisition systems are described in sections 7.3.3
and 7.6.1. More detailed descriptions of the architecture, design considerations, and functionality of
all the electronics described in this section are provided in ref. [85].

CERN ASICs. The following ASICs developed at CERN and used extensively in other experiments
as well as ATLAS are fundamental elements of the NSW electronics design:

• GBTx: the Gigabit Transceiver [86] aggregates many slow serial E-LINKs into a single serial
link running at 4.8 Gb/s
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Figure 61. Overview of the NSW electronics on- and off-detector electronics and their connectivity. The
front-end boards are connected directly to the detectors (left box). Also mounted directly on the wedges are
the ADDC boards for the Micromegas trigger (upper blue box) and the L1DDC used for readout by both
detectors (lower blue box). The boards for the sTGC Pad Trigger are located in the Rim Crates of the NSW
(central pink box), which also contain the Routers for the sTGC trigger, the Rim-L1DDC and an LVDB. Every
NSW electronics board installed in the ATLAS cavern has a GBT-SCA for conőguring and monitoring its
components. Off the detectors in USA15 (right box) are the NSW-TP and the FELIX aggregator that deliver
the data to the ATLAS trigger and data acquisition systems, and are described in section 7.

• GBT-SCA: every NSW board includes a uniquely identiőed GBT-SCA [87] (see section 7.7)
for conőguration, calibration and monitoring using the GBT-SCA OPC UA Server. Each
GBT-SCA includes a 31-channel 12-bit ADC for monitoring the temperature sensors, on-chip
temperatures and voltage power levels of the front-end boards. It is conőgured via the FELIX
(section 7.6.1).

• FEAST: the FEAST [88] is an integrated DC-to-DC convertor providing up to 10 W of power
at the voltages required by the ASICs on the NSW boards, in the range 1.2 V to 3.3 V, from an
input supply in the range of 5 V to 12 V DC. All the NSW boards are powered by the FEAST.

• Versatile Links: the Versatile Link Transceiver (VTRx) and Unidirectional Twin-Transmitter
version of the VTRx (VTTx) are radiation tolerant optical link interfaces, transmitting data
between on-detector and off-detector electronics at up to 5 Gb/s [89].

NSW custom ASICs. The NSW electronics rely on a number of custom ASICs, described in this
section. The VMM and ROC are designed to work in both NSW subsystems, while the TDS and
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ART are speciőc to the sTGC and Micromegas, respectively, and supply the inputs required by their
respective NSW-TP algorithms.

VMM. A new, highly conőgurable custom Ampliőer-Shaper-Discriminator (ASD) front-end ASIC,
the VMM3a [90], was developed for both the sTGC and Micromegas front-end boards. The VMM
can read out, amplify and shape, and provide peak őnding and digitisation for up to 64 channels
from the negative anode strip signals of the Micromegas, or the negative wire-group signals, or
positive cathode strip or cathode pad signals of the sTGCs. Thresholds can be set independently for
each channel, and a conőgurable option can also read out the peak charge of the nearest neighbours
of strips with signals above threshold, so that a cluster of at least three strips can always be used for
centroid-őnding. The VMM also provides trigger outputs from the sTGC pads or strips, or from the
Micromegas.

The VMM has four independent output paths, of which three are used in the NSW:

• Precision (10-bit) amplitude and (effective) 20-bit timestamp readout at L1A13 with 250 ns
deadtime per channel and a 64-deep FIFO per channel guaranteeing no data loss for a trigger
latency up to 16.0 µs;

• Serial out Address in Real Time (ART) synchronised to a 160 MHz clock, used to provide a
6-bit address of the őrst strip above threshold for the Micromegas trigger;

• Parallel prompt outputs from all 64 channels in a variety of selectable formats for the sTGC
trigger, including a 6-bit ADC. When a peak is found in the sTGC strips, its amplitude is
digitised in 6-bits and immediately sent serially, one line per channel, to the strip-Trigger Data
Serializer (TDS).

Readout Controller. Present on all the FEBs, the ReadOut Controller (ROC) [91] receives L0A
and L1A bits from the trigger (see section 7.3). On receipt of a L1A,14 the ROC reads out data from
the VMMs. The VMM writes to the ROC with an output bandwidth of 640 Mb/s (512 Mb/s before
8b/10b encoding). Each ROC receives and processes data from up to eight VMMs, and transmits
the output to the L1DDC.

sTGC Trigger Data Serialiser. The TDS [92] is a single ASIC designed with two operation modes
to handle pad and strip signals from the VMMs on the sTGC FEBs, respectively denoted “pad-TDS”
and “strip-TDS”. In either mode, the TDS consists of 64-channel interfaces to two VMMs, as well as
a Preprocessor and a Serialiser. A pad-TDS reads out up to 104 pads, and a strip-TDS up to 128 strips.

ART. The ART chips [93] on the Micromegas ADDC boards receive the six-bit address of the strip
that őred őrst in a BC from each of 32 VMMs, and aggregate the addresses (and only the addresses)
of the őred strips that are the inputs to the Micromegas strip trigger algorithm in the NSW-TP.

13Level-0 Trigger Accept (L0A) after Phase-II upgrades.
14L0A for HL-LHC.
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NSW Front-End Boards. As far as possible, the Micromegas and sTGC share front-end electronics
components: the highly conőgurable VMM was designed to meet the requirements of both
technologies, and all the front-end boards use the same ROC to buffer and process signals from the
VMMs for readout and transmit them to the L1DDCs, as described in section 5.2.9. All use the
GBT-SCA for slow controls. The FEBs are all described in detail in ref. [85]. The left-hand box of
őgure 61 illustrates the major similarities and differences between the three types of FEB. The FEBs
all receive power from Low Voltage Distributor Boards (LVDBs), described in section 5.2.7.

sTGC Front-End Boards. The sTGCs have two types of front-end boards: the strip Front-End
Board (sFEB) to read out the strip signals, and the pad Front-End Board (pFEB) to read out the pad
and wire signals. Each sFEB has six (outer and middle quadruplets) or eight (inner quadruplets)
VMMs, depending on the number of strips Ð one VMM can read out up to 64 strip channels. Each
pFEB has three VMMs: two for the pads and one for the wires. Both types of FEB use the ROC to
prepare VMM signals for readout via an L1DDC (section 5.2.7). Both use TDS ASICs to digitise
signals for the NSW-TP, as described in section 5.2.8. There is one TDS on the pFEB, connected to
two VMMs (the third VMM on the pFEB reads out the wires, which are not used in the trigger, and
therefore requires no TDS). The pad-TDS transmits serialised pad hits to the Pad Trigger. Every
sFEB has a TDS connected to each pair of VMMs that tags all active strip charges with the Bunch
Crossing IDentiőer (BCID) and saves them in its ring buffer, awaiting possible selection by the Pad
Trigger for transmission to Routers in the Rim Crates. Communications between the ROC and the
L1DDC, and between the pad-TDS, the strip-TDS and the Pad Trigger and Router, all use miniSAS
twin-axial ribbon cables.

Micromegas Front-End Board. The Micromegas have a single type of front-end board, the
MMFE8, that acts as an interface between the Micromegas detectors and the trigger (ADDC) and
data acquisition (L1DDC) electronics cards. Each MMFE8 has eight VMM chips to read out the
strips. Each VMM sends signals for the trigger to an ART ASIC on an ADDC board. A ROC
formats and buffers VMM strip signals for transmission to an L1DDC. All signals to the L1DDC
and ADDC are sent over miniSAS twin-axial ribbon cables.

Trigger, Readout and Low voltage On-Detector Boards. The sTGC and Micromegas provide
different types of data to the trigger and to the DAQ readout. The Level-1 Data Driver Cards
(L1DDCs) aggregate and transmit the data acquisition readout for both technologies. The Micromegas
have an additional set of cards mounted directly on the detectors, the ADDCs, which transmit
the addresses of the strips with the őrst hits to the NSW-TP (see section 5.2.8). This section also
describes the LVDBs used to distribute power, the Router cards used by the sTGC strip trigger, the
sTGC Pad Trigger Boards, and the Serial and LVDS Repeaters.

Level-1 Data Driver Card (L1DDC). The L1DDC [94] is an intermediate element in the DAQ
system for both the Micromegas and sTGC detectors. It is transparent to the type of data being
transmitted or received. It combines the three pathways listed above (Trigger and Timing, DAQ
and Readout, Conőguration and Monitoring) into one or more bidirectional optical links (VTRx).
Each L1DDC collects detector signals and monitoring data through E-LINKs to a GBTx [89],
which then transmits the data to the relevant back-end systems through bidirectional (VTRx) or
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unidirectional (VTTx) optical őbre links at 4.8 Gbps each. The links are powered by FEAST DC-DC
converters. The L1DDC also distributes synchronous clocks, and trigger and conőguration data
from the back-end systems, to the FEBs.

The NSW uses three different types of L1DDC boards, all made with the same custom radiation-
tolerant ASICs, including GBTx for high-speed serialisation and deserialisation, Gigabit VTRx
optical transceiver and transmitter modules, and a GBT-SCA to monitor voltages and temperatures
and to conőgure the ROC on the FEBs. The Micromegas and sTGC detectors have slightly different
L1DDC boards mounted on the wedges to read out the strips, as well as the sTGC pads and wire
groups. When a L1A initiates the transfer of data buffered on a ROC, the data are transferred to a
GBTx that, in turn, drives the output to FELIX over the optical links. The Micromegas L1DDC
contains three GBTx ASICs so it can read out eight MMFE8s within one detector layer. A common
L1DDC board design, with room for two GBTx chips, is used for sTGC strips and for sTGC pads
and wires, although the L1DDCs for pads and wires have only one of the two GBTx chips installed.
Each sTGC L1DDC reads out the three FEBs on one side of one detector layer within a wedge. The
Rim-L1DDC is mounted in the NSW Rim Crates (see őgure 61) and provides readout of the sTGC
Pad Trigger input hits and its output decisions. The GBT-SCA on the Rim-Crate L1DDC conőgures
the Pad Trigger and the eight Router cards in the sTGC trigger path. Low-jitter synchronous clock
signals for the Pad Trigger and Routers can be provided either from the GBTx on the Rim-Crate
L1DDC or from a direct őbre from USA15.

Each Micromegas wedge layer requires two L1DDCs (eight in total per wedge) mounted at
intervals along the outside edges of the wedge, on both edges. The sTGC on-wedge L1DDCs are
also mounted on both edges. There are eight on each wedge in total, one each for the pFEBs and
sFEBs of each layer.

ART Data Driver Card (ADDC). The Micromegas ADDC contains two ART ASICs, each
receiving data as described above in section 5.2.7 from four MMFE8s, and thus from 32 VMMs, all
treated as independent data streams by the ART. Each ART transmits its data to a GBTx, which in
turn transmits it to the NSW-TP through one of the two transmission channels of a VTTx.

sTGC Pad Trigger Board. In order to place the track őnding and extrapolation logic in a less
harsh and more accessible location, a coincidence, typically requiring at most a three-out-of-four
coincidence of pads in each of the four-layer quadruplets, is used to choose the relevant bands of
strips to be sent off-detector (as described in section 5.2.8). This substantially reduces both the
required bandwidth and the amount of centroid and track-őnding logic. The board responsible for
this decision-making is the sTGC Pad Trigger [85], located in the Rim Crate for each sector, and
implemented in radiation- and magnetic őeld-tolerant electronics. Placing the boards at the rim of
the wheel, where radiation is less intense, allows the ŕexibility of forming the pad tower coincidence
in programmable logic on FPGAs. Each Pad Trigger board receives 24 input links (three per layer)
at 4.8 Gb/s from the pad-TDS ASICs on the pFEBs of the sector. The Pad Trigger sends outputs
of its logic to the strip-TDSs on the sFEBs via MiniSAS ribbon cables, to the NSW-TP via optical
VTTx, as well as sending the pad hit readout data directly to FELIX via E-LINK.

sTGC Router. The sTGC Router [95] serves as a packet switch for routing strip charge information
from the strip-TDS on the sFEBs to the sTGC Trigger Processor (TP) [85]. There is one per layer
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for each sector. They are implemented in radiation- and magnetic őeld-tolerant electronics and sit in
the sector’s Rim Crate with the Pad Trigger board.

sTGC Serial and LVDS repeaters. Signals on the fast copper TwinAx connecting the FEBs to
the Pad Trigger and the Router suffer excessive attenuation if the cable length exceeds about 5 m.
The pad-TDS to Pad Trigger and strip-TDS to Router links operate at a speed of 4.8 Gb/s; the Pad
Trigger to strip-TDS at 640 Mb/s, based on LVDS signals. Serial and LVDS Repeaters [96] (as
appropriate) are therefore placed on all these lines to mitigate the attenuation.

Low Voltage Distributor Board. The input power to the FEASTs on all the NSW on-detector
electronics is supplied by New Generation Power Supplies from CAEN (NGPSs) located in US15. The
NGPSs provide 280 V to the Intermediate Conversion Stage (ICS) [85] modules (see section 5.2.11),
which convert it to 11 V and supply the electronics through the LVDBs. One LVDB can supply up
to eight front-end boards (analogue section) and up to four digital boards (digital section). Each
Micromegas wedge has eight LVDBs which act as splitters for the channels from the ICS. Every input
channel is connected to eight MMFE8s, with an individual fuse for each MMFE8. There are two
types of sTGC LVDB: one mounted on the Faraday cage of each wedge (64 in total), and one in each
Rim-Crate (of which there are 32, one per sector). The on-wedge LVDBs have fuses for each FEB,
and each of the four LV power supply channels corresponds to all the FEBs on one detector layer (three
pFEBs and three sFEBs); they also power the on-wedge L1DDCs. The Rim-Crate LVDBs aggregate
two power supply channels each, and power all the Rim-Crate electronics. The Serial Repeaters
typically draw power from a nearby L1DDC or, in a few cases, from a nearby LVDS Repeater.

5.2.8 Trigger

The overall requirements for the trigger electronics (and for the data acquisition Ð section 5.2.9) are
stringent: the trigger decision has to arrive at the Sector Logic (SL) within 1075 ns (43 BCIDs)
of the collision, and nearly half this time is required for őbre and cable delays. The on-detector
electronics must be radiation-tolerant to 3000 Gy, and operate in a highly inhomogeneous magnetic
őeld, exceeeding 0.5 T in places. Once the detectors are assembled, access to their electronics is
extremely limited: most of the FEBs are completely inaccessible, and most of the Rim Crates are
only accessible during shutdowns long enough for the NSW to be moved out of its running position.
The trigger is therefore designed so that it still functions efficiently even if only a subset of the
detector layers are operational, and some key components are redundant. Despite the fact that the
NSW consists of two very different detector technologies, many components were designed to be
used by both. A deőning aspect of the architecture is the use of FELIX (see section 7.6.1) for the
Readout, Conőguration and TTC distribution paths.

The L1 Muon trigger for Run 3 is described in section 7.3. As in Runs 1 and 2, forward muon
triggers require track segments in the TGCs of the EM-TGCs; however, for Run 3, in order to reduce
the fake rate, the requirement of a matching segment in the NSW is added to the L1 Muon Sector
Logic trigger decision.

This section focuses on relevant features of the detectors designed for NSW triggering, and
on the trigger functionality of the front-end electronics located on the detector, and on the rim
of the NSW. Three distinct trigger pathways identify potential signals from the NSW: the sTGC
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Pad Trigger, the sTGC Strip Trigger and the Micromegas Trigger. The Pad Trigger (described in
section 5.2.8) provides an initial RoI deőned by an eight-layer coincidence “tower” of pads, deőning
an azimuthal range (identiőed by a “𝜙-ID”) that is used directly by the TP, and a radial range (the
“Band-ID”) that uniquely determines which group of sTGC strips should be read out by the sTGC
Strip Trigger. The sTGC Strip Trigger performs fast cluster-őnding using only strips within the
range of the Band-ID indicated by the Pad Trigger, as described in section 5.2.8. The Micromegas
Trigger runs independently of the sTGC triggers, looking for particle “roads” based around the őrst
Micromegas strip channel to őre for each VMM; this is explained in section 5.2.8.

The Pad Trigger runs in the Rim Crates on the NSWs, while the sTGC Strip Trigger and the
Micromegas Trigger algorithms run in the NSW-TP, located off the detector in the Service Cavern
USA15. At each bunch crossing, the NSW-TP looks for local track segments that point to the IP, and
sends them to the Sector Logic to corroborate muon triggers from the EM-TGC. The track segments
are inputs to the L1-Muon trigger decision, described in section 7.3.

sTGC pad trigger. The VMM sends a discriminated pulse to the pad-TDS from its threshold-
crossing circuit as described in section 5.2.7.

The pad signals are captured every BC. The pad-TDS has per-channel programmable delays that
compensate for the different time-of-ŕight and pad trace lengths to the VMM. At the end of the BC,
the őring status of all the channels is multiplexed and serialised by the pad-TDS, and the vector of pad
“hit” bits in a gas gap is sent within one BC to the Pad Trigger Board in the Rim Crate for the sector.

To reduce the number of strip channels to be read out, while keeping the number of physical
pads small, pad patterns are staggered across the four layers of each detector wedge by half a pad in
both directions to make logical towers corresponding to RoIs built from virtual pads one quarter the
area of a physical pad (about 4 cm in radial extension), typically corresponding to about 13 strips).
The geometry of the pad offsets between the two wedges in each sector ensures that these logical
towers point toward the IP.

Because a pad-TDS reads out at most 104 pads per cathode board, this is the maximum that can
be used in the trigger. Some pad cathode boards of the innermost quadruplets have up to 112 pads,
and in these cases the pads at the smallest radii are not used in the trigger; however these pads are not
in the region |𝜂 | < 2.4 covered by the EM-TGC trigger that the NSW trigger is required to conőrm.

The Pad Trigger uses the inputs from the pad-TDS on each of the four layers of the three
quadruplets in each of the two sTGC wedges of its sector to tag a bunch crossing and identify the
band of strips passing through the triggered tower in each layer that must be selected for readout
from the strip-TDS. Every pattern corresponding to a logical pad tower is checked to see if at least
three out of four layers in both quadruplets have hits. There are approximately 4000 possible trigger
“candidates” (logical pad towers corresponding to tracks from the IP) in a Large sector and about
1800 in a Small sector, which are stored in LUTs.

The 𝜙-ID of towers satisfying these criteria is sent to the NSW-TP, as well as directly to the
FELIX for readout. The Band-ID is sent to the strip-TDS on the sFEBs to request the corresponding
band of strips in each layer for their associated BCID.

sTGC strip trigger inputs. Each layer of each quadruplet has three (four for the inner quadruplets)
strip-TDS chips on its sFEB. At each BC, the Pad Trigger can request up to four strip-TDS chips
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per wedge-layer, and at most one candidate per strip-TDS, to select and send data for a band of
strips. The strip-TDS in each layer that holds a selected band transmits its digitised strip charges for
that BCID to a Router in the Rim Crate. The data transmitted include the BCID, band-ID, 𝜙-ID
and the strip charges. Although data from 17 strips (the 13 in the RoI and two neighbouring strips
on either side) are serialised, there is only enough time to send 120 bits of data from the strip-
TDS in one BC. Since the size of a muon cluster is typically around four to őve active strips, it is
possible to reduce the number of strips transmitted from 17 to 14 and add one bit indicating whether
the highest or lowest 14 are selected. The Router has inputs from nine strip-TDS chips; however,
only four TDS inputs are active for any given BCID. For each BCID, the Router selects the four
active strip-TDS inputs requested by the Pad Trigger and sends their data to the centroid-őnding and
track-extrapolation logic in the NSW-TP via four optical őbres per layer. The sTGC strip trigger
algorithm in the NSW-TP is described in section 7.3.3.

Micromegas trigger inputs. The address of the őrst strip channel in a BC to őre for each
VMM is transmitted to the ADDC, which aggregates and forwards the address data (as described in
section 5.2.7) to the NSW-TP. At most eight hits per ART are forwarded to the NSW-TP per BCID
(see section 5.2.7). The Micromegas trigger algorithm in the NSW-TP is described in section 7.3.3.

NSW trigger processor. The right-hand box of őgure 61 illustrates the connectivity of the
NSW-TP, which is located off the detector, and described in detail in section 7.3.3. The sTGC strip
trigger and the Micromegas trigger algorithms run independently on separate FPGAs in the NSW-TP,
which then merges the sTGC and Micromegas candidate segments and sends at most eight merged
NSW candidate segments for each BCID to the Sector Logic to be compared with EM-TGC muon
candidates. Inputs and outputs are also sent to the FELIX.

5.2.9 Data acquisition and readout

Micromegas strips are read out [85] through the MMFE8; sTGC Strips are read out through the
sFEBs, and pads and wire groups through the pFEBs. All data from all Micromegas readout strips
and sTGC pads, wire groups and strips with signals above threshold (along with the signals of the
neighbouring channels in the case of the strips) are digitised using the 10-bit ADC of the VMM
ASICs on the respective FEBs. The digitised signals are buffered on the VMMs until a L1A15 is
received from the CTP. Zero data loss is guaranteed for a maximum latency of 16 µs, but if the VMM
readout is delayed for longer, new data are lost; however, this far exceeds the latency requirements
for Run 3, unchanged from Runs 1 and 2. The ROC ASIC on all of these FEBs (described above in
section 5.2.7), receives L0A and L1A bits from the CTP via FELIX (see section 7.3). On receipt of
a L1A,16 the ROC reads out data from the VMMs and transmits it to the FELIX via the GBTx on the
L1DDCs mounted on the wedge.

5.2.10 Temperature and magnetic field sensors

The magnetic őeld is complicated and highly non-uniform in the region occupied by the NSW. To
measure it in situ, twelve 3D Hall probe cards per Large sector, similar to those that were mounted

15From Run 4, this will be a L0A.
16L0A at HL-LHC.
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on the MDT chambers of the original EI wheels [3], are mounted on the inner (IP-facing) faces of
each of the Large-sector sTGC wedges in the plane farthest from the IP (four per quadruplet).

All Micromegas wedges have nine temperature sensors (NTC 10K thermistors) mounted on the
same surface as the alignment source platforms (the surface facing toward the corresponding sTGC
wedge). All sTGC wedges also have nine of these temperature sensors, epoxied in locations spread
over the full surface of the non-alignment (outward) face. All Micromegas and sTGC wedges have
four additional NTC sensors, mounted on the cooling water inlet and outlet pipes on either edge of
the wedge (section 5.2.11).

The B-őeld sensors and temperature sensors are all read out through ELMB modules [44] in
crates at the rim of the NSW. ELMB is a general-purpose plug-on board developed by the ATLAS
collaboration for various detector control tasks, and used since the beginning of Run 1.

5.2.11 Services

The NSWs re-use, as far as possible, the services installed for the original EI wheels, including the
gas racks that supplied the TGCs, which use the same n-pentane/CO2 mixture as the TGCs, MDTs
and CSCs. The MDT gas system was modiőed to re-purpose the racks supplying the original EI
wheel. The former CSC gas system was modiőed to supply the Micromegas detectors with a new
gas mixture. The TGC gas system distribution racks were modiőed to allow the supply of the new
chambers in the NSW.

The LV requirements of the NSW are different from those of the original EI wheels, and required
a new system, described in section 5.2.11. Its greater power consumption required upgrades to the
chilled water cooling systems of ATLAS, which now provide 175 kW to each side of ATLAS.

Gas distribution.

Micromegas gas. The Micromegas use a mixture of 93% argon, 5% CO2 and 2% isobutane
(iC4H10). The mixer is required to supply a nominal ŕow of 600 l/h, with 32 ŕow cells calibrated to
receive the same mixture at a ŕow of up to 30 l/h per ŕow cell. The Micromegas gas is supplied to
each wheel through 16 input channels, each serving two wedges in the same plane of azimuthally
adjacent Large or Small sectors. A bundle of eight inlet pipes goes to the upper half of each wheel
and another to the lower half. Four of the eight pipes serve one quadrant, each supplying two adjacent
Large or two adjacent Small wedges. Each pipe then splits into four at a manifold, with an input line
going to each edge of each of the two wedges served. Gas enters the Micromegas wedges at the outer
rim. Impedances in the input lines and manifolds respectively ensure uniform gas ŕow through every
wedge of the same type and through every layer of a wedge. The gas is provided to each detector
layer in every sector via two intermediate buffer volumes. The average gas pressure in the chambers
is 0.1 kPa to 0.2 kPa above atmospheric pressure, depending on the height of each chamber. Gas is
provided simultaneously to both inlets of the outer module and distributed by two small pipes to the
inner module. The outlet of the inner module goes to the return line. Outlet lines serving the same
groupings of detectors as the inlet lines are connected at the inner end of each wedge.

sTGC gas. The sTGCs use the same strongly quenching mixture of 45% n-pentane and 55% CO2

as the existing TGCs, also at atmospheric pressure. The TGC gas system was modiőed to add 12
channels for the n-pentane:CO2 mixture and two channels for the CO2 envelope. The CO2 channel
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surrounding the sTGC gas volumes, described in section 5.2.5, is exhausted to a line equipped with
ŕammable gas sniffers, so that in case ŕammable gas should leak from the detectors, it would be
detected in the output of the CO2 channel, and not escape into the ATLAS cavern.

The maximum ŕow rate for the entire TGC gas system for Run 3, including the sTGC, remains
5000 l/h. This does not constrain the sTGC ŕow rate, and will change after LS3, when the gas-mixing
system will be modiőed. Gas is supplied to each wheel through two main gas input channels, each
connected to a manifold distributing the gas to the eight sectors of the upper or lower half of the
wheel. Calibrated ŕow restrictors ensure that all wedges, Large or Small, receive the same number
of volume exchanges per day, irrespective of their position on the wheel. To ensure uniform ŕow and
avoid damaging multiple layers in case of accidental contamination with dirt or debris, each layer of
the wedge is separately supplied. Gas enters each layer at one side of the small end of the innermost
quadruplet and follows a serpentine path around the ends of the wire supports inside the gas gap, until
it reaches the corner of the large end of the same side of the quadruplet, passes through a tube into
the second quadruplet, and then passes in the same way to the outermost quadruplet, őnally exiting at
the outer radius of the wedge. There are thus four gas input channels entering the wedge at the inner
radius and four gas outlet channels leaving it at the outer radius, all on the same edge of the wedge.

Grounding. The grounding of the MS was designed [85] to follow the overall ATLAS policy [97]:
for the deőnition of the DC level, and for safety, all wedges are connected from one point to the
ATLAS structure ground. This “star” grounding does not allow currents to circulate in ground
loops. It is, however, difficult to adhere strictly to this ideal in practice, and additional grounding
connections were added in many places during construction and commissioning of the sTGC and
Micromegas detectors to suppress noise.

High voltage distribution. The sTGC anode wires are biased at 2.8 kV during running for optimal
efficiency. A single HV is supplied to all the wire groups in a single gas volume of each quadruplet,
except for the innermost quadruplets, where the wires are divided in two, and the inner- and
outer-radius ends of each gas volume receive separate HV. Each of the 32 wedges in each NSW
thus requires sixteen HV channels in total, connected to the wedge with a single, multi-channel
Lemo-Redel connector. The Safe High Voltage (SHV) cables from the distributors connect to
patch-panels on the rim of the wheel. Like all the HV and LV systems of the ATLAS MDT, RPC
and TGC, the NSW HV distribution uses the CAEN EASY (Embedded Assembly SYstem) Crate
system, with EASY 3000 crates containing the power supplies and HV modules placed in racks in
UX15, and mainframes and branch controllers in the USA15 cavern. The AC-DC power supplies in
the US15 service cavern are the same that were used for the TGC of the original EI-wheel, and the
original power cables are also reused. The HV distributors occupy the two racks in the main UX15
experimental cavern previously used for the original EI wheel TGCs. The HV modules that powered
the original EI wheel TGCs are re-used, supplemented with new, additional radiation-hard modules.
Their cables were all replaced with new ones for Run 3.

Low voltage distribution. The 7500 on-detector electronics boards of the NSW draw about
110 kW of power in aggregate. The boards are all powered by FEAST ASICs [88], which can
operate from an input supply of at most 12 V. As mechanical and thermal considerations limit the
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permissible cable bulk and require a supply of at least 48 V DC, a power conversion stage on the
detector is therefore necessary: the ICS.

The ICS is required to withstand up to 96 Gy of ionising radiation, up to 5.8 × 1012 of 1 MeV-
equivalent n/cm2, and single-event hadron ŕuences exceeding 1012 p/cm2 (E>20 MeV), and to
function in a magnetic őeld of up to (or perhaps exceeding) 0.5 T. The ICSs are installed near the
rim of the NSW, water-cooled, monitored and controlled remotely.

Each ICS module provides eight LV channels. The Micromegas system requires 80 ICSs (őve per
sector), and the sTGC system needs 48 ICSs (three per sector), for a total of 1024 LV channels in all.

Cooling water. Numerous chips on the front-end boards of both Micromegas and sTGC wedges
require water cooling, as do the L1DDCs of both technologies and the ADDCs of the Micromegas,
as well as the ICS for the LV power, the repeaters, and the electronics in the Rim Crates at the edge of
the wheel. For each wheel, two cooling loops supply the eight upper and lower sectors of the wheel
respectively. The maximum height difference between elements supplied by the same loop is therefore
3.6 m. Cooling pipes from the cooling station enter each wheel via the ŕexible chains. A manifold
splits the input ŕow into twenty individual lines, eight for the Micromegas sectors, eight for the sTGC
sectors, and four supplying the rim electronics. In each line, ŕow can be switched off by means of a
manual cut-off valve, and adjusted by means of a needle valve. An identical manifold, with the cut-off
valves but without needle valves, combines the return lines from the sectors and rim electronics.

The Micromegas wedges take advantage of the hollow spacer frame between them, which
contains integrated stainless steel cooling channels. The sTGC have no access to the central spacer,
so their cooling water circulates along the radii of the wedges: each sTGC wedge has two cooling
loops, one on each long edge, outside the main Faraday cage, with both the inlet and outlet at the
outer radius. The cooling pipes are made of copper, bent to route them through the hot zones of all
the FEBs, and thermally coupled via conductive foam and metal connectors to the heat-emitting
chips. They then loop through the L1DDC at the outer radius before exiting the wedge. To minimise
the risk of leaks, the cooling loop on each side is a single continuous loop, with electrically insulating
connectors placed as far as possible from the wedge electronics.

The FEBs have built-in temperature monitoring, and temperature sensors are also mounted on
the input and outputs of the cooling pipes and on the outer surfaces of the sTGC and Micromegas
wedges, as described in section 5.2.10, ensuring that a cooling failure would be rapidly detected.

5.3 Upgrades to the Muon Spectrometer Barrel coverage

This section describes all upgrades to the Barrel MS since Run 1. MDT chambers serve as the
primary precision tracker for the entire barrel of the ATLAS MS, as well as for the EM and EO
stations of the endcaps; however, because of the relatively large 30 mm diameter of the individual
drift tubes, they have long drift times, are subject to high occupancies in regions where background
rates are high, and there are some regions of the detector where space is very tight. The RPCs that
provide the barrel muon trigger are subject to similar constraints. In response to these challenges,
new, smaller-volume versions of both technologies have been developed to őll gaps in coverage in
the original MS, and improve trigger coverage in the complicated transition region, where tracks
pass through both barrel and endcap chambers. The sMDT and new RPC technologies are described
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in sections 5.3.1 and 5.3.2 respectively. Chambers added during LS1 and Run 2 are described in
section 5.3.3, and those added in LS2 in section 5.3.4.

5.3.1 Small-diameter MDT chambers

For regions where high backgrounds or tight space constraints make the use of traditional MDTs
impractical, new small-diameter MDT (sMDT) [98, 99] chambers have been developed with a
15 mm tube diameter: half the diameter of the drift tubes of the MDT chambers. Operated with the
same mixture of 93% argon and 7% CO2 gas at 3 bar, with the same gas gain of 20 000, and read
out by the same eight-channel ASD chips, the spatial resolution of the sMDT as a function of the
drift radius is similar to that of the MDT [100] (see section 5.3.4). The average sMDT drift tube
resolution is expected to remain below or around 110 µm, even for the maximum background rates
expected at the HL-LHC in the inner barrel region of ATLAS.

The sMDT spatial resolution and efficiency remain comparable to those obtained with MDTs in
the absence of any background rate, even when rates are increased by roughly an order of magnitude,
because the smaller tube diameter reduces the tube cross section exposed to background radiation
and the maximum drift time from about 720 ns to 175 ns and leads to a strong suppression of the
effects of space charge caused by the photon and neutron background radiation in the cavern [98, 99].
sMDT chambers have shown no ageing up to a charge accumulation on the wire of 9 C/cm [98, 99],
equivalent to several HL-LHC lifetimes in all regions of the detector.

5.3.2 New thin-gap Resistive Plate Chambers

Like the MDTs, the RPCs used in the trigger can also be made more compact and robust, and
faster, by shrinking the gas gap. Each singlet of the ATLAS new RPC with thinner gas gaps
and improved electronics, (“new RPC”), consists of a gas gap of 1 mm between two 1.2 mm-thick
graphite-coated HPL (Bakelite) electrodes, with the precise gap distance maintained by a grid of
insulating polycarbonate spacers placed at 7 cm intervals.

The new chambers are operated with the same gas mixture17 as the original ATLAS RPCs, a
mixture of C2H2F4 (94.7%)-C4H10(5%)-SF6(0.3%), and reach full efficiency at a relatively modest HV
of 5.6 kV with 7 to 10 times smaller average avalanche charge than the legacy RPCs. The rate capability
and lifetime are correspondingly enhanced by a factor 10 with respect to the legacy RPCs [102],
such that the chambers can sustain a 1 kHz/cm2 counting rate over the lifetime of the HL-LHC, at
least twice the requirement for the barrel inner layer [103]. The time resolution of the new RPCs is
better than 350 ps due to the smaller avalanches, resulting in a triplet time resolution of about 200 ps.

5.3.3 Improved coverage in the vicinity of barrel feet and elevator shafts

In the original Run 1 conőguration, there were acceptance holes in the bottom sector (Sector 13) of
the muon spectrometer barrel middle and outer layers due to the gaps required to allow elevators to
pass. In 2013, during LS1, these acceptance gaps in the outer barrel layer were projectively covered
by the “BOE” chambers, mounted below the outer barrel layer. The BOE are standard MDT and
RPC detectors of the original types used throughout the ATLAS MS.

17Studies are in progress to őnd a suitable replacement to conform to environmental requirements at the HL-LHC [101].
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In addition, two “BME” chambers were installed in Sector 13 in 2014, also during LS1, to
cover the elevator holes in the barrel middle layer. The BME stations use sMDT (operated with
spare electronics from the original MDT construction) and new RPC, with new analogue front-end
electronics, similar to the BIS78 chambers described in section 5.3.4. They are mounted on rails,
which allow them to move into a parking position when the elevators are in use. The BME sMDT
chambers were operated in ATLAS throughout Run 2, improving the muon momentum resolution in
these sectors [104, 105] by providing a third track point measurement.

Twelve additional sMDT chambers (BMG) were then installed in the barrel middle layer during
the 2016/17 winter shutdown to őll acceptance gaps inside the detector feet in Sectors 12 and 14
that support the calorimeters, the NSW and the endcap toroid cryostats. These were the őrst sMDT
chambers operated using the newer front-end electronics also used for the BIS78 upgrade, described
in section 5.3.4. The locations of all the chambers described in this section are shown in őgure 62.

Figure 62. Upgraded barrel muon chambers are shown in solid blue, and include the two BOE MDT chambers
and the two BME sMDT chambers, covering the elevator shafts, the twelve BMG sMDT chambers in the
calorimeter feet, and the eight sMDT and new RPC integrated BIS78 modules on Side A of the transition
region between the barrel and endcap.

5.3.4 New BIS78 muon chambers

While the requirement of a matching segment in the NSW will reduce the L1 single-muon trigger
rate in the |𝜂 | > 1.3 region, a similar background exists in the region covered partly by barrel and
partly by endcap chambers (1.0 < |𝜂 | < 1.3). In the original Run 1 conőguration the L1 trigger
rate for muons with 𝑝T > 20 GeV originating from this small region was about 20% of the total L1
trigger rate. As in the region covered by the NSW, this fake-muon background can also be reduced by
requiring a coincidence between the trigger chambers of the EM wheels and an additional inner-layer
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chamber (see őgure 53). In the Large sectors of the MS transition region, the additional trigger inner
layer is provided by the EIL4 TGC chambers (mounted between the barrel toroid coils as shown in
őgure 52(b)), but in the Small sectors, the barrel toroid coils preclude the existence of “EIS” chambers.

To őll these gaps in the Small sectors of the inner layer of the endcap, the barrel inner layer
extends into the transition region, with BIS chambers installed on the surface of the barrel toroid
magnet coils. During Runs 1 and 2, these BIS7 and BIS8 chambers served only for tracking, and
were not part of the trigger: like the other barrel-inner chambers, they consisted only of MDTs.
Because of the limited space between the original EI wheel and the barrel toroid magnet coils (see
őgure 63(a)) the original BIS8 chambers comprised only a single multilayer of MDTs.
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Figure 63. (a) Placement of the BIS78 sMDT and new RPC chambers in the Small sectors of the inner endcap
layer at the interface with the NSW and (b) 3D model of a BIS78 module.

In order to add triggering capabilities in this region and thus reduce the trigger rate in the Small
sectors, the MDTs had to be replaced by a more compact technology with space to add RPCs. Both
the BIS7 and BIS8 MDT chambers on side A of ATLAS were removed during LS2, and replaced
by eight new integrated modules combining integrated sMDT BIS7/BIS8 chambers and separate
BIS7 and BIS8 new RPCs in a single mechanical structure [62] (see őgure 63(b)). Because the new
integrated modules cover the areas formerly covered by the BIS7 and BIS8 chambers (see őgure 62),
they are called “BIS78”. The corresponding BIS7 and BIS8 chambers on side C will be replaced by
BIS78 during LS3 for operation at HL-LHC.

The coverage of the range 1 < 𝜂 < 1.3 with the new RPCs in BIS78 is illustrated in őgure 64,
while the resulting anticipated rate reduction is shown in őgure 53. The new, smaller-volume
technologies are also better able to withstand the high background rates anticipated in this region at
the HL-LHC. The BIS78 chambers constitute a pilot project for the complete replacement of the BIS
MDT layer by the same type of integrated sMDT and new RPC chambers and the addition of new
RPC triplets to the BIL layer after Run 3 for operation at HL-LHC [62]. The impact of the improved
time resolution that could be obtained at the HL-LHC by using new RPCs more extensively in the
BI layer will also be studied with the BIS78 chambers in Run 3.

Like the BIS7 MDT chambers they replace, the BIS78 sMDT chambers consist of two four-
layer multilayers of small-diameter aluminium drift tubes. The two multilayers are separated by
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Figure 64. The őgure shows the 𝜂 − 𝜙 distribution of reconstructed muons with 𝑝T > 20 GeV and associated
to an endcap trigger (from the TGCs of the EM wheels) from track segments in the EI chambers (blue) and in
the BIS chambers (all other colours).
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Figure 65. Cross-sectional view of BIS78 module, with inset 3D view (bottom right) and zoomed view of the
new RPC triplet (bottom left).

a 45.5 mm-high aluminium spacer frame, for an overall sMDT module height of 240 mm (see
őgure 65). The radially outer multilayer, ML2, covers the full area formerly covered by the BIS7
and BIS8 chambers, while the inner multilayer, ML1, covers only the BIS7 area, and is thus always
shorter than ML2 by 30 tubes per layer, to make space for the BIS8 new RPC as shown in the upper
part of őgure 65. The BIS78 outer multilayers, ML2, mounted directly against the barrel toroid coils,
carry the rail supports, the in-plane alignment monitoring system, the external optical alignment
sensors connecting chambers to each other (which are the same as for the Runs 1 and 2 alignment
conőguration) and the magnetic őeld sensors. The new light sources of optical monitoring systems
connecting the barrel to the NSWs are mounted on the inner multilayer, ML1, in the gap between the
sMDT and the new RPC chambers. The new chambers have twice as many electronics channels as
the previous MDTs, in total almost 11 000.

Most tubes in the BIS78 sMDT chambers are 1660 mm long, the full azimuthal width of the
chambers. The őnal 12 tubes per layer at the BIS8 end are in all cases shortened to 1000 mm,
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giving the chambers the “T”-shape seen in the lower right inset of őgure 65 and in őgure 63(b) that
allows them to interleave with the NSW. In order to accommodate NSW support structures, however,
chambers in Sectors 2, 12, 14 and 16 have cutouts where 30 tubes per layer in the BIS7 region have
a reduced length of 1530 mm. Because the NSW support structures are not radially symmetric, the
lengths of the BIS78 chambers are also different from one sector to another, with 108 tubes per ML1
layer and 78 per ML2 layer for Sectors 2, 4 and 6 and, for all the other sectors, 96 per ML1 layer and
66 per ML2 layer. The chambers in the uppermost Sectors, 4 and 6 are identical, as are those in
Sectors 8 and 10; each of the four bottom chambers is unique. There are thus six different sMDT
chamber types in the eight Small azimuthal sectors. The chambers that will eventually be installed
on Side C of the detector (after LS3) are mirror images of the corresponding Side A chambers with
respect to the mid-plane at 𝑧 = 0.

The BIS7 and BIS8 new RPC each consist of three new RPC detector singlets, as described
in section 5.3.2. With the small gas gap and electrode thickness, these new RPC singlets are just
11.8 mm thick. Their readout panels consist of two 0.3 mm-thick PCBs carrying the ground plane
and the strip pattern, respectively, which are glued to either side of a 3 mm-thick FOREX® polyvinyl
chloride (PVC) foam spacer. The ground planes of the two panels constitute the singlet Faraday cage
into which the frontend electronics are integrated, in order to fully exploit its high sensitivity. The
RPC singlets are electrically completely decoupled from each other, and each new RPC singlet is
individually read out on each side of the detector plane with 𝜂 and 𝜙 strip panels, respectively. Each
of the eight BIS78 new RPC stations has 544 𝜂 and 544 𝜙 strips, so there are, in total, 8704 new
RPC readout channels.

The new RPC in the BIS78 chambers are equipped with new highly sensitive readout electronics
using silicon Bipolar Junction Transistor (BJT) charge preampliőers with highly increased sensitivity
of better than 4 mV/fC at 1700 electrons RMS noise amplitude, less than 600 ps rise time and up
to 100 MHz bandwidth [106]. The frontend boards also contain new fast 4-channel discriminator
ASICs in SiGe Bipolar CMOS (BiCMOS) technology with 3 mV minimum threshold and 500 MHz
bandwidth. The discriminated LVDS pulses from each BIS78 module are transmitted through
a 5 m-long cable to a set of 18 external Time-to-Digital Converter (TDC) boards employing
High Performance Time to Digital Converter (HPTDC) ASICs [107]. The design of the front-
end electronics has been made particularly robust, with low power consumption of less than
20 mW/channel, radiation hardness, and Electrostatic Discharge (ESD) protection, as they cannot be
replaced after the chamber has been constructed.

The new RPC triplets őt into aluminium support frames 55 mm high, (see bottom left image
of őgure 63(a)) and are pressed together by 2 mm-thick pre-bent aluminium plates at the top and
the bottom, which distribute the force. sMDT chambers and new RPC modules are mounted
independently, and electrically insulated from each other on the BIS MDT rail system using support
brackets passing between the chambers in the 𝑧 direction. They őt within the allowed height envelope
of 290 mm. The plastic gas inlets of the new RPC are designed as part of the gas-gap frame,
increasing their mechanical stability and reducing external stress in order to prevent cracking. The
BIS7 new RPCs all have an azimuthal dimension of 1840 mm. Those in Sectors 2, 4 and 6 have a 𝑧
dimension of 1180 mm, while for Sectors 8, 10, 12, 14 and 16 the 𝑧 length is reduced to 990 mm.
The BIS8 new RPCs all measure 440 mm in 𝑧. Those in Sectors 4, 6, 8 and 10 occupy the full
1840 mm azimuthally, while those in Sectors 2, 12, 14 and 16 are reduced in azimuth to 1720 mm.
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5.3.5 BIS78 data acquisition and trigger system

The BIS78 sMDT are read out in a very similar way to the legacy MDT, except that new HPTDC
ASICs [107] replaced the original TDC (as for the BMG chambers described in section 5.3.3). The
front-end boards of the sMDT chambers each contain three eight-channel ASD chips [108] to read
out 24 tubes (as for the legacy MDTs) and one HPTDC ASIC. A radiation-tolerant Actel ProASIC3
FPGA is used on each board to conőgure the ASD and HPTDC chips. The HPTDCs send the hit
information via twisted pair cables to an MDT Chamber Service Module (CSM), of which there
are two per chamber, mounted in accessible places on the barrel toroid magnet coils. The CSMs
transmit the serialised data via optical őbres to the legacy Muon ReadOut Drivers (MRODs) and
also send the ATLAS clock and trigger signals to the HPTDCs.

The readout for the RPCs is based on the new FELIX [109] system described in section 7.6.1,
with new electronics of the type that will be used in the Phase II upgrades of the RPC system. The
digitised hit times from the strips of a BIS78 new RPC chamber are serialised and transmitted via a
Gigabit Optical Link (GOL) [110] to the trigger Pad board, which is mounted on the chamber. The
Pad board uses a Xilinx Kintex-7 FPGA [111] to determine the local trigger coincidences from the
RPC triplet hits. Radiation-tolerant őrmware design employing Soft Error Mitigation (SEM) core
and triple redundancy logic is used to ensure robustness against Single Event Upsets (SEUs) and TID
radiation effects. The RPC data transmission to the FELIX data acquisition system is handled by a
GBTx chip on the Pad board, with a GBT-SCA for monitoring and conőguration, while the trigger
candidate information is transmitted by the FPGA via an optical őbre to the off-detector endcap
Sector Logic board. The endcap Sector Logic boards combine the trigger information of the BIS78
RPCs, the TGCs and the NSWs to generate the L1 endcap muon trigger, as described in section 7.

6 Forward detectors

The ATLAS Forward detectors are a set of four detectors installed along the LHC beampipe at
different distances from the IP. These four detectors are used for different purposes, all of them using
the information carried by particles whose detection is missed by the rapidity coverage of the ATLAS
central detector. The physics topics that can be studied with these detectors range from total cross
section measurement (ALFA, described in section 6.2), to diffractive physics (AFP Ð section 6.3 Ð
and ALFA), to heavy ion physics (ZDC, section 6.4), to absolute luminosity determination (LUCID,
section 6.1). The layout of the forward detectors is shown in őgure 66.

6.1 LUCID detector

LUCID (LUminosity Cherenkov Integrating Detector) is designed for high-precision measurement
of the luminosity delivered to the ATLAS experiment by the LHC, both in real time and, with őnal
calibrations and a more reőned analysis, for offline reconstruction and physics analyses.

LUCID is the only ATLAS luminometer capable of delivering per-bunch absolute-luminosity
measurements under all the various LHC beam conditions: high-luminosity collisions at top
energy, heavy-ion collisions, special-purpose collisions at lower energies or very low luminosity
conditions, and is therefore the reference luminosity detector for ATLAS. LUCID is complemented
by several luminometers with different capabilities and covering various luminosity regimes:
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Figure 66. Layout of the forward detectors. The LUCID detector inside the main ATLAS volume provides a
high-precision luminosity measurement; the ZDC, located just beyond the point where the two beams diverge,
measure the energy of “spectator” neutrons in heavy-ion collisions; the AFP detectors measure time-of-ŕight
and can trigger on bunch crossings producing forward protons in special low-pileup runs; and the ALFA
Roman Pot detectors determine the total proton-proton cross-section by measuring elastic proton scattering at
very small angles.

the Beam Conditions Monitor (BCM) [112], and the MBTS detector with per-bunch absolute-
luminosity measurement under speciőc low-luminosity conditions; the per-bunch relative-luminosity
measurements based on counting charged-particle tracks reconstructed in the ID at low and high
luminosities, or based on counting pixel-clusters in the Pixel detector (under development); the
bunch-integrated luminometers based on currents in the LAr gaps of a subset of EMEC and Forward
Calorimeter (FCal) cells, and on integrated currents of the scintillator-PMTs in a selection of TileCal
extended-barrel modules, mostly for high luminosity conditions. For more details, see section 6.1.7.
The luminosity reported by these luminometers is assumed to be proportional to the ŕux of charged
particles striking the corresponding detector, integrated over a time interval ranging from one second
to around one minute.

Online LUCID instantaneous luminosity measurements (bunch-integrated) are provided as
fast feedback on a one- to two-second time scale to the ATLAS online-monitoring software and
to the LHC control system, as are luminosity measurements from the other experiments ( ALICE,
CMS and LHCb). This short latency and high sampling rate are of primary importance for the
LHC operators to monitor beam conditions and optimise the accelerator performance. The absolute
accuracy of the reported luminosity is limited to about 5 % (typically with larger uncertainties early
in the running period, and improvements over the course of the data-taking year).
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The offline determination of the absolute luminosity scale is based on the van der Meer (vdM)
method [113], and carried out in dedicated runs at low luminosity (L ∼ 1031cm−2 s−1), and
under accelerator conditions optimised to reduce the systematic uncertainties in the luminosity
calibration [114, 115]. This calibration is extrapolated to high-luminosity physics conditions and
monitored throughout the data-taking year using a methodology that involves most of the ATLAS
luminometers, and that is outlined in section 6.1.7. The overall uncertainty in the luminosity for
proton collisions at

√
𝑠 = 13 TeV was determined to be 0.83 % [116]. Specialised datasets and

heavy-ion periods require their own calibrations, with uncertainties as low as 1.5 % in Run 2.

The design of the LUCID detector evolved over the course of LHC Runs 1 and 2. A őrst
version of LUCID, described in ref. [3], was used during Run 1; the Run 2 version [117, 118], called
LUCID 2, will also be used for Run 3. The changes in the detector design were dictated by the rapidly
changing LHC beam conditions, and by the increase in the annual radiation dose impinging on the
detector. LUCID 2 has been shown to perform very well at the highest instantaneous luminosity
delivered by the LHC. It was able to provide a highly accurate luminosity determination over the
entire Run 2 period, thanks in part to its built-in redundancy Ð each LUCID PMT can provide a
luminosity measurement either alone or in combination with other PMTs Ð and also to the extensive
use of the numerous independent, complementary and well-understood luminosity measurements
provided by ID-, LAr- and TileCal-based systems, that were used to cross-check or correct the
LUCID response.

Figure 67. Mechanical design of the LUCID 2 detector. The left of the diagram is toward the ATLAS cavern
wall, and the cone (referred to in the text as the “VJ cone”) points toward the IP, holding LUCID inside the JF
shielding, approximately midway between the EM and EO wheels of the MS. The insets show pictures of a
group of PMTs and details of one PMT and its magnetic shield case.
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6.1.1 LUCID 2 detector description

The LUCID 2 detector is composed of two arms placed symmetrically at about ±17 m on either side
of the ATLAS IP. The mechanical design of one arm is shown in őgure 67.

The PMT detector is formed by four groups of four PMTs each, arranged symmetrically around
the beampipe. The PMTs are of the R760 model manufactured by Hamamatsu. The quartz entrance
window of each PMT is used as a Cherenkov radiator. Charged particles with momentum above
the Cherenkov threshold in the quartz window produce a number of photons which, on average,
correspond to about 35 photoelectrons (p.e.). This signal is well above the noise threshold (1 p.e.)
of the readout chain.

The PMTs are mounted around an aluminium cooling cylinder, which is in thermal contact with
a water cooling pipe, keeping the environmental temperature at an acceptable level for the PMTs
during the bake-out of the LHC beampipe. The PMT detectors are surrounded by a carbon őbre
support cylinder that can be opened at four access points to allow easy replacement of the PMTs and
their high voltage divider bases for each of the four PMT groups. The main conceptual difference in
the LUCID 2 detector for Run 3 with respect to the Run 2 conőguration is that the bases are now, like
the PMTs, completely replaceable during the winter shutdowns of the LHC schedule. The reason for
this was that about half of the PMT channels developed contact problems between the bases and
the PMT pins after three years of running. It is possible that this connector problem was due to
radiation, due to the location of the connectors; however, radiation tests with a gamma source have
not conőrmed this hypothesis. The possibility of completely replacing a PMT and its base during a
winter shutdown will help to maintain a high percentage of working readout channels during each
one-year running period.

Each PMT base is of the boosted type, with four HV feeding points to ensure good linearity of
the PMT response up to about 100 µA of current. The whole LUCID HV system consists of 160
independent channels powered by a CAEN SY1527 module [119] housing four HV cards of type
A1535N and three of type A1535SN. The LUCID 2 detector is fully integrated into the ATLAS
DCS (see section 7.7.1), which continuously monitors the HV and current of every channel as well
as the temperature in various locations of the detector.

6.1.2 Prototypes for HL-LHC

In addition to the LUCID 2 PMT detector, three types of prototypes are present in the LUCID Run 3
conőguration, aiming to both measure luminosity in Run 3 and to validate the LUCID upgrade
project for HL-LHC (called LUCID 3). Refer to őgure 9 (where JN is labelled as “TX1S”) for the
locations of the shielding components. The three prototypes are:

• the JF prototype is a PMT-based detector located in the inner channel of the JF shielding at a
larger distance from the beampipe than LUCID 2 .

• the JN prototype is a low-rate PMT-based detector located in a shielded region behind the JN
shielding surrounding the TAS;

• the Fibre prototype is a őbre-based detector located around the VJ-cone surrounding LUCID 2

Figure 68 contains sketch of the three prototypes. A short description of the prototypes follows,
while an extensive description of the LUCID 3 upgrade project can be found in ref. [120].
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Figure 68. The three LUCID 3 prototypes for Run 4 installed. From top left, clockwise: the JN PMT, the
side C őbre detector, the side A/C JF PMTs. JN in this section is the same as TX1S in őgure 9.

6.1.3 JF detector

Two main limitations will prevent LUCID 2 from measuring the luminosity at the HL-LHC: the
increased pileup, which will lead to the saturation of the event/hit-counting algorithms, and the total
radiation to which the detector will be exposed, and the resulting activation of material, which will
make it unsafe to carry out the necessary annual maintenance of the PMTs. In addition, the new LHC
vacuum pumping system to be installed during LS3 (VAX) would strongly interfere with LUCID if it
remained in its present location. Both aspects can be mitigated by moving the detector further from
the beampipe. A possible location was identiőed in the inner channel of the JF shielding hosting the
beampipe, as shown in őgure 68 (bottom images), where the PMTs will be at a radius of about 30 cm,
compared to about 12 cm for LUCID 2. In the new location, both the radiation dose and the charged
particle ŕuxes will be reduced by about 30 % with respect to the LUCID 2 location. Moreover,
no interference with the VAX will be present. Finally, the JF shielding is removed and brought to
the surface at each end-of-year shutdown, allowing for maintenance in a safer location than that of
LUCID 2 (which cannot be removed from the beampipe). The prototype detectors consist of four
PMTs per side. Two PMTs of each group will be read out by a LUCROD (LUCID ReadOut Driver)
card while the other two can be considered as spares, and read out in case faults develop in the initial
two. On Side A, four standard R760 PMTs are installed, while on Side C three R760 and one R1635
PMT are installed. The R1635 is a smaller acceptance PMT (8 mm diameter instead of 10 mm for
the R760) which has been custom-modiőed by Hamamatsu for LUCID to be equipped with a quartz
window, needed both for the Cherenkov light production and for its radiation hardness. The smaller
acceptance will allow a further limitation of the hit-counting algorithm saturation, assuming the new
PMT proves suitable for LUCID use.
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6.1.4 JN prototypes

A further reduction of the particle ŕux and radiation exposure can be obtained by placing PMTs in the
shadow of the forward shielding: here the levels are reduced to about 10 % with respect to the LUCID
2 location, potentially avoiding any hit-counting saturation and possibly reducing or eliminating the
non-linearity with the luminosity which has been observed in LUCID 2. The proposed location is
shown in őgure 68 (top left). The two R760 PMTs are at different radii, therefore with different
levels of shadowing from the JN, and are expected to have quite different acceptances despite the
small distance between them, due to the predicted steep radial dependence of the particle ŕux with
the position behind the shielding. In this way it will be possible to have a direct measurement of the
relative particle ŕuxes and the őnal PMT position in LUCID 3 can be optimised.

6.1.5 Fibre detector

During Run 2, four őbre bundles per side constituted the LUCID Fibre detector. The Cherenkov
light produced by charged particles along the őbres is routed to PMTs located in a low-radiation area
in the vertical channel behind the JN shielding. The őbre detector did not behave as expected, in
particular due to poor long term stability. The reason for this poor behaviour is not entirely clear, but
may be related both to the monitoring system of the PMT gain (based not on the Bismuth source, but
on light-emitting diode (LED)s) and to the opaciőcation of the őbres, which was not monitored. On
the other hand, the charge algorithms in general, and in particular that of the őbre detector, showed
remarkable linearity with the luminosity, which was not the case for the hit-counting algorithms.
For this reason, a new attempt to exploit this technology is being made in Run 3 but with major
modiőcations aimed at solving the main problems of the former őbre detector:

• Quartz őbres of type UVNSS 600/624/660 are now used, motivated by the improved radiation
hardness of their Fluorine-doped silica cladding compared to that of the silicon cladding of
the original őbres. There are two bundles of őbres and each bundle is read out at the end by a
PMT;

• A more effective calibration and monitoring system obtained by the combination of a Bismuth
source deposited onto the window of the readout PMT and an LED system to monitor ageing
of the őbres.

The őbre detector is shown in őgure 68 (top right) in which one can see the routing of the two őbre
bundles and the placement of the two readout PMTs, on top of the support structure for the VJ cone
(in black in the őgure) in a region of strongly reduced radiation dose. Each őbre bundle starts from
the PMT window, reaches the LUCID 2 detector area and then returns back, with an open end used
to inject LED light to monitor őbre ageing. A set of six LEDs with wavelength variable from the
green to the UV injects light both directly to the PMT front window (prompt signal) and to the
opposite end of the őbre bundle (delayed signal). The prompt and delayed signal have enough time
separation to be clearly distinguished, allowing their relative amplitudes to be monitored. Changes
in the relative amplitude of the two signals are expected to provide an estimate of the decrease in the
light transmission of the őbre bundles due to radiation damage: this information will be used to
make offline corrections to the luminosity measured during the run to compensate for this effect. The
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readout PMT is a Hamamatsu R7459, which has a large area window, allowing it to accommodate
both the őbre bundle end and the Bismuth radioactive source used for calibration purposes.

6.1.6 LUCID 2 readout electronics

LUCID 2 is designed to measure the luminosity delivered in each of the 3564 bunch crossings during
one LHC orbit. In order to achieve this, a fast analogue readout and signal processing chain has been
designed. The signals delivered by each PMT are fed into a 15 m low-loss coaxial cable and then
received by the powerful LUCROD processing card pictured in őgure 69(a). The relatively short
cable length does not signiőcantly degrade the fast PMT signal, which can then be ampliőed by a
350 MHz bandwidth ampliőer and fed to a fast 12-bit ADC, sampling at a rate of 320 MHz (eight
samples per LHC machine BC). Each digital waveform signal is processed in one FPGA providing
two types of information:

• Signal amplitudes above a preset threshold, called hits in the following;

• Signal amplitudes integrated over the eight waveform samples, called charge in the following.

The hit signals of each readout channel are then stored in the other FPGA where they are delivered
to a second processing card, the LUMAT (LUMinosity And Trigger), pictured in őgure 69(b), which
counts the total number of hits per detector arm, runs several hit-based algorithms, and provides two
L1 Trigger signals (the AND and OR of the two detector arms) to the ATLAS CTP.

The LUCROD and LUMAT boards are both implemented in the VME 9U standard. The
LUCROD card accepts 16 analogue input channels and the connection to the LUMAT card is over a
fast optical őbre (S-LINK [42]). Each detector arm is served by two LUCROD cards. All LUCROD
cards continuously send hits to two LUMAT cards which combine the information from the two
detector arms. The LUCROD cards sit in one VME crate on each detector side, placed on a service
platform close to the detector, in order to limit the length of the signal cables. The two LUMAT
cards sit in a VME crate placed in the ATLAS USA15 service area.

Since LUCID has to provide online luminosity measurements not only during ATLAS data-
taking but also during LHC machine tuning, it can run continuously in standalone mode, independent
of the ATLAS TDAQ system. A fraction of the fully reconstructed waveforms is stored locally for
possible cross-checks or to study detector performance.

6.1.7 LUCID absolute-luminosity calibration and luminosity-measurement methodology

A fundamental ingredient for a stable luminosity estimate based on LUCID is the control, at the 1 %
level, of the stability of the LUCID PMT gains. This is accomplished by a very effective calibration
system based on the radiation emitted by the (approximately) 40 kBq 207Bi source deposited on
each PMT window. This source emits, among other decay products, monochromatic electrons of
about 1 MeV kinetic energy, which is enough for them to cross the 1.2 mm quartz window, and to
produce roughly the same amount of light as a high-energy charged particle traversing that same
window. At low luminosity, for example, during heavy-ion running or in the tails of van der Meer
(vdM)-calibration scans, the O(10 kHz) rate from this monochromatic electron source represents a
non-negligible background that must be subtracted from the raw LUCID signal.
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(a) (b)

Figure 69. Photographs of the LUCID 2 readout cards: (a) LUCROD and (b) LUMAT.

Figure 70. Gain variation with respect to the őrst day of calibration in 2017. The PMT HV was corrected
between collision runs aiming to keep 207Bi signals average amplitude constant (red line).

The PMT gains are monitored on an approximately daily basis by recording the amplitude
spectrum of the 207Bi signal from each PMT during periods without beam. The typical amplitude
and charge inferred from these spectra, normalised to unity at the beginning of the running period,
are shown in őgure 70 as functions of time over the year 2017. The red points refer to the average
amplitude, and the blue ones to the average charge. The average amplitudes of the calibration spectra
are kept constant within a few percent throughout the entire period, while the average charge diverges
systematically away from unity, decreasing by 8 % over the six-month time span shown in the őgure.
Since the relationship between signal amplitude and charge changes when the HV setting is increased
to keep the gain constant [118], only one of the two can be stabilised throughout the data-taking year.

Keeping the amplitude constant is essential for the hit algorithms, since their luminosity
measurement is based on the fraction of beam crossings in which this amplitude exceeds a given
threshold (deőning a “hit”); charge algorithms, in contrast, rely on the stability of the charge
measurement. In early Run 2, the charge algorithms were originally perceived as the most promising.
In 2015 and 2016, therefore, the choice was made to keep the average charge constant. Experience,
however, demonstrated the superior performance of the hit algorithms, so that in 2017 and 2018 the
average amplitude was stabilised instead. Offline corrections to the hit-counting efficiency that had
been introduced in 2015 and 2016 became obsolete.
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In hit-counting algorithms, the average fraction 𝑓 of BCs containing a hit (typically a signal
above a given threshold) is assumed to obey binomial statistics (while the pileup parameter 𝜇 is
assumed to be Poisson-distributed). The luminosity per bunch crossing, LBC, is given by

LBC =
− ln(1 − 𝑓 )

𝜎vis
· 𝑓rev, (6.1)

where 𝑓rev is the LHC revolution frequency, and 𝜎vis is a calibration constant called the visible cross
section that is measured by the vdM method. A hit-counting algorithm based on one of the two
independent sets of eight PMTs denoted as Bi1 or Bi2, is typically chosen as the “preferred” algorithm
both for online luminosity monitoring and for a őrst rough estimate of the offline luminosity. For the
őnal offline luminosity, the preferred algorithm is chosen in each data-taking period (typically one
year) based on a detailed analysis of its linearity and relative stability across that period. In Run 2,
the preferred offline algorithm was based either on a subset of eight PMTs (in 2016 and 2017), or on
a single PMT (in 2015 and 2018).

For charge algorithms, the average charge collected in a given BCID, is intrinsically proportional
to the bunch luminosity LBC associated with that BCID:

LBC =
𝐶

𝐾cal
, (6.2)

where 𝐶 is the charge averaged over a time interval, denoted as a Luminosity Block (LB),18 collected
in the BCID considered,19 and 𝐾cal is a calibration constant to be determined by the vdM method.
Because of their intrinsic linearity, charge algorithms are in principle better behaved than hit counting
algorithms in high pileup conditions. The downside is that the instantaneous luminosity inferred
from charge measurements is directly proportional to the PMT gains, which have been observed to
vary by up to a few percent over the course of a single LHC őll. Solutions to compensate for this
disadvantage are still under study.

The absolute luminosity scale of each LUCID algorithm, or equivalently the corresponding
visible cross-section 𝜎vis, is measured by the vdM method under experimental conditions optimised
to minimise systematic uncertainties: low pileup (𝜇 ∼ 0.5) to eliminate LUCID non-linearities,
at most 150 isolated bunch pairs colliding in the LHC to avoid long-range beam-beam crossings
or out-of-time pileup in the luminometer electronics, and therefore low instantaneous luminosity
(L ∼ 1031 cm−2 s−1). The bunch intensity is lowered to around 0.8 × 1011 protons/bunch, and the
injected emittance increased to 2.5 µm rad–3.5 µm rad, so as to minimise longitudinal charge leakage
out of the nominally őlled positions along the LHC-ring, as well as beam-beam-induced distortions
of the vdM-scan curves. In addition, the crossing angle is set to zero to minimise orbit-drift and
beam-beam correction uncertainties, and the 𝛽 function20 at the IP is increased to 𝛽∗ = 19 m to
widen the luminous region in order to facilitate non-factorisation corrections [114, 115].

18LBs have a typical duration of about one minute, within which the instantaneous luminosity and data-taking
conőguration are considered to be stable, and serve as an approximate “time-unit” in ATLAS luminosity measurement.

19Care must be taken to exclude those bunch crossings in which the LUCID analogue readout chain may be saturating.
20The 𝛽 function describes the single-particle betatron motion around the central orbit, and in particular the variation of

the transverse beam envelope along the beam trajectory. 𝛽∗ is the value of the 𝛽 function at the IP, and indicates how
squeezed the beams are at the IP, by giving the distance along the beam direction after which the 𝛽 function (the transverse
beam size) has been multiplied by a factor of 2 (

√
2) compared to its value at the IP. A large 𝛽∗ indicates wide and almost

parallel beams, a small 𝛽∗ indicates narrow, but divergent beams.
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These luminosity calibrations, that are obtained in the so-called “vdM regime”, cannot be
directly applied to physics data-taking conditions which exhibit non-zero crossing angle, with
𝛽
∗ values in the range 0.3 m to 0.6 m, 40 % lower emittance, 50 % higher bunch intensity, two

orders of magnitude higher pileup, up to around 2500 bunches grouped in trains, as well as three
orders of magnitude larger instantaneous luminosity. This is primarily because LUCID suffers
from signiőcant pileup-dependent non-linearities that result in an overestimate of the luminosity
of up to 10 % at 𝜇 ∼ 50. These non-linearities are corrected, separately for each algorithm, using
a calibration-transfer procedure based on counting custom-reconstructed charged-particle tracks
emerging from inelastic collisions in randomly selected colliding-bunch crossings Ð an observable
proportional to the number of interactions per BC and thus to the instantaneous luminosity.

The custom track reconstruction uses only hits in the IBL, the Pixel and the SCT detectors; the
track-selection criteria are optimised for luminosity monitoring over the full range of pileup levels
encountered during running (0.01 < 𝜇 < 60). During both Run 1 and Run 2, track-counting (TC)
demonstrated very good linearity with respect to 𝜇, as well as excellent long-term stability under
evolving ID conditions. Because the per-bunch TC-based luminosity is statistically limited under the
low-𝜇 conditions of vdM scans, this algorithm is not independently calibrated by the vdM method,
but cross-calibrated to LUCID during an extended head-on collision period in the same LHC őll
in which the vdM scans are performed. TC is used to transfer the absolute-luminosity calibration
of LUCID to physics data-taking conditions, in a reference, high-luminosity LHC őll in which the
measured TC/LUCID luminosity ratio is used to parameterise the 𝜇 dependence of the uncorrected
LUCID response.

The linearity of the TC algorithm is cross-validated against relative-luminosity measurements
based on the TileCal and LAr calorimeters. In the case of TileCal, the dynamic range of the cryostat
scintillators E3 and E4 (see figure 48(a)) provides sufficiently sensitive bunch-integrated luminosity
measurements during head-on collisions all the way from the vdM to the physics regime. For EMEC
and FCal, specialised fills with isolated bunches that cover the full range of 𝜇 values are used to compare
the TC- and TileCal-based measurements with those inferred from LAr energy-flow measurements.

During Run 2, the calibration-transfer procedure was applied from one to three times per year,
and proved essential to ensure the year-long stability of the LUCID response. This stability is
quantiőed by comparing, over the course of each data-taking year, the TC-corrected, bunch-integrated
LUCID luminosity with that inferred from the PMT currents in the D6 cells of the TileCal, and
from the LAr-gap currents in the EMEC and the FCal. Since these luminometers are not sensitive
enough to be calibrated in the low-luminosity LHC őll in which vdM scans are recorded, they are
cross-calibrated to TC in a small subset of high-luminosity őlls close in time to the vdM-calibration
session. Additional luminometers, such as TimePix sensors [121], provide further cross-checks.
Finally, monitoring the rate of reconstructed → ℓℓ decays, known as -counting, allows a fully
independent check of the relative long-term stability of the ATLAS luminosity measurements, both
within each running year and across multiple data-taking years [122]. This technique, which does not
rely on theoretical predictions of the absolute cross-section, is also used to compare the integrated
luminosity delivered to the ATLAS and CMS experiments.

The luminosity measurement methodology outlined above provided among the most accurate
absolute-luminosity measurements at any hadron collider to date [116], and serves as a starting point
for high-precision luminosity determination at the ATLAS IP in Run 3.
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6.2 ALFA Roman Pot detector

The Absolute Luminosity for ATLAS (ALFA) Roman Pot detector consists of four stations, each
equipped with two scintillator detectors in an upper and lower Roman Pot. Two stations are placed on
each side of the ATLAS detector, about 240 m from the IP, in the long straight sections of the LHC
tunnel. ALFA is described in ref. [123] as it was operated during special runs in Run 2 for elastic
cross-section and diffraction studies at 𝛽∗ values from 11 m to 2.5 km. The following paragraphs
describe only the changes to allow operation of ALFA in Run 3.

The readout electronics of ALFA have aged and some readout parts were already replaced
during Run 2 because of a water leak in the LHC tunnel. The scintillating őbre detectors and readout
electronics are expected to age further during Run 3. Moreover, the LHC TCL6 collimator settings
during insertions of the AFP Roman pots in the last years of Run 2 increased the total radiation dose
of the ALFA detectors signiőcantly, by a factor of 5 to 10 compared to the situation with no AFP
insertion (and TCL6 closure).

Irradiation studies have shown that the readout motherboards and trigger boards start mal-
functioning after about 500 Gy and, in particular, that the embedded ELMBs start failing after
50 Gy [124]. The Kuraray SCSF-78-SJ scintillating őbres only start to degrade above 10 kGy,
with an efficiency loss of 20 % and higher. The dose accumulated in Run 2 is about 20 Gy for the
motherboards, whereas the dose to the őbres, strongly dependent on the distance to the beam, was
measured to be in the range of 1 kGy to 3 kGy in the last year of Run 2. To minimise radiation
damage, it is therefore important that an ALFA high-𝛽∗ run occur early in Run 3. To reduce the
exposure of ALFA in Run 3, a 40 cm thick iron shielding wall was erected at 221 m after TCL6 and
before Q6; and two pairs of similar walls between Q6 and each of the two ALFA stations at 235 m
and 243 m, as shown in őgure 71. The shielding reduces the radiation load to about half, which
should allow ALFA to operate until the end of Run 3.

Five new motherboards were produced to replace the most irradiated boards in the outer stations
and to have spares in Run 3.

During LS2 the Roman Pot movement system [123] was refurbished and all the stopper and
limit switches were readjusted. In Run 2, the ALFA trigger, which operates outside the standard
ATLAS latency, was connected directly to the ATLAS CTP (via a specialised ALFA-CTPIN module)
to minimise the trigger path length. The őrmware of this CTPIN module has been modiőed to
provide a direct path to the CTP for the Level 1 Topological Processor (L1Topo) trigger, and to be
switched to the ALFA trigger only for ALFA special runs. The Readout system is unchanged.

6.3 AFP detector

The ATLAS Forward Proton (AFP) detector Phase I upgrade project [125] consists of four detector
stations, two on either side of the ATLAS IP at ±205 m (near stations) and ±217 m (far stations).
Together, the near and far stations on one side constitute an Arm of the detector. Each station contains a
single horizontal (𝑥) Roman pot housing the AFP detectors. The pots present a 300 µm-thin window to
the LHC beam. Each near pot contains a four-plane Silicon Tracker (SiT), which is a 3D pixel detector
similar to the IBL except for a 150 µm thin edge parallel to the long pixel direction (𝑦) on the side of
the LHC beam [126, 127]. Each far pot contains, in addition, a Time-of-Flight (ToF) detector [128]
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Figure 71. The pair of shielding walls between the ALFA far station (left, before Q7) and near (right) station
in the LHC tunnel in LSS1. Another pair is situated before the near station (not shown).

consisting of novel quartz Cherenkov hodoscopes with radiation-hard electronics behind the tracker
to measure the vertex position of double-proton őnal states with 3 mm to 5 mm precision.

During the 2015-2016 winter shutdown, the C-side arm of AFP was installed, but without
the ToF. The AFP detector was completed with the ToF detectors during the 2016-2017 winter
shutdown. Over the course of 2017, ATLAS collected data where AFP was read out corresponding
to an integrated luminosity of 20 fb−1. From July 2017 onwards, the Roman pots were operated at a
distance of 11.5𝜎beam + 0.3 mm from the LHC beam, which is around 1.7 mm and 2.8 mm for the
far and near stations respectively for 𝛽∗ = 40 cm.

In preparation for Run 3, the AFP detector was refurbished during LS2: the movement mechanics
were re-tuned and all switches were readjusted. The PCI eXtensions for Instrumentation (PXI)
movement controller hardware and software were updated. Because of radiation damage during
Run 2, all silicon detectors were replaced by newly produced 3D silicon pixel tracker modules of the
same type, as described in section 6.3.1. The ToF detector underwent a design change to prevent
corona discharge problems in vacuum, described in section 6.3.2. The trigger and the readout
electronics and software were updated, as discussed in section 6.3.3.

6.3.1 Silicon 3D tracker

The AFP slim-edge 3D silicon detector planes are located in the near pots. During LS2, all of them
were replaced with new 3D modules of the same type. The irradiation pattern on the SiT planes is a
characteristic narrow band that extends away from the LHC beam and either diagonally up or down
depending on the sign of the vertical crossing angle of the colliding beams. Thus, switching SiT
modules between the arms (or changing the sign of the crossing angle), exposes a fresh area of the
sensor module to diffractive protons. It is expected that the new modules will operate efficiently for
the őrst two full years of Run 3. After one year of running or an accumulated dose corresponding to
about 50 fb−1, a swap of detectors between the two detector arms is foreseen. New SiT detector
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modules may be required for the last years of Run 3 and different solutions (based on RD53 [129] or
TimePix4 [130] ASICs) are under consideration.

The cooling for the SiT is based on a two-stage vortex tube system, using compressed air [131].
The 3D tracker planes are mounted in good thermal contact on top of a heat exchanger box, and cold
air at −30 °C circulates through the box. For Run 3, the heat exchanger efficiency was improved by
about 30% by őlling it with open-cell metal foam.

6.3.2 AFP Time-of-Flight detector

The AFP ToF detectors are located in the far Roman Pots. The latest version consists of solid L-shaped
fused silica bars and customized Micro-Channel Plate PMTs (MCP-PMTs) with an extended lifetime
which operate at low gains (order of 1000) [132]. The improvements were aimed to increase the
efficiency, the lifetime as well as the radiation hardness of the detector which has been designed to
operate in high radiation areas (above 400 kGy/year). They have a time resolution in the expected
range of 20 ps to 26 ps per proton [133]. In 2017, the ToF efficiency was very low (2 % to 9 %),
and this was understood to be because the integrated charge received by the PMTs during that őrst
year exceeded the limits for which the PMTs were intended. In 2018, it was not possible to install
the ToF refurbished with long-life PMTs because of unresolved high-voltage breakdown when the
MCP-PMTs were operated in the secondary vacuum of the pot. In a change of approach, the new
ToF is now read through a quartz window separating the Cherenkov light guides (inside the pot) from
the MCP-PMT (outside the pot). This requires a “Cherenkov light-feedthrough” on the pot’s ŕange
(which serves as the detector platform) which is adjustable in depth to match the speciőc depth of
the pot. The design is shown in őgure 72. In this view, forward protons enter the detectors from
right-top and the Cherenkov radiators are oriented at 48° with respect to the direction of the forward
protons. Vacuum bellows seal the tube holding the square 4×4 multi-anode MCP-PMT [134] to the
ŕange, allowing for height adjustment of the ToF structure.

6.3.3 AFP trigger

While at high luminosity most bunch crossings in ATLAS produce at least one forward proton in one
of the AFP detectors (and it is therefore usually unnecessary to use this information in the trigger),
for special low-pileup runs with ⟨𝜇⟩ ∼ 1, it is useful to trigger on events with forward protons. For
Run 2 this was accomplished with a SiT-plane hit-based majority trigger which had, however, a
rather long dead time of about 250 ns. A similar, but ToF-based, option was provided in the Run 2
TDC module, using the on-board FPGA to select events where a majority of ToF Cherenkov bars in
a train of four successive bars őred. This option is also available in the new picoTDC module.

In addition, a digital trigger module was added for use in Run 3, inserted in the digital data
path between the constant-fraction discriminator modules and the TDC [135], improving the TDC
resolution from 18 ps to 4 ps. This new trigger module provides programmable majority logic for
each ToF train, and outputs the observed trigger pattern as a sequence of 1 ns to 2 ns-wide NIM
pulses (a start/trigger pulse followed by the trigger status of each of the four trains) on the fast
air-core trigger cable to the CTP.
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(a) (b)

Figure 72. (a) The AFP far detector platform ŕange holding the 4-layer Silicon 3D Tracker (SiT, top right)
and the Time-of-Flight detector (ToF, bottom left). The SiT is mounted on a cold-air heat exchanger. The
normal to the SiT planes makes a 14° angle with the incoming protons to eliminate dead area between pixels.
The ToF multi-anode MCP-PMT is mounted in air inside a tubular feedthrough housing. (b) shows the ends
of the 4×4 L-shaped Suprasil (“quartz”) radiators (LQbars). Cherenkov light from the LQbars reaches the
MCP-PMT through a quartz window that separates the PMT from the secondary safety vacuum of the detector
environment.

6.3.4 AFP data acquisition

New DAQ boards [136] were designed for the AFP. They are housed in an ATCA crate. The DCS
interface to the ATCA system (see section 7.7.3) was implemented for control and monitoring, and
the AFP DCS [137] was updated to control and monitor the voltages, currents, and temperatures of
the new front-ends, digital Trigger modules, picoTDCs, and Versatile Link demonstrator boards
(VLDBs). The OptoBoards in the LHC tunnel that were used for digital-to-optical conversion in
Run 2 were replaced by faster VLDBs developed for Run 3 and beyond.

Front-end status information is collected by the DAQ, for instance the number of parity errors or
module busy signals. This information is monitored and in case the DAQ decides that some SiT or
ToF device is corrupted, e.g. by a single event upset, a request is sent to the DCS for power-cycling
the affected device.

A new package for AFP data quality monitoring was written for Run 3 and operates within the gen-
eral ATLAS multi-threaded data quality monitoring system and conforms to the ATLAS guidelines.

6.4 The Zero Degree Calorimeters

The ZDCs play a central role in the ATLAS heavy ion physics program. Their primary function is
to measure the energy of “spectator” neutrons which do not participate in hadronic processes as
the nuclei collide, to determine impact parameters when the nuclei do not overlap completely. The
neutrons propagate in the original beam direction, with minimal deŕection, carrying on average the
per-nucleon beam energy. Because of its ability to observe neutrons from nuclear breakup, the ZDC
plays several critical roles during heavy ion operations and data analysis:
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Figure 73. The left-hand diagrame shows the arrangement of the ATLAS ZDC arms on Side A (top) and
Side C (bottom), including the new RPD and indicating the different BRAN detectors being used in the őrst
year of Run 3. The new ATLAS RPD detector is shown on the right, with a built detector shown head-on,
next to a CAD rendering showing the various cable connections on the side.

• It is an integral component of the heavy ion triggering scheme and of some BSM searches, as
it allows the deliberate enhancement and suppression of electromagnetic processes, including
photonuclear and elementary photon-photon processes such as light-by-light scattering.

• It is the only part of the detector that records an unbiased selection of peripheral collisions at
low multiplicities, essential for studies of angular correlations in heavy ion collisions.

• Correlation of the ZDC energy with transverse energy in the central detector demonstrates
the clear geometric nature of particle production in heavy ion collisions. It also provides a
well-tested means, using two-dimensional cuts, to reject both in-time and out-of-time pileup,
which is key for precise physics measurements.

6.4.1 Overview of the ZDC upgrades

In Runs 1 and 2, the ZDC detector was designed to nearly őll the space available in the neutral
beam absorber (TAN) region, which sits 140 m from the nominal IP, just after the beams diverge,
and protects one of the LHC beamline dipoles. As shown in őgure 73, there are four modules
on each side (forward and backward), each of which consists of 1.1 nuclear interaction lengths
of tungsten plates (11 plates, each of 1 cm thickness) interleaved with a row of 1.5 mm-diameter
quartz rods. Light produced by Cherenkov radiation from shower products is transported up to the
top of the detector, guided through a trapezoidal prism light guide and into a Hamamatsu H6559
PMT [138] assembly. The signals from each PMT are carried by cables of approximately 200 m to
USA15, where they are digitised and included in the ZDC trigger. Run 2 began with a detector very
similar to that used in Run 1, after periodic replacements of the commodity-grade quartz, which
was inexpensive but susceptible to radiation damage, particularly during proton-proton operation.
However, the increased rates relative to Run 1 led to large anode currents, and consequently to large
changes in the observed detector gain. To mitigate these effects, the PMTs were replaced with a
modiőed version (H6559 MOD) with high voltage boosters in the last three dynode stages.

Several modiőcations to the detector were implemented for Run 3:
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• To minimise the impact of radiation damage on the signal properties, the quartz rods were
replaced with fused silica rods of the same dimensions. A combination of irradiation studies
and comparisons of fused silica samples placed in the TAN (in a prototype of the Beam Rate
of Neutrals relative luminosity monitors (BRAN) detector utilised by the LHC for luminosity
measurements [139]), were used to determine that high concentrations of OH and H2 doping
provide additional radiation hardness. Studies of the expected dose in Run 3 have led to a
őnal choice of fused silica rods doped with H2, which provides good stability in the ultraviolet
range up to several million Gy.

• Digitisation is handled by the L1Calo Pre-processor Modules (PPMs), which run at a sampling
rate of either 40 or 80 MHz. This is well matched to the signal shape induced by the long
coaxial cables, which transform a fast signal into one with a rise time of 4 ns and an exponential
decay time of about 25 ns, for a total signal length of about 70 ns. This was already just barely
acceptable for the 75 ns bunch spacing reached in 2018, but is too long for the 50 ns expected
for heavy ion operations in Run 3. To provide a faster signal with less attenuation, the coaxial
cables used in Run 2 have been replaced by air-core coaxial cables similar to those used in
Run 2 for the AFP detector. These reduce the attenuation by a factor of nearly 10 and the
signal shaping is substantially reduced, such that nearly 97 % of the charge is contained within
a single bunch crossing.

• The necessary updates to the digitisation scheme will be discussed in the next section. The
sampling rate is increased by a factor of 4 to 6, making the after-pulsing of the PMTs,
observed in test beam data with much shorter cables, visible in typical events. While it
would be desirable to őnd a photomultiplier tube speciőcally designed to reduce the impact of
after-pulsing, it turns out that the reduction in the effective aperture of the photocathode is
strong enough to make this option unnecessary in the next LHC run.

• A new Reaction Plane Detector (RPD) has been built, and tested in an SPS test beam, to
determine the direction of the event-by-event deŕection of the cloud of spectator neutrons on
each side, and to measure the correlation of the directions between the two sides. The two
sides are expected to show a clear anti-correlation of the deŕection direction, reŕecting the
angle of the internuclear impact parameter, referred to as the Reaction Plane. The reaction
plane angle can be utilised to study the directed ŕow of emitted particles, and also provides
sensitivity to the presence of strong magnetic őelds in the initial state of the nuclear collision.
The RPD consists of a 4 cm × 4 cm array of rad-hard optical őbres of different lengths read out
by Hamamatsu R1635 PMTs at the top of the TAN. These provide an effective 4 × 4 array of
1 cm × 1 cm cells in two dimensions. Since the longer őbres overlap the shorter ones, machine
learning approaches are needed to disentangle the correlated signals between the őbres. In
simulations, the resolution of the reaction plane angle is found to be excellent and comparable
to similar detectors, for example in the STAR experiment at the RHIC accelerator.

6.4.2 ZDC readout and trigger electronics

The shorter signals from the air-core cables dramatically mitigate the impact of both in-time and
out-of-time pileup on the measured ZDC waveforms, nearly eliminating the overlapping signals from
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adjacent őlled bunch crossings and even collisions closer in time due to debunched beam. However,
this requires a much faster sampling rate than the Run 2 readout system (based on electronics
originally developed for the L1 calorimeter system) can provide. The LUCROD card designed for
LUCID, as described in section 6.1, was adapted to rework the entire trigger and readout approach
for the ZDC detectors. The new card has modiőed őrmware and is referred to as the LUCROD/ZDC.

The Run 2 ZDC trigger and readout scheme split the incoming signals into two paths, one for
digitising the signal and the other for providing L1 triggers for ATLAS. In the trigger path, the
incoming analogue signals were summed in hardware and a threshold was applied just below the
single neutron peak for each side, using NIM discriminators. The readout path involved a fourfold
splitting of the incoming signals into both high and low gain, to obtain an effective 12-bit dynamic
range, and applying a 12.5 ns delay to achieve an 80 MHz effective sampling rate even when using
the L1Calo PPMs, which sampled at 40 MHz.

For Run 3, the LUCROD card, with special őrmware for the ZDC, combines digitisation,
triggering and event logging into the same card, with waveform sampling performed at 320 MHz.
Each LUCROD/ZDC card provides 8 channels, sampled with 12-bit ŕash ADCs, with an FPGA for
each channel (FPGACH), one FPGA (FPGAV) which receives data from all 8 channels simultaneously
to perform trigger calculations, and one main FPGA (FPGAM) which serialises and transports the
channel data to ATLAS. One LUCROD is used to digitise the signals without ampliőcation, while
providing an analogue copy to a second card which ampliőes the signals by a factor of 16. Combined,
the two cards provide an effective 16-bit dynamic range. The high-gain LUCROD/ZDC also runs
trigger algorithms that provide the functionality previously provided by the Nuclear Instrumentation
Module (NIM) modules. Peak őnding is performed for each channel in the FPGACH using a
threshold on the second derivative of the waveform, while FPGAV performs digital sums and uses
two sets of lookup tables to form a L1 decision for the ATLAS CTP. A lookup table for each side
is used to generate multiple energy thresholds Ð speciőcally, distinguishing one neutron from no
activity, which tags nuclear breakup, and distinguishing őve neutrons or more, which distinguishes
hadronic and electromagnetic processes. A combined lookup table then incorporates the threshold
level from the two sides, and provides a three-bit output word to the ATLAS CTP which reŕects
the correlations between the energies of the two sides, distinguishing (for example) between events
with energy on only one side and those with substantial energy on both sides. Upon receipt of a
L1A from ATLAS, the FPGAM serialises the data from the channel FPGACHs, prepares packets
for transmission over S-LINK and manages S-LINK transmission to the ATLAS ROS. With this
implementation, the LUCRODs replaces essentially all of the ZDC electronics utilised for Run 2.

6.4.3 ZDC detector control

The ZDC PMTs are controlled by a CAEN mainframe located in USA15, with long HV cables
running to distribution boxes located under the TAN, and őnally to the detectors, with standard SHV
cables to drive the primary PMT HV, and with multicore HV cables to drive the three boosters
per PMT. The ATLAS DCS (as described in section 7.7.1) is used to set and monitor the high
voltage and current for each channel. It is crucial to track the booster currents at higher rates, to
prevent damage to the PMTs. As the signals were calibrated in short intervals of several minutes
throughout Run 2, based on a calibration peak from events with one neutron Ð at full beam energy
Ð in either ZDC, a stable response was not required over longer timescales, and the Run 2 detector
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was simply continually monitored for degradation of the observed energy of the one-neutron peak.
The HV in one or more PMTs on each side was then increased when the ŕuctuations of that peak
began to approach the noise peak seen in empty events. In Run 3, the radiation-hard fused silica
rods replacing the quartz should provide good stability throughout each heavy ion run period, and
minimise or eliminate any need for HV adjustments.

7 Trigger and Data Acquisition system

7.1 System overview

As described in section 1.3.6 and shown in őgure 74, the Trigger and Data Acquisition (TDAQ)
system is based on a two-level trigger (event selection) system served by the Data Acquisition
(DAQ) system that transports triggered data from custom subdetector electronics through to offline
processing. The Level-1 Trigger (L1) trigger system is based on custom-built electronics and the
High-Level Trigger (HLT) is based on software implemented on commodity computers.
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Figure 74. Schematic overview of the Trigger and DAQ system at the beginning of Run 3.

The L1 Trigger, shown in őgure 75, uses reduced-granularity information from the calorimeters
and muon system to search for signatures from high-𝑝T muons, electrons, photons, jets, and 𝜏-leptons
decaying into hadrons, as well as events with large missing transverse energy or large total transverse
energy. It consists of the Level-1 Calorimeter (L1Calo) and Level-1 Muon (L1Muon) trigger systems,
the MUCTPI, the L1Topo and the CTP. The L1Calo trigger system (section 7.2) identiőes high-𝐸T

objects such as electrons, photons, jets, and 𝜏-leptons. Isolation requirements may also be applied to
these objects. It also selects events with large 𝐸miss

T or large total transverse energy. The L1Muon
trigger system (section 7.3) selects events containing high-𝑝T muons, based on inputs from the RPCs
in the barrel region and from the TGCs and NSWs in the endcaps, and then transmits data to the
CTP via the MUCTPI. The L1Topo trigger system (section 7.4) takes input Trigger OBjects (TOBs)
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containing kinematic information (e.g. 𝐸T and 𝜂 − 𝜙 coordinates) from the L1Calo and L1Muon
systems and applies topological selections. As shown in the őgure, both the legacy L1Topo and
upgraded L1Topo systems are in use during the commissioning phase.

The őnal L1 trigger decision is made by the CTP (section 7.5.2). The CTP receives hit
multiplicities from the L1Calo, L1Muon, and L1Topo systems and accepts events satisfying
requirements based on object type and threshold multiplicity. Up to 512 distinct L1 trigger items may
be conőgured in the CTP. The L1 trigger decision, as well as the 40.08 MHz LHC bunch-crossing
clock, is distributed to the detector front-end and readout systems via the TTC system [140].

The parameters of the L1 trigger system depend on the pipeline memories, as speciőed and built
for the original construction of the detector, in custom electronics located on or near the detector
to store information while the trigger decision is in progress. This necessitates that the Run 3 L1
latency, the time from a given bunch crossing to the trigger decision, must adhere to the original
speciőcation of the detector. The design of the trigger and detector front-end systems requires
that the L1 latency be less than 2.5 µs. The maximum L1A rate supported by the detector readout
systems is 100 kHz, and so the menu of the trigger selections is tuned to allocate a share of the rate
budget to each underlying physics object according to ATLAS analysis goals.
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Figure 75. Schematic overview of the L1 trigger system in Run 3. The new and refurbished elements of
the L1Muon Phase-I trigger system are shown in yellow. During the commissioning period, both the legacy
(shown in green) and Phase-I L1Calo (shown in yellow) modules will run in parallel. Once the Phase-I system
has been commissioned, the legacy L1Calo Jet/Energy Processor (JEP), Cluster Processor (CP) and L1Topo
modules will be removed; the Phase-I L1Calo system and upgraded L1Topo module will provide triggers for
physics in Run 3.

If accepted by the L1 trigger, events are then sent to the HLT. At this level, software processes
reconstruct the event at higher levels of detail than L1, seeded by RoIs, which are regions of the
detector in which possible trigger objects have been identiőed by the L1 trigger. HLT algorithms
use full-granularity information from the calorimeters and the muon and tracking systems to provide
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better energy and momentum resolution for threshold selections, as well as precision tracking for
particle identiőcation. The overall selection criteria for the HLT are once again provided by the
trigger menu, tuned so as to maximise the data available for key analyses for the given resources.

The HLT software is designed to reproduce the offline selection as closely as possible. On
average, the event processing time at the HLT in 2018 was approximately 400 ms for runs with a
peak luminosity of L = 2.1 × 1034 cm−2 s−1. In Run 3 the HLT reduces the event rate from 100 kHz
after the L1 selection to approximately 3 kHz (averaged over the course of an LHC őll); the data are
then stored for offline analysis. The HLT software has undergone a signiőcant redesign in order to
take advantage of multithreaded CPU architectures; this framework, which is also used in the offline
software, is called AthenaMT and is described in section 7.6.3.

Underpinning the operation of the two trigger levels, the data acquisition system begins with
detector-speciőc on- and off-detector electronics which perform a variety of data processing and
monitoring features before passing events either to the L1 trigger or to the downstream system.
In Runs 1 and 2 the off-detector stage was performed in (typically VME-based) detector-speciőc
custom hardware modules called RODs. On receipt of a L1A, these RODs read out their data to the
őrst common stage of the DAQ system, the ROS. The ROS buffers event data and serves it to HLT
nodes on request to facilitate a trigger decision. As is described in section 7.6.1, Run 3 will see the
introduction of the new FELIX and SW ROD systems into the readout path, with the goal to reduce
the amount of custom hardware in the system and perform more processing in the software domain.
In the new system the ROD and ROS are replaced by FELIX, which receives readout data from L1
trigger processors and detector front-end electronics via point-to-point links and then routes them to
software applications running on commodity servers (the SW RODs) that perform the same tasks
previously handled in the hardware RODs, plus the buffering function of the ROS. By Run 4, all
of ATLAS readout will be via this new mechanism, but in Run 3 it has been rolled out for those
systems with new or upgraded front-end electronics. The interface to the HLT is identical between
ROS and SW ROD, with events routed on demand to HLT processing nodes in both cases.

The őnal stage of the DAQ system, once HLT processing has been completed, is for accepted
events to be sent to a dedicated cluster of servers, known for historical reasons as Sub-Farm Outputs
(SFOs), for packing, compression, and őnally transfer to offline storage.

7.1.1 Motivation for upgrades

Since Run 1, the instantaneous luminosity and number of interactions per bunch crossing (pileup)
have increased substantially, as illustrated in őgure 1. In Run 3, the improvements in the LHC (see
section 1.2) and luminosity levelling will allow a much larger fraction of each run to be near the
peak instantaneous luminosity of L = 2 × 1034 cm−2 s−1, causing the average pileup to increase to
⟨𝜇⟩ ≈ 50 or beyond. Increased pileup degrades the calorimeter resolution and isolation of single
particles, which leads to decreased trigger efficiency and necessitates the use of higher trigger
thresholds to mitigate the resulting increase in rate. One of the main goals of the ATLAS trigger
upgrade is to reduce the impact of pileup in order to maintain low thresholds, especially at L1,
thereby maximising the dataset recorded for precision measurements (e.g. of the Higgs boson) as
well as for searches for physics beyond the Standard Model. Since the events passing the L1 selection
will contain a larger number of pileup interactions, further upgrades at the HLT, including improved
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precision tracking and the expansion of the computing farm, are intended to maintain a reasonable
output rate within bandwidth and storage limitations.

7.1.2 Improvements for Run 2

Substantial upgrades to the ATLAS TDAQ system were made prior to the beginning of Run 2 in 2015.
These changes are described in detail in [10], but are brieŕy summarised here for completeness.

During LS1, the L1Muon barrel system was equipped with additional trigger electronics to
improve the acceptance in the feet and elevator regions (where new detectors were also installed, as
discussed in section 5.3.3). In the endcap region, new trigger coincidence logic was deployed in
order to improve the rejection of background originating outside the IP. This logic also made use of
new signals derived from the outermost Tile calorimeter cells.

Several signiőcant upgrades were made to the L1Calo system as shown in őgure 75. The
PPMs [141] were upgraded to provide improved bunch-crossing identiőcation and pedestal subtraction
capabilities, resulting in better pileup suppression and lower L1 jet and 𝐸miss

T trigger rates. The
CP and JEP systems were upgraded to allow an increased data transmission rate. Additional
improvements were made to the CP to allow for energy-dependent isolation requirements to be
applied on EM object candidates. New extended Common Merger Extended Modules (CMXs) [10]
were added to replace the existing Cluster Merger Modules (CMMs), which transmitted the threshold
multiplicities to the CTP. In addition to this functionality, the CMX permits the transmission of
TOBs, containing such information as the position and energy of physics objects passing the L1
trigger, to the new L1Topo system.

The L1 Topological trigger system (L1Topo) [142], described in section 7.4, was installed
and commissioned during Run 2. The system uses TOBs from L1Calo and L1Muon and applies
topological selections in order to reduce background rates while preserving signal efficiency.

For the DAQ system, Run 2 saw the introduction of a newer version of the Input/Output (I/O)
card housed in the ROS servers which provides the interface to front-end optical links and buffers
data throughout the HLT selection process. The move to this new board, the RobinNP, resulted in a
system up to 4 times denser than its predecessor, saving signiőcant rack space, while also providing
10 times higher buffering capacity per data-link than before. The performance of the upgraded ROS
was also nearly 4 times that of its predecessor in terms of supported maximum data request rate
from the trigger.

Alongside the new ROS, the HLT itself was signiőcantly redesigned for Run 2. What was
previously two separate farms, one focused on RoI-driven selection and one studying full events, was
merged into one with a more dynamic event-building approach. The combined farm eliminated the
previously complex load balancing required to manage the two-level version, while also minimising
any duplication of data requests to the ROS. Thanks to this redesign, it was also possible to
greatly simplify the data collection network connecting the HLT to the ROS and SFO. What was
previously two separate networks became one high-performance implementation, with 20 times
higher bandwidth than before (40 GbE vs. 2 GbE).

Finally, the SFO systems were also upgraded for Run 2. While the functionality remained the
same, the new servers provided signiőcantly improved staging and streaming capability, able to
buffer more than twice as much data as before, making it possible to stably process and write much
higher data volumes to offline storage.
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All of these upgrades combined allowed the ATLAS trigger system in Run 2 to execute more
complex algorithms with higher overall processing time and to writing out larger and richer datasets,
making it possible to signiőcantly improve the sophistication of the trigger menu and greatly enhance
the ATLAS physics programme.

7.2 Level-1 Calorimeter trigger

The Level-1 Calorimeter (L1Calo) trigger, pictured in őgure 75, identiőes events containing electrons,
photons, jets, and 𝜏-leptons decaying into hadrons, as well as events with large missing transverse
energy (𝐸miss

T ) or large total transverse energy (
∑

𝐸T) using custom hardware processors based on
FPGA technology. To manage increasing rates in this regime, while preserving an effective and
efficient calorimeter trigger, signiőcant upgrades are necessary. These upgrades include more reőned
processing of electromagnetic calorimeter information at higher granularity, which provides improved
identiőcation of isolated electrons and photons and improved rejection of jets, thereby maintaining low
trigger thresholds, which are especially important for electroweak physics. Improved processing at
higher granularity and new algorithms will also enable better identiőcation of jets and discrimination
against pileup, which will beneőt searches for physics involving boosted objects and 𝐸miss

T .
The Run 3 system includes new electromagnetic and jet feature extractors: the electron Feature

EXtractor (eFEX) (section 7.2.1) identiőes electron, photon, and 𝜏 objects, while the jet Feature
EXtractor (jFEX) (section 7.2.2) identiőes jets, 𝐸miss

T , and 𝜏s. A global feature extractor (global
Feature EXtractor (gFEX), section 7.2.3) identiőes large-area jets, 𝐸miss

T , and
∑

𝐸T. The new FEX
modules are shown in őgure 76.

(a) (b) (c)

Figure 76. (a) A production eFEX module. (b) A production jFEX module. (c) A production gFEX module.

Compared to Runs 1 and 2, L1Calo receives őner-granularity input data from the LAr calorimeter
in Run 3. In Runs 1 and 2, these inputs consisted of “trigger towers” spanning 0.1×0.1 in 𝜂 and 𝜙. In
the Run 3 system, the LAr Digital Processing System (LDPS; section 4.1.2) provides electromagnetic
calorimeter information in the form of Super Cells containing sums of four or eight calorimeter cells.
The detailed mapping is provided in table 12 and summarised here. Each trigger tower contains 10
Super Cells, as shown in őgure 77: one in the presampler, four in each of the őrst and second layers,
where the majority of shower energy is deposited, and one in the third layer. The full granularity,
corresponding to Δ𝜂 × Δ𝜙 = 0.025 × 0.1 in the őrst and second layers, is available to the 𝑒/𝛾 and
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𝜏 triggers, while the jet, 𝐸T, and 𝐸miss
T triggers use coarser granularity, comparable to the size of the

0.1×0.1 trigger towers. For comparison, in Run 2, L1 jet triggers were based on 0.2×0.2 jet elements.

0.1

0.1

Figure 77. The őner granularity of the Run 3 L1Calo trigger towers after the upgrade of the liquid argon
calorimeter electronics. Each tower is divided into ten Super Cells, each providing an 𝐸T value.

In Runs 1 and 2, the calorimeter data arrived at L1Calo in analogue format, and was then
digitised and calibrated by the pre-processors. In Run 3, the digitisation and calibration of the LAr
calorimeter data are now performed in the LAr calorimeter electronics (4.1.2). The Tile calorimeter
data are still received in analogue format and are digitised by the pre-processors, and then the new
Tile REciever eXchange (TREX) (Tile Rear EXtension; section 7.2.4) modules transmit them to the
FEXs and the legacy system. It is planned to upgrade the Tile calorimeter system to perform the
signal digitisation for running at the HL-LHC [143].

The digitised and calibrated calorimeter inputs are sent to L1Calo via optical őbres. Mapping
and routing of the őbres to the FEXs is performed by the Fibre-Optic eXchange (FOX) optical plant
(section 7.2.4).

The output from L1Calo consists of TOBs which include the position, 𝐸T, object type, and
energy sum. These are sent to L1Topo, which computes the multiplicity of TOBs passing a given
threshold and sends the information to the CTP. Another optical plant (TopoFOX; section 7.2.4) is
used to map the output őbres from L1Calo to L1Topo. In addition, L1Calo sends RoI information to
the HLT and readout data to the FELIX and SW ROD (section 7.6.1).

During the start-up and commissioning phase of Run 3, triggers for physics will be provided by
the legacy (Runs 1 and 2) L1Calo system. Once the Phase-1 system has been commissioned and
validated, it will be enabled to provide physics triggers and the legacy system will be removed.

7.2.1 Electron Feature Extractor (eFEX)

eFEX module design. The eFEX system consists of 24 modules located within two ATCA shelves,
with each module containing four algorithm-processing FPGAs and one control FPGA. A block
diagram of an eFEX module is shown in őgure 78, and a photograph in őgure 76(a).

The system covers a region of |𝜂 | ≤ 2.5 and the full 𝜙 range. Each of the 24 modules receives
data on up to 136 őbre links (11.2 Gb/s), covering a calorimeter area of up to Δ𝜂 × Δ𝜙 = 1.7 × 1.0.
Each FPGA processes data for 32 algorithm cores of area Δ𝜂 × Δ𝜙 = 0.1 × 0.1, for a total area of
Δ𝜂 × Δ𝜙 = 0.4 × 0.8 per FPGA. On the borders, the total number of algorithm cores processed per
FPGA increases to 40. The input to each algorithm core includes the surrounding environment,
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which measures Δ𝜂 × Δ𝜙 = 0.3 × 0.3. Each FPGA contains an algorithm module which produces
𝑒/𝛾 and 𝜏 TOBs. The internal clock for processing is 200 MHz and the output rate is 280 MHz.
TOBs are őrst sorted locally on each FPGA before being sent to dedicated 𝑒/𝛾 and 𝜏 sorter modules
on two of the four FPGAs; this sorting is also performed at 280 MHz.

Figure 78. Block diagram of an eFEX module, illustrating the real-time and readout paths. Control and
monitoring signals, except for the L1A, are not shown.

The TOBs computed by the eFEX algorithms are merged and sorted across the entire system. A
maximum of six TOBs per algorithm (𝑒/𝛾 and 𝜏) per module may be sent to L1Topo; in case more
than six TOBs are identiőed, the six with the highest transverse energy TOBs are sent.

Timing and readout. TTC signals are received on the backplane from the Hub (see section 7.2.4).
Upon receiving a L1A, TOBs and input data (prescaled to limit the bandwidth usage) are sent to the
ROD (described in section 7.2.4). Each eFEX module sends its readout data over 8 electrical links
(6.4 Gb/s) on the ATCA backplane using the multi-lane Aurora protocol [144]. From the ROD, the
readout data are then sent to the FELIX and SW ROD (section 7.6.1).

Conőguration, control, and monitoring. Conőguration is performed by the control FPGA. Moni-
toring and control are handled by the IPbus [145] őrmware implemented in the control FPGA. A
CERN-standard IPMC module [146] performs low-level control functions.

eFEX algorithms.

𝑒/𝛾 algorithm. The eFEX 𝑒/𝛾 algorithm searches for a “seed”, i.e. a local energy maximum, by
comparing the four Super Cells in a given algorithm core in the second layer of the electromagnetic
calorimeter. This process is illustrated in őgure 79(a). The 𝜙-direction of the cluster is established
by őnding the highest-energy Super Cell adjacent to the seed. A cluster of 3 × 2, Super Cells (see
őgure 79(b)), is formed around the seed, and the cluster energy is then computed by adding the
energy of the corresponding Super Cells in the presampler, őrst, and third layers of the calorimeter.

To improve background rejection, isolation requirements may be applied. These are generally
deőned as a ratio between the energy sum in the cluster and that in the surrounding area. Such
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(a)

η

φ

(b)

Figure 79. (a) The L1Calo eFEX seed őnder algorithm. The four potential seeds (S) in the algorithm core are
compared in order to determine the local energy maximum. The directionality of the cluster, upward (U) or
downward (D) is determined by őnding the largest energy deposit among the Super Cells surrounding the
seed. (b) The dashed rectangle shows of 3 × 2 Super Cells used to compute the cluster energy, assuming that
the local energy maximum was at cell 𝑆0 and that the most energetic directly neighbouring Super Cells to 𝑆0

was𝑈0. The dotted rectangle shows the 7 × 3 Super Cells area used for the calculation of the shower width in
the second calorimeter layer.

requirements are applied in the form of selections based on several electromagnetic shower
observables; the following observables can be computed in the eFEX:

• Shower width in the second calorimeter layer

𝑅𝜂 = 1 −
𝐸T,3×2

𝐸T,7×3
, (7.1)

where 𝐸T,3×2 is the transverse energy sum in an area of 3 × 2 Super Cells in the second layer
of the calorimeter centred on the local maximum and its highest-𝐸T neighbour in 𝜙, and
𝐸T,7×3 is the transverse energy sum in an area of 7 × 3 Super Cells in the second layer of the
calorimeter centred on the same locus.

• Hadronic fraction

𝑅had =
𝐸T,had

𝐸T,EM + 𝐸T,had
(7.2)

where 𝐸T,had is the transverse energy sum in a window of 0.3× 0.3 in the hadronic calorimeter
and 𝐸T,EM is the transverse energy sum in the four layers of the electromagnetic calorimeter,
computed in a window of 3 × 2 (1 × 3) Super Cells in the presampler and third layers, centred
as in the case of 𝑅𝜂 .

• Shower width in the őrst calorimeter layer

𝑤s,tot =

√

√

∑

𝐸T,𝑖 × (𝑖 − 𝑖max)
2

∑

𝐸T,𝑖
, (7.3)

where 𝑖 runs over őve Super Cells in 𝜂, centred on the most energetic Super Cell in the őrst
layer of the calorimeter.
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𝜏 algorithm. The eFEX 𝜏 algorithm has been designed to identify prompt hadronic decays of
𝜏-leptons. First, the cluster seed tower (Δ𝜂 × Δ𝜙 = 0.1 × 0.1) is chosen by identifying a local
maximum in an environment of 3 × 3 towers. From this seed tower, the seed SuperCell is then
chosen by identifying its constituent SuperCell with the highest energy; this search is performed
only in the second layer of the EM calorimeter. A cluster is then formed in the direction (up or down
in 𝜙) of the highest-energy adjacent SuperCell. In the őne-granularity layers of the EM calorimeter
(the őrst and second layers), the cluster spans a region of 5 × 2 Super Cells (Δ𝜂 × Δ𝜙 = 0.125 × 0.2).
In the coarse-granularity layers (the presampler and the third layer of the EM calorimeter, plus the
hadronic calorimeter), the cluster comprises 3 × 2 Super Cells (Δ𝜂 × Δ𝜙 = 0.3 × 0.2). The energies
in each of these regions are summed to compute the total cluster energy. The 𝜏 clustering algorithm
is illustrated in őgure 80.

(a) (b)

Figure 80. (a) The L1Calo eFEX tau cluster, as deőned in the őrst and second EM calorimeter layers. The
seed Super Cell is shown in red, while the other Super Cells making up the cluster are shown in orange. The
surrounding environment, which is not included in the cluster energy computation, is shown in blue. (b) The
L1Calo eFEX tau cluster, as deőned in the presampler and third EM calorimeter layers, as well as in the
hadronic layer.

The eFEX 𝜏 algorithm can also apply an isolation criterion based on the shower shape in the
EM calorimeter. The discriminating variable 𝐹core is used; this variable is deőned as the ratio of the
transverse energy deposited in a region of 3 × 2 Super Cells surrounding the seed (𝐸T,3×2) to that
deposited in a region of 9 × 2 Super Cells surrounding the seed (𝐸T,9×2):

𝐹core =
𝐸T,3×2

𝐸T,9×2
. (7.4)

7.2.2 Jet Feature Extractor (jFEX)

jFEX module design. The jFEX system identiőes jets, hadronically-decaying 𝜏-leptons, 𝐸miss
T ,

and
∑

𝐸T in the range |𝜂 | ≤ 4.9. The system consists of one ATCA shelf, equipped with six jFEX
modules. Digitised electromagnetic and hadronic calorimeter data arrive at the jFEX via the FOX
(section 7.2.4) and are received by optoelectronic devices (MiniPODs). Each module contains 24
MiniPODs (20 receivers and four transmitters) and four Xilinx® Ultrascale+™ processor FPGAs.
Each processor FPGA contains 120 Multi-Gigabit Transceivers (MGTs) and can handle an input
bandwidth of up to 3.6 Tb/s. TOBs identiőed by the jFEX are sent to L1Topo. A block diagram of
a jFEX module is shown in őgure 81 and a photograph in őgure 76(b).

Timing and readout. Timing and TTC signals are received on the backplane from the Hub
(section 7.2.4). For each L1A, a single readout data packet is constructed per event from the
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Figure 81. Block diagram of a jFEX module, illustrating the real-time and readout paths. Control and
monitoring signals are only shown for the L1A.

processor FPGA data and is sent to the Hub via high-speed links on the backplane. Upon receiving a
L1A, TOBs and input data (prescaled to limit the bandwidth usage) are sent to the ROD (described
in section 7.2.4), which then sends the data to FELIX and the SW ROD (section 7.6.1).

Conőguration, control, and monitoring. The processor FPGAs are conőgured by the control FPGA.
Control and monitoring of the FPGAs is done via IPbus [145], which executes such functions as
setting parameters for the algorithms, controlling high-speed links, access of playback and spy
memories, and environmental monitoring. Low-level control, compliant with ATCA standards, is
performed by an IPMC module [146].

jFEX algorithms. Each jFEX module provides full 𝜙 = 2𝜋 coverage. Four jFEX modules cover
the barrel region, spanning |𝜂 | ≤ 1.6, and two modules cover the endcap and forward regions
corresponding to 1.6 < |𝜂 | < 4.9. Each of the four processor FPGAs in a given module covers a core
of Δ𝜂 × Δ𝜙 = 0.8 × 1.6 in the barrel region or 3.3 × 1.6 in the endcap and forward regions. In order
to properly identify TOBs on the edges of a single FPGA, each FPGA is supplied with a copy of the
data from the surrounding environment, corresponding to a so-called “overlap” area of 2.4 × 3.2.

Calorimeter data inputs to the jFEX consist of 0.1 × 0.1 trigger towers in the region |𝜂 | < 2.5.
The granularity is slightly coarser in the endcap and forward regions: 0.2 × 0.2 in the region
2.5 < |𝜂 | < 3.1 and 0.1 × 0.2 in the region 3.1 < |𝜂 | < 3.2. In the forward region, 3.1 < |𝜂 | < 4.9,
the inputs consist of Super Cells; in this region, the granularity is irregular, corresponding to the
positions of the calorimeter electrodes; this is illustrated in őgure 82.

Pileup subtraction and noise cuts. The pileup density 𝜌 is computed and subtracted from each
trigger tower 𝐸T. Noise cuts may also be applied to individual trigger towers. Separate noise cuts
can be applied for the computation of 𝐸miss

T versus all other objects.

jFEX small-radius jet algorithm. The jFEX small-radius jet algorithm is illustrated in őgure 83.
Small-radius jets are identiőed using a sliding-window algorithm in a search window of 5 × 5
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Figure 82. Granularity of trigger tower (|𝜂 | < 3.1) and Super Cell (3.1 < |𝜂 | < 4.9) inputs to the jFEX.
The different colours serve to highlight the different granularities, as described in the text. The dashed lines
illustrate the boundaries between the core region of a particular FPGA (1.6 < |𝜂 | < 4.9, 0 < 𝜙 < 𝜋/2) and
the surrounding environment.

towers, spanning 𝜂 × 𝜙 = 0.5 × 0.5 (equivalent to Δ𝑅 < 0.3). “Seeds” of 3 × 3 towers (equivalent
to Δ𝑅 < 0.2) are constructed around each tower in the search window. To identify local maxima
without double counting and without missing jet objects, the energy sums of the seeds in the search
window are compared using either ≥ or > operators. The central tower of the seed with the largest
energy sum in a given search window is then chosen as the centre of the jet. The energy sum of the
seed is added to the sum of the tower energies in a ring of radius 0.2 ≤ 𝑅 < 0.4 to form a “round”
jet object consisting of 45 towers.

(a) (b) (c)

Figure 83. (a) The seeding process by which local maxima are identiőed in the jFEX. (b) Comparative
operators used to identify local maxima in a given search window. (c) A small-radius jet as deőned by the
jFEX.

jFEX large-radius jet algorithm. The large-radius jet algorithm also uses a sliding-window
algorithm. In order to reduce resource usage, it uses some elements of the small-radius jet algorithm.
The energy sum of a small-radius jet is added to the energy sum of a ring of radius 0.4 ≤ 𝑅 < 0.8 to
form a large-radius jet of 𝑅 < 0.8 consisting of 148 trigger towers.
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jFEX 𝐸
miss
T and

∑

𝐸T algorithms. The total transverse energy sum (
∑

𝐸T) is computed by adding
the EM and hadronic trigger tower 𝐸T values in slices of constant 𝜂. Each

∑

𝐸T TOB contains two
sums corresponding to different regions in |𝜂 |. The őnal energy summation over the full detector
area is done by L1Topo.

𝐸
miss
T is computed in a manner analogous to

∑

𝐸T: transverse energy values are summed
in slices of constant 𝜙 and then weighted by cos(𝜙) and sin(𝜙) in order to determine the 𝑥- and
𝑦-components, respectively.

jFEX 𝜏 algorithm. jFEX identiőes hadronically-decaying 𝜏-leptons in the range |𝜂 | ≤ 2.5. Seeds
are identiőed as for jets, using a search window of size 𝑅 < 0.2. In order to minimise resource usage,
the algorithm reuses jet seeds (𝑅 < 0.2) as 𝜏 cluster energies. The isolation is computed using the
energy ring of 0.2 ≤ 𝑅 < 0.4 used by the small-radius jet algorithm.

jFEX forward electron algorithm. jFEX identiőes electrons in the region 2.3 ≤ |𝜂 | < 4.9. This
region extends beyond the acceptance of eFEX whose coverage is limited to that of the tracking
acceptance. The seeding procedure, which uses only EM trigger towers as inputs, is analogous to
that used for jets and 𝜏-leptons. The search window varies in size depending on the calorimeter
granularity: 𝑅 < 0.2 in the region 2.3 ≤ |𝜂 | < 2.5 and 𝑅 < 0.3 in the region 2.5 ≤ |𝜂 | < 4.9. The
cluster energy is deőned as the energy sum of the electron seed (a single EM trigger tower) and the
most energetic neighbouring tower. The EM isolation is deőned as the transverse energy sum of all
EM towers within 𝑅 < 0.4, excluding the electron cluster itself.

7.2.3 Global Feature Extractor (gFEX)

gFEX module design. The gFEX has been designed such that the data from the entire calorimeter
can be processed on a single module, thus permitting the use of full-scan algorithms. This
functionality is intended to facilitate identiőcation of boosted objects and global observables such
as 𝐸miss

T , which are of particular interest in a number of searches for new physics. Jet substructure
algorithms may be employed to discriminate between signals from boosted boson or top quark
decay products and the Quantum Chromodynamics (QCD) multi-jet background. The gFEX also
incorporates pileup subtraction capabilities, which provide robustness against pileup for 𝐸miss

T

triggers. 𝐸
miss
T trigger rates are particularly sensitive to pileup and are of great importance for

searches for SUSY, dark matter, and Higgs bosons decaying to invisible őnal states.

The gFEX module, illustrated as a block diagram in őgure 84 and with a photograph in
őgure 76(c), includes three processor FPGAs and a Zynq+ System-on-Chip (SoC) which performs
control and monitoring functions. Each processor FPGA covers the entire 𝜙 ring; two cover the
barrel region |𝜂 | < 2.5 and the remaining FPGA covers the endcap and forward regions. Data arrive
at the gFEX from the LDPS (LAr Ð section 4.1.2) and TREX (Tile) via the FOX (section 7.2.4) at a
transmission speed of 11.2 Gb/s.

Timing and readout. TTC information is transmitted to and from the Zynq+ FPGA via FELIX
(described in section 7.6.1). Upon receipt of a L1A, readout data and TOBs are sent to FELIX. From
the FELIX, readout data are sent to the SW ROD, which builds event fragments to be sent to the
HLT via the DAQ system.
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Figure 84. Block diagram of the L1Calo global Feature EXtractor (gFEX).

Conőguration, control, and monitoring. The IPbus protocol [145] is used to control access to
playback and spy memories on the board for diagnostic and commissioning purposes. Monitoring
and control of the module are performed via IPMC [146], as well as by DCS (see section 7.7).

gFEX algorithms. Inputs to the gFEX are combined into “gTowers” by summing transverse
energy from the electromagnetic and hadronic calorimeters and subsequently applying a calibration
with a lookup table. The granularity in the barrel region is 0.2 × 0.2, increasing in the endcaps and
forward region as illustrated in őgure 85. Contiguous groups of 3× 3 gTowers (2× 3 gTowers on the
boundaries between FPGAs and FPGA divisions) are called “gBlocks”. gBlocks have conőgurable
thresholds and can be used as seeds for large-radius jet identiőcation as described below.

Two types of TOB are identiőed by the gFEX. Jet TOBs are produced on a single processor
FPGA and include large-radius jets, gBlocks, the local pileup energy density (𝜌) and optionally
substructure information. Global TOBs are produced on the Zynq FPGA using information from all
of the processor FPGAs and can include such global observables as 𝐸miss

T ,
∑

𝐸T, and 𝐻T. All TOBs
computed by the gFEX are sent to L1Topo.

gFEX pileup suppression algorithm. Pileup suppression is performed on an event-by-event basis in
the őrmware. The energy density 𝜌 is computed per processor FPGA on an event-by-event basis,
and then multiplied by a factor of 69 to take into account the 69 gTowers that make up a large-radius
jet as deőned below. This value is then subtracted from the 𝐸T of the large-radius jet.

gFEX large-radius jet algorithm. Large-radius jets (“gJets”) are formed using a cone algorithm by
summing the gTower 𝐸T in a “circular” 1.8 × 1.8 area (𝑅 < 0.9) around each gTower. A total of
69 gTowers are used for each large-radius jet as shown in őgure 85. Since gJets may span the area
covered by two different processor FPGAs, information is shared between processor FPGAs in the
form of partial energy sums. gJets are permitted to overlap. Large-radius jets and gBlocks TOBs
are separately sorted on both the right and left 𝜂 divisions of the A and B processor FPGAs and
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Figure 85. Schematic of the gFEX processor FPGA coverage, illustrating the granularity of the gTower inputs.
3 × 3 (2 × 3 on FPGA region boundaries) groups of gTowers make up gBlocks. Note that both gBlocks and
large-radius jets are permitted to overlap. All possible large-radius (𝑅 < 0.9) jets are constructed and those
passing an optional seed requirement are sorted by energy and transmitted separately to L1Topo in two 𝜂
regions per FPGA.

sent to L1Topo on separate őbres. Initially, only the most energetic gJet in each division will be
transmitted. If latency allows, a sub-leading non-overlapping gJet will be transmitted as well. A
non-zero seed threshold can be applied to the central gBlock of the large-radius gJets before sorting.
For the gBlocks, the sub-leading gBlock is required to have its centre outside of the area of the
leading gBlock.

gFEX “jets-without-jets” 𝐸
miss
T algorithm. The “jets without jets” (JwoJ) algorithm [147] is based

on the concept that jet observables may be transformed into global event-shape observables. The
JwoJ algorithm is motivated by the fact that diffuse transverse energy is likely to be associated with
pileup interactions whereas clustered transverse energy is more likely to be associated with the
interaction of interest. The gFEX computes 𝐸miss

T by separating the 𝐸T sums into “hard” (MHT)
and “soft” (MST) terms, where the hard term consists of the 𝐸T sum of towers with the associated
gBlock satisfying 𝐸T > 25 GeV and the soft term consists of the 𝐸T sum of the remaining towers.
The 𝐸miss

T is then computed as a linear combination of the hard and soft terms:

𝐸
miss
T𝑥,𝑦 = 𝑎𝑥,𝑦MHT𝑥,𝑦 + 𝑏𝑥,𝑦MST𝑥,𝑦 , (7.5)

where the 𝑎 and 𝑏 coefficients can be optimised for resolution and overall performance.

7.2.4 L1Calo infrastructure

TREX. In Run 3, the output signals from the Tile calorimeter will still be in analogue format
(section 4.2) but inputs to the FEXs must be in digital format. The digitisation is performed in the
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PPMs of the legacy L1Calo system [141], and new TREX modules, located on the PPMs, process
and duplicate the digitised Tile signals and send them to the Phase-1 L1Calo system via optical
links at 11.2 Gb/s. For backwards compatibility with the legacy system, the Tile signals are sent
electrically to the legacy CP and JEP. The readout data are sent to both the FELIX and the legacy
ROD via optical links (9.6 Gb/s and 960 Mb/s, respectively). TTC info is received from the PPMs
via a VME-P2 connector and from the FELIX via an optical link at 4.8 Gb/s.

The TREX module, pictured in őgure 86, consists of a pre-processor data collector (PREDATOR)
Xilinx® Ultrascale™ FPGA, and four LVDS data in-out (DINO) FPGAs (Xilinx® Artix® -7). It
includes six Samtec FireFly™ optical transceivers: four 12-channel transmitters to the FEXs and two
four-channel Duplex transceivers to handle TTC and readout signals. Monitoring of environmental
conditions is performed using a Zynq® Ultrascale+™ MPSoC (multi-processor system-on-chip)
device, and the data are sent to DCS via Gigabit Ethernet interface. Conőguration, control, and
monitoring of the module are performed via the PPMs using interfaces to VME.

(a) (b)

Figure 86. (a) Schematic diagram of the TREX. (b) A photo of a TREX module.

FOX. The digitised inputs to L1Calo from the LAr calorimeter and the TREX arrive via the FOX
optical plant. The FOX separates the őbre bundles (approximately 7500 őbres in total) and re-routes
them according to the necessary mapping required by the L1Calo FEXes. It also routes the input
signals as required for data sharing between modules covering contiguous areas. Duplicate output
connectors are provided in order to allow for spares for the gFEX board.

The FOX is internally divided into LArFOX and TileFOX components, which route the őbres
from the LAr calorimeter and TREX, respectively. The LArFOX consists of four “FOX boxes”,
which route the EM and hadronic inputs to the eFEX, while the TileFOX consists of two FOX boxes,
which route the EM and hadronic inputs to the jFEX and gFEX. Fibres may also be routed from
one FOX box to another before őnally being sent to a given FEX. A FOX box consists of a 19-inch
rack-mount “2U” chassis containing internal shuffle modules speciőed by their input and output
Multi-őber Termination Push-on (MTP) connectors and the input-to-output őbre mapping.

– 141 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

TopoFOX. Inputs to L1Topo from the L1Calo FEXes and MUCTPI are handled by the TopoFOX,
which performs őbre mapping and routing to the three L1Topo processor modules in a manner
analogous to the FOX. Each of the four processor FPGAs in a given FEX module sends a 12-őbre
ribbon to the 48-őbre output connector of that module, while each of the side-A and side-C FPGAs of
the MUCTPI send two 12-őbre ribbons to the 48-őbre muon output bundle. The TopoFOX receives
and sorts these őbre outputs, combining them into twelve 72-őbre bundles, two of which are sent to
each of the six FPGAs making up the three L1Topo modules.

Hub & ROD. Common communications functionalities for the eFEX, jFEX, and L1Topo ATCA
shelves are provided by the Hub modules. The Hub supports the system readout via a ROD daughter
card contained on a mezzanine on the module, provides switching functionality for module control
and DCS, and distributes timing and control signals to the modules. Each ATCA shelf contains two
Hub modules. In total, the L1Calo system contains seven Hub modules: four for the eFEX system,
two for the jFEX system, and one for L1Topo.

In a given shelf, the Hub module located in logical slot 1 provides switching capability for
module control signals; it also receives the LHC clock and TTC information from the FELIX via a
12-channel MiniPOD optical receiver. This information is then fanned out to the ROD daughter
card contained on the Hub, the FEX modules and the second Hub in the shelf. This second Hub
module, located in logical slot 2, provides switching for the DCS network. Readout control data
from its ROD is sent to the Hub in slot 1 to be included in the combined readout data stream. At the
HL-LHC, FEX data will be multiplexed between the two RODs in the shelf in order to cope with the
higher data rate.

High-level control of the Hub is performed via an IPbus interface [145]. The Hub also connects
to the IPMB [148]) via an IPMC card [146] located on the module. An I2C bus is used to manage
communications on the Hub itself.

Readout data from the eFEX, jFEX, and L1Topo modules are sent to the new FELIX and SW
ROD readout system (described in section 7.6.1) by the ROD daughter card mounted on the Hub
module. The gFEX sends its data directly to FELIX. The ROD receives the readout data from all
FEX modules in a given shelf. The data are then decoded, the checksum evaluated, and őnally
merged into a single packet and buffered before being transmitted to FELIX.

The ROD includes a Xilinx® Virtex® -7 FPGA and four MiniPOD optical transceivers, which
transmit the readout data to FELIX. A photo of a Hub module, with the ROD mounted, is shown in 87.

7.3 L1 Muon trigger

In Run 1, the Level-1 Muon (L1Muon) trigger decision in the endcap region (1.05 < |𝜂 | < 2.4) was
based on the coincidence of hits in the TGC stations of the endcap middle layer (EM-TGC), called
the Big Wheels. The EM-TGC have three stations (TGC-M1, TGC-M2, and TGC-M3) per side,
with the M1 station consisting of three layers and the outer two stations (M2 and M3) each consisting
of two layers, for a total of seven layers.

To improve the rejection of fake muons in the full 𝜂 range of the EM-TGC, several upgrades
have been performed, with the aim of reducing the L1 trigger rate while keeping the efficiency
high [149]. During Run 2, an additional requirement of a coincidence between the EM-TGC and the
D-layer cells of the Tile calorimeter (see őgure 88) in the range 1.05 < |𝜂 | < 1.3, was introduced.
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Figure 87. A Hub module, with the ROD mezzanine mounted (at the top of the module, outlined in pink).

Further rate reduction (see őgure 8(b) for the improvement in L1 Muon endcap trigger rate) in the
range 1.3 < |𝜂 | < 2.4 is achieved in Run 3 by replacing the existing muon endcap inner stations (the
Small Wheels) by the NSW described in section 5.2, comprising sTGC and Micromegas detectors
with high-rate tolerance and improved resolution. The upgrades to the L1Muon endcap trigger are
illustrated in őgure 88. At L = 2 × 1034 cm−2 s−1, the total L1 trigger rate for single muons with
𝑝T > 20 GeV was expected to be 18 kHz before these improvements; with these improvements, the
expected rate is 13 kHz. The additional fake muon rejection provided by the upgrade will be even
more important during Run 4 and beyond. The expected performance of the combined upgrades to
the L1Muon system is also shown in őgure 53.

In the L1Muon trigger, muon candidates are identiőed by measuring the degree to which
their paths deviate (in both 𝑅 and 𝜙) from the pattern of hits expected from a muon with inőnite
momentum; this deviation is inversely proportional to the 𝑝T of the muon. Using the deviations
expected for different muon 𝑝T, so-called “muon roads” can be deőned for different 𝑝T thresholds.
The Run 2 trigger electronics permitted the use of six programmable 𝑝T thresholds; in Run 3, the
upgraded sector logic (see section 7.3.4) will allow 15 programmable thresholds in the endcap.

7.3.1 TGC EI-FI coincidence

The main background source in the L1Muon endcap trigger is low-momentum charged particles
produced in the endcap toroid magnets and beam shielding. In order to reject backgrounds due to
these particles, a coincidence requirement between the Big Wheel and the TGC-FI chambers of the
old EI wheels was introduced in 2015, in part as a proof of principle for the NSW, which ultimately
replaced the EI wheels. An additional coincidence requirement between the Big Wheel and the EIL4
TGC chambers was introduced in 2016, and remains in effect for Run 3 and beyond. Run 2 papers
refer to the combination of these two vetoes as the “TGC EI-FI coincidence”; however, for Run 3
only the “TGC EIL4 coincidence” remains.
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1.05

Figure 88. Schematic overview of the upgraded L1Muon endcap system, illustrating the NSW and Tile-Muon
coincidence.

7.3.2 Tile-muon coincidence

In the region 1.05 < |𝜂 | < 1.3, where the inner layer of the muon system provides incomplete
coverage due to the presence of the toroid magnets, a coincidence between the EM-TGC chambers
and the Tile calorimeter D-cell layers is required in order to improve the rejection of fake muons,
which consist primarily of low-𝑝T protons. The distribution of this background can be seen in
őgure 89(a).

As shown in őgure 88, a high-𝑝T muon originating from the IP and passing through the endcap
in the region 1.0 < |𝜂 | < 1.3 can be expected to traverse the D5 or D6 cells of the Tile calorimeter
extended barrel. These modules have a granularity of 𝜂 × 𝜙 = 0.2 × 0.1, thus providing őnely
segmented energy measurements. Muon candidates with 𝑝T > 20 GeV are required to coincide with
an energy deposit satisfying a pre-determined threshold in at least one of the corresponding Tile
modules mapped in 𝜙 to the associated muon trigger sector.

New TMDBs were installed in Run 2 to perform matching in 𝜙 between the Tile extended barrel
modules and the L1Muon endcap sector logic. Each extended barrel consists of 64 modules in 𝜙
(128 in total), while the L1Muon endcap region consists of 48 trigger sectors. Each TMDB receives
the D5 and D6 inputs from eight Tile modules and three L1Muon endcap sector logic boards. Hence,
16 TMDBs in total are required. The TMDBs are 9U VME modules situated in two crates in USA15.
They perform the following tasks:
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Figure 89. (a) The pseudorapidity distribution of Run 2 L1Muon RoIs with 𝑝T > 20 GeV before and after the
deployment of the Tile calorimeter coincidence requirement. The reduction in the range 1.05 < |𝜂RoI | < 1.3,
where the coincidence requirement is applied, is highlighted. (b) The efficiency of the Run 2 L1 trigger
selection for muon RoIs with 𝑝T > 20 GeV in this pseudorapidity range.

• Receive and digitise the analogue signals from the Tile D5 and D6 cells.

• Provide calibration for the Tile signals.

• Provide signal detection for each Tile cell.

• Provide BCID information using timing information from the TTC receiver [140].

• Provide 𝜂, 𝜙, and BCID information from cells in which a signal has been detected to the
corresponding three muon sector logic boards.

• Share information with neighbouring receiver boards to accommodate for non-perfect matching
in 𝜙 between the eight Tile modules and three muon sector logic boards.

• Provide readout data fragments to the DAQ system.

For single muons with 𝑝T > 20 GeV, the trigger rate was reduced by 6% after this coincidence
requirement was introduced, with only a 2.5% efficiency loss in the range 1.05 < |𝜂 | < 1.3, as
shown in őgure 89.

7.3.3 NSW Trigger

Trigger inputs from both the sTGC and the Micromegas chambers in a sector are processed by
algorithms running on the NSW-TP cards (őgure 90).
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Figure 90. Functional diagram of the NSW-TP.

NSW Trigger Processor requirements. The NSW-TP provides track segments from the NSW
detectors (as described in section 5.2.8) to be matched in the Sector Logic with coincidences found
in the EM-TGC. Each track segment is characterised by its radial position 𝜂, its angle Δ𝜃 with
respect to an ideal inőnite-momentum track (a line from the IP to the segment’s radial position
in the NSW), measured by the precision strips of the sTGC or Micromegas detectors, and by its
azimuthal position, 𝜙, measured by the sTGC pad towers (see also section 5.2.8) or by the output
of Micromegas “diamond” őtter (explained in section 7.3.3). The required 𝜂-resolution of both the
sTGC and Micromegas strip triggers is 0.005. The sTGC pad towers have an 𝑟𝜙-resolution of 7 mm
to 38 mm, increasing with radius (based on the size of the logical pads), and the Micromegas trigger
diamonds provide an 𝑟𝜙-resolution of better than 11 mm at all radii. The angular resolution of the
NSW segments required for Phase-II is 1 mrad in order to match the expected angular resolution of
the EM-TGC. For Run 3, Δ𝜃 is passed to the Sector Logic but not used in the Phase-I trigger decision.

NSW-TP mezzanine cards and input interfaces. The NSW-TP is housed in two ATCA [150]
crates in USA15. The NSW-TP processes information from the Micromegas and sTGC layers in the
sector in separate algorithms (one for the eight Micromegas layers, and one for the eight sTGC layers)
in separate Virtex-7 XC7V690 FPGAs on a mezzanine card. Each blade contains two mezzanine
cards, to serve one NSW octant (one Large sector and one adjacent Small sector); a crate of eight
blades serves a full wheel.

One FPGA on each mezzanine card takes 32 Micromegas őbre inputs (from the sixteen ADDCs
per sector). Each ADDC GigaBit transceiver packet can contain ART data from up to eight triggered
VMMs. When a packet is received, the ART data are decoded, for each strip, into a strip number
and the slope associated with a line from the hit strips to the IP. The decoded data are provided to
the Micromegas TP algorithm (section 7.3.3), which runs on the FPGA.

The other FPGA on the mezzanine takes 32 sTGC őbre inputs from the Routers (four for each
of the eight layers), plus two redundant őbres from the sTGC Pad Trigger (see section 5.2.8) for
the sector. Only data from strips passing through the tower selected by the sTGC Pad Trigger (see
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section 5.2.8) are transmitted to the NSW-TP. A maximum of four such track segments per sector may
be transmitted per BCID. The data from the Routers consist of a Band-ID identiőed by the Pad Trigger,
the 6-bit ADC values from 14 strips, a ŕag indicating whether the 14 high or low strips of the 17 strips
in the band are transmitted, along with the six low bits of the BCID, and the 𝜙-ID (see section 5.2.8).
The decoded data are used by the sTGC TP algorithm (section 7.3.3), which runs on the FPGA.

NSW sTGC strip trigger algorithm. The sTGC strip trigger uses the digitised peak data describing
the quantity of charge deposited on each active strip selected by the Pad Trigger to compute a
centroid for each of the eight sTGC layers and, from the centroids in the eight layers, track segments.
A conőgurable charge threshold is used to deőne the “active” strips used in the centroid calculation.
A conőgurable look-up table deőnes which patterns of active strips are accepted: wide clusters due
to neutrons or 𝛿-rays can be rejected; certain patterns with isolated hits near the cluster may be
conőgured to be accepted. An average centroid is calculated from the valid layer centroids in each of
the two wedges. An 𝑅-index, deőned as the radial position of the trajectory projected onto a virtual
plane passing through the nominal 𝑧-coordinate of the most downstream wire plane of the NSW, and
Δ𝜃 are calculated directly from the values of the two wedge-centroids, using LUTs.

The sTGC trigger produces at most four candidates per sector; the Micromegas trigger can
transmit up to eight candidates. The FPGAs are connected by a high-speed, low-latency 64-bit LVDS
link. Since the Micromegas TP algorithm results are available sooner, Micromegas candidates are
sent to the sTGC TP for merging, with no impact on the latency due to the data transfer. The merging
algorithm limits the total number of merged candidates to at most eight, removing duplicates. Since
𝜙 from the Micromegas is more precise and 𝑅 from the sTGC is more precise (see tables 14 and 15),
a duplicate segment can take its 𝜙 from the Micromegas and its 𝑅-index and Δ𝜃 from sTGC. Further
details of the merging algorithm are given in ref. [85].

Micromegas trigger algorithm. The Micromegas trigger algorithm őrst converts incoming hits to
slope values, based on the slope of the line between the hit strip and the ATLAS IP. Hits are stored
in a buffer with a tuneable number of bunch crossings (currently őve). A set of overlapping roads,
eight strips wide, is formed for the 𝜂 strips; the number of strip hits within a road required for further
processing can be set between two and four (currently three).

The Micromegas trigger identiőes “roads”: sets of strips in the eight Micromegas layers of a
sector that are consistent with the path of a particle (with momentum above a given threshold) coming
from the IP. In practice, Micromegas roads are twelve strips wide (5.1 mm or 5.4 mm), with the four
outer strips at each side overlapping the neighbouring roads. Each wedge contains two layers of “eta”
strips and two layers of “stereo” strips (one with a stereo angle of 1.5° and the other−1.5° with respect
to the eta strips). When a coincidence of three 𝜂 strips is found (of the four 𝜂 layers in the sector), there
is a range of possible stereo hits in both stereo projections. The intersection of two opposite-angle
roads of stereo strips (also 12 strips wide) forms a diamond (see őgure 91(a)). The number of these
diamonds required to span the full azimuthal extent of the chamber (see őgure 91(b)) depends on the
radius. Seven diamonds are sufficient to span the full azimuth at the innermost radius of the Large
sectors, while seventeen are needed at the outer radius. For the 𝜂 road, all diamonds are sequentially
parsed for possible stereo hits. The number of stereo hits required is also tuneable from two of
opposite direction to a maximum of four. Currently the default is three, but there must be at least
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two with opposite inclination angles. Once the coincidences in the 𝜂 roads and diamonds satisfy the
coincidence requirements, the hit strips are then used to calculate slopes. See also őgures (a) and (b).
Candidate diamonds are required to have hits in a conőgurable number of the eta layers in the sector
and a conőgurable number of the corresponding stereo layers. A high-efficiency conőguration would
be at least two out of four hits in the eta layers and at least two out of four in the stereo layers, whereas
a high-rejection conőguration would require three out of four in both. Coincidences are considered
within a conőgurable sliding window of time, in the range of four to eight BCs. These conőgurable
parameters are chosen based on detector and electronics performance, and on LHC conditions.
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Figure 91. The Micromegas trigger is built from “roads” 12 strips wide. (a) shows an 𝜂-road (grey), and two
opposite-angled stereo roads (red and blue) which intersect to form a diamond. (b) shows one 𝜂-road (grey),
and őve positive and őve negative-angled overlapping stereo roads, forming őve diamonds spanning the full
length of the 𝜂-road. Both axes on each plot use units of strip pitch. The 𝜂-road overlaps by four strip pitches
with the 𝜂-roads immediately above and below it. The stereo roads also overlap by four strip pitches with their
immediate neighbours, as shown. The trigger diamonds are the intersections of twelve stereo strips in each
direction. The diamonds overlap with their neighbours, as shown by the black outlines. The Micromegas TP
FPGA performs a őt to the strips in the roads within the selected diamonds. This őt determines the azimuthal
resolution of the Micromegas trigger.

A local slope is calculated from the hits on the horizontal 𝜂 strips and used to calculate Δ𝜃.
The stereo hits are used to őnd the 𝜙 of the track segment. If a őt is found to be consistent with a
projection back to the IP using Δ𝜃, its 𝑅-index is determined using a lookup table and sent along
with Δ𝜃 for merging with the sTGC segments.

NSW-TP output interfaces. The outputs of both TP algorithms are segment candidates. The
NSW-TP requires a valid track segment to be within a conőgurable angle (up to ±15 mrad) of the
corresponding inőnite momentum track through the IP. Each 24-bit segment includes a radial 𝑅-index,
an azimuthal 𝜙-index, a track angle Δ𝜃, and resolution ŕags that indicate whether the segment is
from the sTGC (sTGC segments have one bit lower 𝜙 resolution than Micromegas), or whether one
quadruplet had only a 3-out-of-4 coincidence, which implies worse Δ𝜃 resolution. The sTGC TP
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algorithm produces up to four segment candidates, and then accepts up to eight segment candidates
from the output of the Micromegas TP algorithm running on the same mezzanine card. The TP
algorithm running on the sTGC FPGA then merges the two lists of segments. The merging procedure
removes duplicates and drops segments beyond the eight allowed. Priority is currently given to sTGC
segments. There are options to ignore one or the other of Micromegas or sTGC segments and in case
of duplicates, to take the 𝜙-id from Micromegas and the other variables from the sTGC segment. [85]

The surviving segments are then sent via fast serial links from the NSW-TP to the Sector Logic
described in section 7.3.4, where endcap Muon candidates are formed by successfully matching
NSW track segments with coincidences found in the EM-TGC (Big Wheels). Each NSW sector sends
the track segment data to the Sector Logic via optical őbres: up to eight candidates per sector per
BCID on two őbres, each running at 6.4 Gb/s, four candidates per őbre, including the sector ID and
BCID. Seven copies (14 links) are sent out from the NSW-TP sTGC FPGA to up to seven different
endcap Sector Logic modules. (A single Sector Logic board receives data from at most six NSW
trigger sectors, but each NSW trigger processor may need to deliver data to up to seven Sector Logic
boards. This is needed to cover the overlap of NSW sectors with EM-TGC sectors, with multiple
scattering, misalignments and magnetic őeld bending also taken into account.) For an overview
of the NSW trigger-path electronics see őgure 61. The whole process repeats for every BCID with
a őxed latency of 1075 ns from the time of collision to the time the signal reaches the Sector Logic.

Via the ATCA card’s two FPGAs and Rear Transition Module, each mezzanine has two őbre
connections to FELIX, one for sTGC and one for Micromegas, carrying, on different E-LINKs,
the L1A event readout, exception messages, statistics, sampled events for monitoring, algorithm
parameters, and TTC signals. The BC clock recovered from these links is distributed to the various
FPGA and transceiver clocks via jitter cleaners.

A Zynq SoC FPGA on the ATCA card handles conőguration of all the FPGAs and communicates
various temperatures and voltages from elements of the NSW-TP via Ethernet to monitoring
applications. An IPMC card on the ATCA card communicates critical temperatures and voltages to
DCS via the ATCA Shelf Manager. If any temperature exceeds a conőgurable threshold, the shelf
manager can shutdown a complete ATCA board or speciőc mezzanines.

7.3.4 New endcap sector logic

Muon track candidates are reconstructed based on coincidence logic and assigned to transverse
momentum intervals by the sector logic boards. For Run 3, new sector logic boards have been
designed in order to receive the information from new detector components, and apply additional
coincidence requirements. Inputs to the new sector logic boards include information from the legacy
EM-TGC, EIL4 TGC, and Tile calorimeters, as well as the new RPC-BIS78 and NSW chambers.
The new sector logic boards utilise a Xilinx® Kintex® -7 FPGA, featuring Multi-Gigabit Transceiver
technology (GTX); each board has 12 GTX interfaces and 14 G-Link receivers. A sector logic board
is shown in őgure 92.

The “endcap” region (|𝜂 | < 1.9) is subdivided into 48 independent trigger sectors per side in 𝜙,
as shown in őgure 93, and 24 sectors per side in the “forward” (|𝜂 | > 1.9) region. A sector logic
board processes information from two adjacent sectors. In total, 72 new sector logic boards are
required to cover the entire L1Muon endcap trigger system.
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Figure 92. A L1Muon sector logic board.
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Figure 93. Schematic of the L1Muon endcap trigger segmentation for one octant of the detector, showing
independent trigger sectors outlined in green and RoIs outlined in red. An example of the grouping of the
detector elements into a trigger sector is shown on the left side of the őgure.

A block diagram of the L1Muon trigger sector logic is shown in őgure 94. Hit positions in
the third station of the EM-TGC (𝜂M3, 𝜙M3) are extrapolated back to the IP, as shown in őgure 95,
thus determining the “road” corresponding to the straight track of a muon with inőnite momentum.
Deviations from the centre of these straight roads (Δ𝑅,Δ𝜙) depend on the track momentum and are
computed at the őrst TGC station (TGC-M1). Inputs from the NSW to the new sector logic include
the position of the NSW track segment (𝜂NSW, 𝜙NSW) and the deviation of the reconstructed track
segment with respect to the IP (Δ𝜃).

Look-up tables are used to determine the 𝑅 − 𝜙 coincidence between signals from the EM-TGC
and the NSW, EIL4 TGC chambers, Tile calorimeter D-layer cells, or RPC-BIS78 chambers. Tracks
accepted by the sector logic are divided into intervals corresponding to the programmable 𝑝T

thresholds. Up to four of the highest-𝑝T tracks per sector are sent to the MUCTPI. RoIs, spanning an
area of 𝜂 × 𝜙 = 0.025 × 0.033, are sent to the HLT.
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Figure 94. Block diagram of the L1Muon sector logic. The Big Wheel (G-Link) inputs are shown in blue and
the NSW (GTX) inputs are shown in red.

7.3.5 RPC feet and elevator chambers

Muon triggers in the barrel region (|𝜂 | < 1.05) are provided by three concentric layers of RPC
doublets. The L1 trigger decision in the barrel region relies on coincidence logic. For the low-𝑝T

thresholds, a coincidence of three out of four layers in the middle station is required. The high-𝑝T

trigger thresholds require the low-𝑝T trigger logic to be satisőed, as well as an additional hit in one
of two layers in the outer barrel station.

During Run 1, the sectors 12, 13 and 14 of the barrel spectrometer had a trigger coverage
approximately 20% lower than the other sectors due to the presence of the toroid feet support
structure (sectors 12 and 14, corresponding to −2.16 < 𝜙 < −1.77 and −1.37 < 𝜙 < −0.98) and
the elevator shaft (|𝜂 | ≃ 0.7, 𝜙 ≃ −1.57). In LS1, additional chambers were installed in the toroid
feet and elevator regions in order to increase the L1Muon barrel trigger coverage by about 3%, as
described in section 5.3.3.

In the feet region, the new chambers consist of two layers of RPC doublets, instead of the usual
three layers. A two-layer coincidence is required for the high-𝑝T thresholds, but since there are fewer
doublet layers in this region, the fraction of fake muon triggers in this region is higher than in the
rest of the barrel. The impact of the new chambers in the feet region can be seen in őgure 96.

7.3.6 RPC BIS78

In the regions of the inner barrel (BI) that receive the highest background rates, additional RPC
modules have been deployed, as discussed in section 5.3.4. These new BIS78 (Barrel Inner
Small [62]) chambers, covering 𝜂 stations 7 and 8, are located on the A-side of ATLAS, in the
transition region between the barrel and endcap (1.0 < 𝜂 < 1.3). The high background rate in this
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Figure 95. Overview of the L1Muon endcap trigger system, showing the tracking information used to compute
the trigger decision. The solid line shows the trajectory of a muon with őnite momentum, the dotted line
shows the trajectory of a hypothetical inőnite momentum muon used to deőne the centre of the trigger road.

ηoffline muon 
1− 0.5− 0 0.5 1

L
1
 m

u
o
n
 b

a
rr

e
l 
tr

ig
g
e
r 

e
ff
ic

ie
n
c
y

0

0.2

0.4

0.6

0.8

1

1.2

1.4
 ATLAS

Data 2017
-1

 = 13 TeV, 46.8 fbs 

 <-1.77 rad
µ

φ > 15 GeV, -2.16 < 
µ

T,offline
p

L1_MU11

new feet trigger chambers

legacy feet trigger chambers

(a)

ηoffline muon 
1− 0.5− 0 0.5 1

L
1
 m

u
o
n
 b

a
rr

e
l 
tr

ig
g
e
r 

e
ff
ic

ie
n
c
y

0

0.2

0.4

0.6

0.8

1

1.2

1.4
 ATLAS

Data 2017
-1

 = 13 TeV, 46.8 fbs 

 <-0.98 rad
µ

φ > 15 GeV, -1.37 < 
µ

T,offline
p

L1_MU11

new feet trigger chambers

legacy feet trigger chambers

(b)

Figure 96. Trigger efficiency for muons with 𝑝T > 15 GeV and satisfying a three-station coincidence
requirement in the barrel region. The increased efficiency due to the additional chambers in the feet region
can be seen for the two 𝜙-sectors where the chambers were added: (a) Sector 12 and (b) Sector 14.
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region is due to secondary charged tracks originating from beam halo protons and a lack of detector
shielding and instrumentation. The BIS78 chambers provide stand-alone detection and localisation
of charged tracks and have an angular resolution of 3 mrad, which provides improved trigger rejection
of low-𝑝T muons. These new chambers are a pilot project for the Phase-2 BI upgrade, which is
planned to compensate for the reduced efficiency of the RPCs in the HL-LHC environment, and
increase the geometrical acceptance of the muon trigger in the barrel with BI-BO combinations.

The trigger logic for the BIS78 chambers is performed on Pad boards [151], which are installed
on each station. The Pad is an FPGA-based board which collects the BIS78 RPC hit data from
the front-end electronics over 18 serial links at 1.6 Gb/s. It selects muon trigger candidates by
requiring a local 2/3 coincidence of the RPC hits, applies a zero-suppression algorithm, and then
sends the trigger information to the endcap sector logic board (described in section 7.3.4), located
off the detector. Readout data are sent to FELIX (section 7.6.1) through optical links via a gigabit
transceiver (GBTx) chip [152].

The Pad board utilises a Xilinx® Kintex® -7 FPGA, which supports optical transmission with
őxed latency and provides robustness against radiation, including both single-event upsets and total
ionising dose effects.

The expected rate reduction expected from the BIS78 RPCs is illustrated in őgure 53.

7.4 L1 topological trigger

The ATLAS physics programme relies signiőcantly on electroweak-scale processes involving
hadronically-decaying tau leptons, jets, and 𝐸miss

T , such as 𝐻 → 𝜏𝜏 and 𝑍𝐻 → 𝜈𝜈𝑏𝑏. Also of
importance are processes with unique topologies, such as 𝐵- or 𝐽/𝜓-meson decays to low-𝑝T leptons
or vector-boson fusion production of a Higgs boson, which then decays invisibly (Vector Boson
Fusion (VBF) 𝐻 → invisible). These signatures have large multi-jet backgrounds, and so the ability
to reject the background and improve signal purity while still maintaining low trigger thresholds is
of critical importance.

To accomplish this, a new L1Topo system was introduced in Run 2 and commissioned in 2016.
It consisted of a single ATCA shelf with two FPGA-based processor modules which performed
selections based on geometric or kinematic observables of TOBs received from the L1Calo and / or
L1Muon systems, e.g Δ𝜂,Δ𝜙,Δ𝑅, and invariant mass (𝑀inv). The details of the hardware design for
the Run 2 system may be found in [142].

The L1Topo system has been redesigned for Run 3. It consists of three ATCA modules: one
module computes L1Calo trigger multiplicities (Topo1) and the other two (Topo2 and Topo3) apply
topological selections as in Run 2. (In the legacy system, the multiplicity task was performed by the
L1Calo CMX [10].) Each module includes two Xilinx® Ultrascale+ processor FPGAs for algorithm
computation, which provide increased processing power compared to the Run 2 version. Each FPGA
has 118 input and 24 output őbres. Each module also contains two mezzanine cards: one for power
and control, and another for communication with the CTP. An L1Topo module is shown in őgure 97.

L1Topo receives TOBs for jets, 𝐸miss
T , e/𝛾 clusters, and muons from the L1Calo and L1Muon

systems via the TopoFOX optical plant (described in section 7.2.4). The data received include the
object type, (𝜂, 𝜙) coordinates, and transverse energy of the object, and its isolation (in the case of
e/𝛾 objects). Table 16 summarises the number of TOBs per object type sent to L1Topo.
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Figure 97. A production L1Topo module.

Table 16. A summary of the maximum number of TOBs sent to L1Topo for each object type.

Object Number of TOBs

e/𝛾 (eFEX) 144
Tau (eFEX) 144
Forward e/𝛾 ( jFEX) 5
Large Tau (jFEX) 6
Small-radius jet (jFEX) 168
Large-radius jet (jFEX) 24
𝐸

miss
T (jFEX) 7
𝐸T (jFEX) 7
Small-radius jet (gFEX) 6
Large-radius jet (gFEX) 3
𝐸

miss
T (gFEX) 3

∑

𝐸T (gFEX) 1
Muon 32

The L1Topo algorithms are implemented in a pipelined, deadtime-free manner using a őxed
latency. Algorithms are distributed across the FPGAs as evenly as possible such that optimal resource
usage is achieved. The conőguration of algorithms, as well as their conőgurable parameters, are
stored in the trigger menu.

The real-time output data sent by L1Topo to the CTP consist of individual bits indicating
the algorithm decisions as well as an overŕow bit for the topological algorithms. The output of
the multiplicity algorithms includes multiple bits indicating the number of TOBs fulőlling the
requirements of a given algorithm. The outputs are sent to the CTP via optical or electrical cables.

Upon receipt of an L1A, the L1Topo real-time output data are captured and sent to the DAQ
system. Readout to FELIX and the SW ROD is done via the ROD as described in section 7.2.4. The
clock and TTC signals are received from the Hub module via the backplane.

– 154 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

      144 e/γ  144 taus 32 muons 168 jets Missing E T

Parameters

Sort/Select Algorithms

     6/10 e/γ 6/10 taus 6/10 muons 6/10 jets

Algorithm result bits & overflows

2
 B

C
1

 B
C algorithm 1 algorithm 2 algorithm 3 algorithm 4 algorithm N

(a)

144 e/γ 144 taus 168 small jets large jets Missing E T

Parameters

Decoding and Masking

Multiplicity Bits

EM

Multiplicities

Decoding 
 
Isolation Cuts

Object 
Counting

Tau

Multiplicities

Decoding 
 
Isolation Cuts

Object 
Counting

Jet

Multiplicities

Decoding 

Object 
Counting

Jet

Multiplicities

Decoding 
 
(Substructure)

Object 
Counting

Energy

Thresholds

Decoding 

Thresholding

C
B 1

C
B 1

(b)

Figure 98. The L1Topo algorithm structure is illustrated in (a). TOB inputs are őrst passed to sort / select / no
sort algorithms, which produce shortened lists of TOBs, which are in turn passed to the decision algorithms.
Subőgure (b) shows the multiplicity algorithm structure which has as input all TOBs produced by eFEX,
jFEX and gFEX. These TOB inputs are őrst passed to “no-sort” algorithms (labelled as “Decoding” in the
őgure). The resulting lists of TOBs in a global format are then passed to the multiplicity algorithms; the
output multiplicity bits are sent to the CTP.

Control and conőguration are performed via an IPbus interface on every FPGA, as well as on
a control FPGA which controls the entire module. Voltage and temperature are monitored by the
IPMC via an Inter-integrated Circuit (I2C) bus and are provided to DCS by the shelf manager.

Three types of L1Topo algorithms exist:

• Sort / select / no-sort algorithms These algorithms take all input TOBs and convert the various
TOB formats to a single global data format. They also sort the TOBs by 𝐸T or 𝑝T, or select
all TOBs with 𝐸T or 𝑝T exceeding a conőgurable threshold value, or satisfying object-speciőc
criteria, such as isolation or substructure requirements. The output consists of reduced lists of
sorted TOBs, which may then be used as inputs to the decision algorithms, described below.
This reduction is necessary to handle the otherwise excessively large combinatorics. The őnal
lists contain six TOBs in the case of “sort” algorithms and 10 TOBs for “select” algorithms.
“No sort” algorithms only perform the conversion to a global data format and are used as inputs
to the multiplicity algorithms. The latency of these algorithms is two bunch crossings (50 ns).

• Decision algorithms These algorithms determine whether a given trigger condition has been
satisőed; examples include selections on Δ𝜂, Δ𝜙, and 𝑀𝑖𝑛𝑣. Their outputs include decision
and overŕow bits which are sent to the CTP. The latency of the decision algorithms is limited
to one bunch crossing (25 ns).

• Multiplicity algorithms These algorithms count the number of objects passing a given threshold,
e.g. 𝐸T, or located within a given region in 𝜂. The output multiplicity bits are transmitted to
the CTP. The latency of the multiplicity algorithms is limited to three bunch crossings (75 ns).

Conőgurable parameters (e.g. threshold values) of the algorithms are speciőed in the trigger menu.
The three algorithm types are illustrated in block format in őgure 98.
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7.5 Central trigger & TTC

The L1 CTP receives trigger information from the other L1 trigger systems and forward detectors
and executes the őnal L1 trigger decision. Muon trigger inputs are received via the MUCTPI, which
is described in section 7.5.1. The CTP itself is described in section 7.5.2.

7.5.1 Muon to central trigger processor interface

Functional overview. The muon barrel and endcap trigger processors send their results as input
to the MUCTPI, which has been redesigned and replaced during the Phase-I upgrade [153]. The
replacement was necessary in order to provide full-granularity muon information at the BC rate to
the L1 topological processor and to be able to interface to the sector logic modules using high-speed
optical links.

The MUCTPI receives information for up to four muon track candidates per muon trigger
sector from the endcap trigger sector logic modules, and up to two candidates from the barrel
trigger sector logic modules. The information includes the position and 𝑝T threshold passed by the
track candidates (15 𝑝T thresholds for the endcap, and six 𝑝T thresholds for the barrel), along with
additional information, such as track quality ŕags, geometrical ŕags, and in the case of the endcap, a
ŕag indicating the electric charge of the muon candidate.

The MUCTPI processes the information in three parallel paths:

• It combines the information from all trigger sectors to calculate the total multiplicity of muon
candidates per muon threshold and sends the multiplicities to the CTP for each bunch crossing.
Up to 64 bits of multiplicity information can be sent to the CTP for each bunch crossing. The
multiplicity can either be a 2- or 3-bit value, and the maximum multiplicity value for a given
𝑝T threshold includes the cases with even more muon candidates.

• It sends muon position and transverse momentum information of selected muon candidates to
the L1 topological trigger system, to be used in subsequent topological trigger algorithms in
combination with calorimeter information. The muon candidates sent are ordered according
to decreasing 𝑝T.

• It can apply muon-only topological trigger algorithms to be sent to the CTP.

Care is taken to avoid double-counting of muons which traverse more than one detector region
due to geometrical overlap of the chambers and the deŕection of the muons in the magnetic őeld.
Many cases of overlaps are resolved within the barrel and endcap muon trigger processors. The
remaining overlaps to be treated by the MUCTPI are those between neighbouring trigger sectors.

The MUCTPI also provides data to the HLT and to the data acquisition system for events
selected at L1. A subset of the muon candidate information, ordered by 𝑝T is sent to the HLT to be
used as RoIs for further processing. The DAQ system records a more complete set of information,
including the computed multiplicity values, which is used to monitor the functions of the MUCTPI.

System implementation. The Phase-I MUCTPI, shown in őgure 99, is integrated on a single
ATCA blade, replacing the 18 9U VME cards of the Run 2 system. The architecture is based on
a highly integrated generation of FPGAs, featuring a large number of on-chip MGTs as well as
12-channel ribbon őbre optics receiver and transmitter modules (MiniPODs) for the data transfer.
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(a) (b)

Figure 99. The MUCTPI module shown (a) as a block diagram and (b) in a photograph.

The two Muon Sector Processor FPGAs Ð each taking care of one detector hemisphere Ð
receive and process muon trigger data from 208 inputs from sector logic modules connected through
high-speed serial optical links using MiniPOD receiver modules. The Muon Sector Processor
FPGAs also copy information on selected muon trigger objects to several L1Topo modules using
MiniPOD transmitter modules.

The Trigger and Readout Processor FPGA merges the muon multiplicity information received
from the two Muon Sector Processor FPGAs and sends the results to the CTP. In addition, it can also
implement muon topological trigger algorithms. This is possible because all the trigger information
is available in a single module with low latency. The same FPGA also receives, decodes and
distributes the TTC information.

A SoC is used for conőguration, control and monitoring of the module. The device integrates a
programmable logic part with a dual-core ARM processor subsystem. The processor subsystem runs
the required software to interface the MUCTPI to the ATLAS run control system through a GbE
interface. It will also be used for environmental monitoring of components of the board such as the
power supply, optical modules, and FPGAs. The values read include voltages, currents, temperatures,
optical input power, clock status, etc.

7.5.2 Central trigger processor

Functional overview. The CTP is the last stage of processing of the Level-1 trigger system. It
receives digital trigger information from the L1Topo, legacy L1Calo, MUCTPI and ALFA systems,
and from various forward detectors. The CTP system used during Run 1 has been described in [3]
and has since been upgraded.

Table 17 shows the various inputs of the CTP. Three different input paths are available:

• The traditional electrical trigger path via the CTPIN modules is used for trigger signals coming
from various forward detectors, for calibration signals from some sub-detectors, and for special
triggers such as a őlled-bunch trigger based on beam-pickup monitors, and a minimum-bias
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Table 17. Overview of the trigger inputs to the CTP in Run 3.

CTP input Cable origin Number of

bits

Trigger information

CTPIN Various sources 36 Forward detectors, calibration, special
triggers

CTPCORE
electrical

MUCTPI/ALFA
77–149

Muon-only topological algorithms and
ALFA

Topo2, Topo3 Topological algorithms

CTPCORE
optical

MUCTPI 64 Muon threshold multiplicities

Topo1 263–335 Simple multiplicity triggers, energy
sums, missing energy

Figure 100. Block diagram of the trigger path in the CTP.

trigger based on scintillation counters. It is also used for the legacy L1 calorimeter trigger system
during the start-up phase of Run 3 and the commissioning of the L1 topological trigger system.

• The electrical low-latency input via the CTPCORE+ module, which is used for latency-critical
trigger signals, such as those from the L1 topological processor, muon-only topological triggers
from the MUCTPI system, and signals from the ALFA detector. For the L1 topological
processor, these are signals from the Topo2 and Topo3 modules: Topo2 provides topological
algorithms that combine jets with one or more other objects, comprehensive combinations
of jet and 𝜏, and jet and EM clusters, along with muons and missing transverse energy
where appropriate, while Topo3 is largely dedicated to topological triggers typically involving
electrons, ranging from the standard model performance triggers, to exotics triggers involving
many lepton ŕavours.

• The optical input via the CTPCORE+ module is used for the muon threshold multiplicities
from the MUCTPI and for non-latency critical L1 topological algorithms, mainly coming from
the Topo1 module. These include simple multiplicity triggers on electromagnetic, hadronic 𝜏,
and jet objects, energy sums, missing transverse energy, and other fast topological algorithms.
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The trigger path of the CTP is shown in őgure 100. Up to 512 trigger inputs can be used in
programmable look-up tables to form trigger conditions from the input signals, as described in more
detail below.

Each trigger item can be put in coincidence with any combination of the 16 bunch groups,
which are programmable collections of bunch-crossings.

In the next step, the rate of each trigger item is controlled by pre-scaling, where an algorithm
rejects pseudo-randomly on average a certain fraction of the trigger item signals. The fraction is
called the pre-scale factor and can be individually set for each trigger item. Each trigger item can
subsequently be enabled or disabled to be used in the trigger decision. The L1A signal generated by
the CTP is the logical OR of all enabled trigger items.

For each L1A signal, the CTP provides an 8-bit trigger-type word signal, whose bits indicate
certain categories of types of triggers and can be used to select options in the event data processing and
monitoring in the sub-detector readout chain. For each L1A signal, the CTP also sends information
about the trigger decision for all trigger items to the HLT and to the data acquisition system. The CTP
can support up to three data-taking partitions for calibration and test runs. The trigger items after
pre-scaling are partitioned and assigned to the three partitions, each of which individually enables the
trigger items of interest, gates them with the veto signal, forms the L1A of the partition, and calculates
the deadtime taking into account the L1A and the BUSY signals of the corresponding partition.

In addition to its function as trigger processor, the CTP is also the timing reference of the
detector. It receives the beam-synchronous clock and timing signals from the LHC and distributes
them together with the L1A signal to the ATLAS sub-detectors, preserving their timing information.
It also interfaces with the LHC Global Positioning System (GPS) timing system and attaches a
nano-second precision absolute time-stamp to the read-out data of each L1-accepted event. In
addition, it is in charge of generating luminosity blocks, which divide a data acquisition run into
small time intervals of typically one minute. These luminosity blocks are the shortest time interval
for which the integrated luminosity, corrected for deadtime and pre-scale effects, can be determined.
They are also used as the time interval for online and offline data quality assessments.

The CTP features many monitoring facilities that allow the monitoring of the rate of each
incoming trigger signal, and of each trigger item at the different stages of trigger processing in
the CTP. These rates are determined, published online, and preserved for offline usage, every few
seconds and on luminosity block boundaries. Some of the trigger rates, such as those before and
after veto, are used to correct the integrated luminosity for deadtime losses. The deadtime and its
components are monitored directly by corresponding deadtime counters. In addition, the CTP has
counter facilities that allow the monitoring of trigger rates and deadtime fractions per BCID and
thus the study of bunch-by-bunch effects of the trigger rates and deadtime.

System implementation. The CTP for Run 1 has been described in detail in [3] and has since
been modiőed during LS1 and LS2. The upgraded CTP system consists of six types of modules
which are housed in a single 9U VME crate, as shown in őgure 101:

• The CTPMI module as the machine interface module.

• Three CTPIN modules to receive trigger input signals.
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• The CTPCORE+ module to receive additional direct trigger input signals and implement the
trigger logic.

• The CTPMON module for per-bunch-monitoring of trigger input signals from the CTPIN.

• Five CTPOUT+ modules as interfaces to the sub-detector TTC distribution.

• One CTPCAL module to receive calibration request signals from sub-detectors and receive
electrical signals.

• Two NIM to LVDS conversion (NIM2LVDS) boards to receive further electrical signals.

Figure 101. Block diagram of the various components of the CTP. Components marked with + were newly
built during LS1, while components marked with ∗ use the Run 1 hardware, but with upgraded őrmware. The
őrmware of the CTPCORE+ was further upgraded during LS2.

The controller CPU interacts with the modules via the VME backplane. Internal communication
between the modules proceeds by custom bus systems implemented as custom-built backplanes
installed in the CTP crate: the PITbus is used for routing synchronised and aligned trigger inputs
from the CTPIN boards to the CTPCORE+ module, the COMbus+ is for the interchange of common
timing, trigger and control signals between all the modules, and the CALbus is used for sub-detector
calibration requests.

For Run 2, the following components of the CTP were upgraded:

• The őrmware of the 3 CTPIN modules was upgraded to drive trigger input signals to the
PITbus in double-data rate at 80 MHz, hence doubling the number of input signals available
on the PITbus from 160 to 320.
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• The CTPCORE board was replaced by the newly designed CTPCORE+ board, which allows
trigger logic to be applied to up to 512 trigger inputs (to be compared with 256 inputs in
Run 1). The inputs are a programmable selection of signals from the PITbus and additional
192 direct electrical inputs from the L1Topo trigger processor and the ALFA sub-detector. The
CTPCORE+ can form up to 512 trigger items (256 in Run 1) that can be put into coincidence
with up to 16 bunch groups (eight in Run 1). It also features the possibility to support up to
three data-taking partitions for calibration and test runs.

• The four CTPOUT boards have been replaced by őve newly designed CTPOUT+ boards, each
supporting running with up to three concurrent data-taking partitions, and featuring additional
monitoring and testing facilities.

• The COMbus backplane was replaced by the newly designed COMbus+ backplane, which
allows the distribution of timing signals for up to three concurrent data-taking partitions, and
includes the communication with a őfth CTPOUT+ board.

• The CTPMON őrmware was updated to select up to 160 trigger inputs from the PITbus for
per-bunch monitoring.

For Run 3, the CTPCORE+ őrmware has been updated to receive optical trigger signals from
L1Topo via up to 12 optical őbres running at a link speed of 6.4 GBaud, corresponding to 96 trigger
bits per optical őbre. A programmable switch matrix maps the incoming trigger signals to up to 512
usable trigger inputs.

The timing signals from the LHC are received by the CTPMI, which can also generate these
signals internally for stand-alone running. This board also controls and monitors the internal and
external busy signals; for example, the busy signal transmitted from a sub-detector in case of overload
on its data acquisition system. The module sends the timing signals to the COMbus+, thereby
making them available to all of the other modules in the CTP.

The CTPIN modules receive trigger inputs from forward detectors, the legacy L1Calo system,
and from various other sources, such as calibration systems, the beam-pickup monitors, and a
minimum-bias trigger based on scintillation counters. The input boards select and route the trigger
inputs to the PITbus, after synchronising them to the clock signal and aligning them with respect to
the bunch-crossing. Three boards with four connectors of 31 trigger input signals each allow for a
total of 372 input signals to be connected, of which up to 320 can be made available on the PITbus
at any given time, using double-data rate at 80 MHz.

The trigger decision module (CTPCORE+) receives the trigger inputs from the PITbus and
from two external sources: via three electrical connectors of 64 trigger input signals each, and
via up to 12 optical őbres containing up to 96 trigger bits each. A selection of these trigger input
signals is made using a programmable switch matrix. The CTPCORE+ module combines the trigger
input signals from the PITbus, the electrical and the optical CTPCORE+ inputs, and internally
generated signals, using several programmable look-up tables to form up to 512 trigger conditions.
In a further step the trigger conditions are combined using content-addressable memories to form up
to 512 trigger items. Any of the up to 512 trigger conditions may participate in any of the up to 512
trigger items. The trigger items are put into coincidence with individual combinations of up to 16
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bunch groups, subsequently undergo pseudo-random prescaling and deadtime gating, and can be
individually enabled or disabled to take part in the őnal L1A trigger decision. The trigger results are
transmitted to the COMbus+. The CTPCORE+ module also acts as the readout driver of the system,
sending information to the HLT trigger and the data acquisition for each accepted event.

The output module (CTPOUT+) receives the timing and trigger signals from the COMbus+
and fans them out to the sub-detectors. The module receives back from the sub-systems the busy
signals, which are sent to the COMbus+, and 3-bit calibration trigger requests, which are routed to
the CALbus. The calibration module time-multiplexes the calibration requests on the CALbus and
sends them via a front-panel cable to one of the input modules. The calibration module also has
front-panel inputs for beam pick-up monitors, minimum-bias scintillators, other forward detectors,
and test triggers. In addition, two NIM2LVDS modules provide further front-panel inputs for such
trigger signals.

The TTC signals of the CTP are distributed electrically to the sub-detectors via the CTPOUT+
links, through which in return the sub-detector busy signals and some calibration request signals
are received. A local trigger system acts as an interface between the CTP and the TTC distribution
of each sub-detector, and imitates the function of the CTP during stand-alone data taking of the
sub-detector.

During Runs 1 and 2, the local trigger system consisted for all sub-detectors of a series of
custom 6U VME electronics boards [140]: an LTP module as the TTC switch board and generator
of local signals, an LTPI module for interconnections between sub-detector partitions, a TTCvi
for the serialisation of the TTC information, and a TTCex for the optical transmission to the sub-
detector front- and back-end electronics, where TTC receiver chips (TTCrx) decode the transmitted
information and make it available as electrical signals for further use.

During LS2, the ALTI has been introduced as the local trigger system for new Phase-I sub-
detector partitions and to replace the legacy set of TTC modules (LTPI, LTP, TTCvi and TTCex) for
all sub-detectors, except for the RPC, TGC, and LUCID detectors.

The ALTI module provides the same electrical and optical interfaces as the legacy set of TTC
modules in a single 6U VME electronics board. Using a single modern FPGA, all the functions of
the legacy set of TTC modules are replicated. New, useful functions were added, such as an optical
input and memory to analyse optical TTC signals, memories to store incoming electrical signals,
additional monitoring features including per-bunch monitoring of trigger signals, and a range of
speciőc functions serving to generate L1A sequences similar to the ones from the CTP. These latter
functions include a programmable look-up table for deőning the trigger logic of the trigger inputs
and generated trigger signals of the ALTI board, pseudo-random trigger generators, pseudo-random
pre-scaling, bunch group masking, and simple and complex deadtime generation. Where possible,
the same algorithms as in the CTP were used.

From the ALTI module or the legacy set of TTC modules, the timing signals are distributed to
the detector electronics using the TTC system. The implementation and use of the TTC system is
sub-system speciőc. As an example, the muon trigger systems use TTC standard components to
transmit the timing signals all the way to the electronics mounted on the chambers, while in case of
the inner tracking detector a custom-built distribution system is used to transmit the signals from the
counting rooms to the cavern.
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7.6 DAQ/HLT

7.6.1 FELIX/SW ROD

FELIX and the SW ROD are new detector readout components introduced into the ATLAS DAQ
system for Run 3. FELIX is designed to act as a conőgurable data router, receiving packets from
detector front-end electronics and transferring them to peers on a commodity high-bandwidth
ethernet network. Whereas previous detector readout implementations relied on diverse custom
hardware platforms, known as RODs, as the interface between the detector electronics and the
common DAQ chain, the motivation for FELIX is to unify all readout across one well supported and
ŕexible platform. As well as its readout function, FELIX will also serve as a relay for trigger accept
and clock information from the TTC system to front-end electronics. It will also be possible to use
FELIX to send general purpose control data to front-end electronics to manage modules throughout
data taking and calibration.

Another key aspect of the FELIX concept is to take advantage of advances in technology, for
example: larger and faster FPGAs, the advent of multicore CPUs and high-performance networking,
to move tasks which were previously performed in customised hardware (the aforementioned RODs)
into the more ŕexible őrmware and software domains. In this new architecture, with FELIX acting as
a simple router, detector data processing, monitoring and control functions are instead implemented
in software hosted by commodity server systems subscribed to FELIX data. The primary peer on
this network will be the SW ROD, which will perform functions such as event fragment building,
data formatting and other detector-speciőc processing to prepare data and facilitate online selection.
The SW ROD will also buffer event fragments and supply them on request to HLT nodes, via an
identical interface to the legacy ROS.

FELIX and SW ROD-based readout paths will exist alongside the legacy ROS system for the
duration of Run 3. An overview of the architecture is presented in őgure 102. FELIX and SW
ROD installations were deployed during LS2 for systems undergoing signiőcant detector or readout
upgrades in preparation for Run 3 operation. These are the NSW, LAr digital readout and new L1Calo
systems described earlier in this section. Smaller scale demonstrators for upgraded Barrel RPC-BIS78
and the Tile Calorimeter were also installed during this shutdown. In total the Run 3 installation
comprises about 60 FELIX servers (hosting 100 I/O cards between them), with 30 software ROD
servers. This is similar in size to the legacy ROS system in Run 3, which consists of approximately
100 servers. The remaining ATLAS systems will then all be migrated to FELIX during the next
long shutdown before the HL-LHC, resulting in the őnal decommissioning of the legacy ROS.

FELIX systems are able to interface with front-end electronics over one of two optical link
protocols: GigaBit Transceiver (GBT [152]), a radiation-hard standard developed at CERN, where
multiple lower speed links (E-links) from separate pieces of electronics can be aggregated into
a single 4.8 Gb/s link; and FULL mode, an in-house design with no link substructure for higher
bandwidth (9.6 Gb/s) communication between FPGAs. Data streams for either protocol can be
conőgured to use different encoding, although 8b10b is typically used for normal dataŕow.

FELIX & SW ROD server hardware. Each FELIX server is 2U high and hosts custom I/O
cards (FLX-712, described in section 7.6.1), with őrmware to interface with either of the two link
protocols. For the GBT case each server hosts two cards, for the higher bandwidth FULL mode
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Figure 102. Comparison of Readout Architecture in Run 2 (right-hand side, with hardware RODs) and
Run 3 (pink box on left-hand side) showing new FELIX readout paths. High-Level Trigger Processing Unit
(HLTPU)s are able to sample event data from both paths via an identical interface.

case each server hosts one card (driven primarily by the number of available Peripheral Component
Interconnect Express (PCIe) lanes). Each server also hosts high-bandwidth network interface cards
(dual-port 25 GbE for GBT, dual-port 100 GbE for FULL mode). Each FELIX server has an
Intel® Xeon® E5-1660 V4 CPU (8 cores 3.2 GHz) and 32 GB of Double Data Rate (DDR)4
Error Correction Code (ECC) Random Access Memory (RAM). Each SW ROD server is 1U high,
featuring dual Intel® Xeon® Gold 5218 CPUs (16 cores 2.3 GHz) and 96 GB of DDR4 ECC RAM.
Each server also hosts a dual-port 100 GbE network interface.

FELIX I/O card. The FLX-712, shown in őgure 103, is a PCIe card supporting a 16-lane Gen 3
interface, able to reach a throughput of up to 100 Gb/s. An MTP 24 or 48 coupler provides the interface
to external data őbres, after which the light is internally routed to one of eight MiniPOD transceivers
(four for reception and four for transmission) handling 12 links each. A maximum of 48 bi-directional
optical links can therefore be connected to each board. A Xilinx® Kintex® Ultrascale™ (XCKU115)
FPGA provides the platform for all on-board őrmware features. An on-board PEX8732 PCIe switch
makes it possible to map two separate PCIe 8-lane endpoints into one 16-lane bus. A JTAG connector
is provided to facilitate FPGA conőguration, though this may also be stored in an on-board FLASH
chip. FPGA programming and card health monitoring and control are also possible over PCIe.

Finally, an interchangeable mezzanine card provides an interface for a number of timing and
control systems. The ATLAS TTC system in Run 3 connects to FELIX via an optical őbre for the
distribution trigger and clock information and a LEMO connector for the receipt of BUSY signals.
An SI5345 jitter cleaner on-board the FLX-712 itself ensures a sufficiently good quality clock for all
FELIX use cases.
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Figure 103. Run 3 FELIX hardware platform (FLX-712), with key components labelled.

During LS2, approximately 60 FELIX servers hosting a total of 100 FLX-712 cards were
deployed, routing data to 30 SW ROD systems. A signiőcantly larger number (of order 6 times
more) will be deployed in LS3 to service all remaining ATLAS systems.

FELIX firmware. The FELIX őrmware, a diagram of which can be found in őgure 104, is designed
to be modular and ŕexible. Separate components manage different key functions, such as the link
wrapper (GBT or FULL mode) and the PCIe and Direct Memory Access (DMA) [154] engines.
Between these lies the Central Router module, which performs the most data intensive workload.
Here data arriving over different links are decomposed according to protocol and converted into
regular 1 kB elements for optimal DMA transfer to the host server’s memory. In order to optimise
FPGA resource utilisation and timing, the FELIX őrmware deployed in the FLX-712 consists of two
duplicate paths with identical modules, each servicing half the input links and reading out to an
8-lane PCIe interface. As such, each FLX-712 card appears to the host server as two 8-lane devices.

Alongside the primary dataŕow path, a separate common module interacts with the TTC system,
injecting trigger and clock signals into the data path and relaying BUSY signals back to the central
trigger should operating conditions require a pause in dataŕow. The TTC module is also responsible for
generating an information packet for each trigger accept received on a special stream for downstream
subscribers to use to facilitate event fragment building and synchronisation. Other common modules
also manage conőguration registers, clock control/distribution and general housekeeping.

By re-using the basic blocks above it is possible to ŕexibly produce őrmware designs for
different use cases. For ATLAS, separate designs are maintained for both GBT and FULL mode,
where the primary differences are the link wrapper and the complexity of the Central Router (which
is signiőcantly lower for FULL mode). Due to FPGA resource utilisation constraints the maximum
number of GBT links which can be supported for primary dataŕow is 24. For FULL mode the
limitation comes from the PCIe bandwidth of the FLX-712, which can accommodate a maximum of
12 links. However, the standard approach is to build őrmware to support up to 24 links, this giving
the option to operate more than 12 at lower occupancy. Thus a higher link density can be provided
within the same bus constraints.
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Figure 104. Diagram of the őrmware deployed on the FPGA of the FLX-712 in GBT mode. In FULL mode
the incoming (RX) GBT link wrapper is replaced with a dedicated FULL mode module. The Central Router
is also much simpler in this case, as the data processing requirements are less severe.

FELIX software. The FELIX software suite comprises high- and low-level components. Alongside
a dedicated device driver, low-level tools make it possible to test all őrmware features in a laboratory
setting and debug any issues which may arise. At a higher level, a high-performance daemon operates
in an “always on” fashion in order to receive data from the FLX-712 over DMA and provide onward
routing. DMA transfers are received via a separate ring buffer for each PCIe device visible to the
host server (hence two per FLX-712). The software daemon, based on the NetIO architecture [155]
is designed to be event driven, able to react to hardware interrupts from the card, indicating incoming
data, or signals from the network interface or operating system. The design is such that copies of
the data in memory are kept to a bare minimum to maximise throughput. Finally, Remote Direct
Memory Access (RDMA) technology is used to transfer data to connected network peers without
intermediate processing. An overview of the complete software stack is presented in őgure 105.

SW ROD design. The SW ROD is implemented as an ATLAS Run Control-aware application
running on dedicated servers. The application is designed to be able to support ŕexible workloads,
with conőgurable event fragment building and processing. The overall architecture of the SW ROD
application is shown in őgure 106. At the input stage, dedicated “Reader” threads subscribe to FELIX
data streams and write incoming packets into “slice” buffers, with each buffer made up of “vectors”
of data packets corresponding to a speciőc Level-1 Trigger IDentiőer (L1ID) for a speciőc input link.
From here packets are placed into an associative “ReadOut Buffer (ROB)Fragment assembly” map
structure, with all data in a previously assembled slice associated with their corresponding L1ID.
Thus the aggregation from many packets per L1ID to one ROBFragment object happens in two steps.
At this point, if required, fragments are placed into a “Ready” queue for handling by a subdetector-
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Figure 105. Diagram showing the different layers of the FELIX software architecture, with the central
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Memory Access (RDMA)) and operating system signals (including interrupts from the FELIX I/O card). The
higher-level layer implements application-speciőc logic and handles subscriptions from external clients via
dedicated sockets, available both in peer-to-peer or publisher/subscriber mode. Sockets can also either operate
in “buffered” mode, whereby data are packed into an output buffer before transfer across the network (useful to
optimise throughput for small packets) or “unbuffered” mode, where data are transferred immediately (useful
for larger packets).
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Figure 106. SW ROD Architecture with subdetector plugins. Data are aggregated by common L1ID in
the input stage before being passed (if needed) to dedicated subdetector code, before being buffered and
transferred onward as needed during HLT processing. In this example only two Reader Threads are used for
clarity, but in principle more can be conőgured as needed.

speciőc plugin, operating in a dedicated user processing thread. Within this thread, a variety of
fragment analysis, error checking, monitoring and statistics gathering can take place, making it
possible to replicate the actions of the old generation of hardware RODs which the SW ROD replaces.
Should such processing not be required fragments can be sent directly to the output stage. At this stage,
fragments are held in a “ROBFragments” map while the HLT performs selection operations on the
events of which they form part. A pool of request processing threads transfers any requested fragment
data from the map to the HLT during this period. This őnal stage is designed to be functionally
identical to the legacy ROS buffers, making use of a common interface to the HLT, such that any
HLT node requesting data makes no distinction as to whether it comes from a ROS or a SW ROD.
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7.6.2 Network

As part of the preparations for Run 3, the TDAQ network is undergoing a major programme of
updates. The overall design is based on two physical levels, with machines operating in the electronics
cavern (FELIX, SW ROD, ROS and various DCS and detector infrastructure nodes) communicating
with systems on the surface (HLT, core infrastructure, control calibration and monitoring nodes)
via a 40 GbE backbone. Different communication workloads are supported, from bulk dataŕow to
diverse control and monitoring traffic.

While the overall core throughput between the electronics cavern and the surface has not
changed since Run 2 (remaining at 40 GbE), the overall number of nodes connected to the network
has increased signiőcantly, with more extensive deployment of virtual networks to serve different
functions, eliminating the need for further physical interconnects. The network’s router infrastructure
has also been replaced, both at the core router level (now two Juniper QFX10016s) and all client
switches at various levels (now made up of 50 Juniper QFX5100), with improved performance and
the introduction of active-active redundancy (based on MC-LAG technology). All routers now make
use of the next generation of ASICs (Broadcom Trident II in the client switches and Juniper Q5 in
the core routers). A mixture of copper and optical őbre connectivity is used, so as to optimise the
cost for each use case. The overall architecture of the network for Run 3 is shown in őgure 107,
along with a more detailed description of node connectivity.

The majority of new clients on the TDAQ network belong to the new FELIX and SW ROD
readout paths. Each FELIX server hosts a dual 25 or 100 GbE network interface card, with each SW
ROD hosting a dual 100 GbE interface. The servers are connected via dedicated high-performance
switches (a total of six Juniper QFX 5200), which feature lossless operation over RDMA and
active-active redundancy. Each SW ROD then features a separate dual 40 GbE interface to the
common dataŕow network, for control and bulk dataŕow through to the HLT and beyond. Further
new nodes may also be added to the network in future as the HLT farm continues to expand on the
surface. As such, additional contingency has been factored into the speciőcation of the core network
to allow for such evolution to take place.

As mentioned before, the physical network is subdivided into separate Virtual Local Area
Networks (VLANs), each with a dedicated quality of service policy, to enable efficient management of
separate workloads without extra cabling. There are őve separate VLANs in operation: Management,
for network control and monitoring; Control, for server control (DHCP, NFS, DNS, etc.) and DAQ
control; Data, for DAQ traffic; Monitoring, for Low-priority monitoring and backup (operated on
a best-effort basis) and őnally SimP1: for simulation jobs running in the HLT farm. With this
implementation, virtual router instances also provide traffic isolation and enhanced security (e.g. the
ATLAS technical network is protected against traffic ŕooding).

Beyond the upgrades described above, signiőcant effort has gone into reworking the cabling struc-
ture in the surface cavern and improving uninterruptible power supply coverage for the DAQ network.

7.6.3 HLT/AthenaMT

Event processing frameworks for most LHC experiments have traditionally been designed to process
single events serially on a single CPU core, with events distributed between independent processing
nodes. Unfortunately, for offline processing, such a model no longer matches trends in computer
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Figure 107. TDAQ Network for Run 3, showing upgraded core routers (QFX10016 in the centre) and new
FELIX/SW ROD network (top right). Client routers (QFX5100) act as the interface between the core and the
processing farms performing online control, monitoring and calibration functions. Nodes participating in
primary dataŕow (such as ROS, SW ROD, TPUs and SFO) are connected directly to the core. In the case
of ROS, FELIX, and SW ROD, separate connections for the purposes of node control are also present. The
ATLAS Control Network (ATCN) operates in parallel, connecting DCS and ATLAS core infrastructure, and
interfaces to the TDAQ network via the core and via connections to hardware ROD components.

architecture. Crucially, while the number of CPU cores available in a standard compute node has
increased, the amount of memory per core is increasing at a lower rate. In order to effectively make
use of the increasing core count, the average memory utilisation per job must therefore be reduced.
The most effective way to achieve this is to share memory between cores. This can be achieved by
sharing event processing between multiple threads, i.e. multi-threading, thus reducing the overall
memory footprint per core. Memory has never been a limiting factor for the ATLAS HLT, due to the
different operational model, but the system can still beneőt from any optimisation to gain additional
margin for future evolution, and to aid with other workŕows with differing resource limitations such
as HLT simulation as part of MC event generation.

To tackle the memory issue, a signiőcant redesign of the ATLAS software framework (Athena)
was undertaken to allow it to process events across multiple threads. The new AthenaMT framework
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Figure 108. Diagram demonstrating the three different kinds of parallelism available with AthenaMT:
inter-event, where multiple events are processed in parallel; intra-event, where multiple algorithms can run in
parallel for an event and in-algorithm, where algorithms can utilise multi-threading and vectorisation.

to be used for Run 3 positions ATLAS software to optimally exploit future server technology
evolution. An additional feature of AthenaMT is its built-in hooks to facilitate potential future
use of co-processors, such as GPUs and FPGAs. Asynchronously offloading compute-intensive
tasks to these devices can free up CPU cores for work better suited to the CPU. While the use of
co-processors is not planned for the start of Run 3, the structure of AthenaMT means they can be
integrated in future without major architectural changes.

The Athena framework is mainly written in C++, with a conőguration layer in Python. The
underlying Gaudi framework [156] is shared with the LHCb experiment. The Gaudi layer deőnes
the basic classes used for event processing, and also provides a component known as the scheduler,
which is responsible for optimal algorithm execution. In Run 2, the Gaudi scheduler was used by
offline reconstruction, but the HLT used a custom implementation: “Trigger Steering”. The steering
layer was needed to implement additional HLT functionality, to facilitate features such as RoI-based
processing and the sequencing of trigger selection criteria to arrive at a decision for each event. The
Trigger Steering layer fulőlled these requirements successfully during Runs 1 and 2, but with a
signiőcant development and maintenance overhead.

Taking into consideration the above, the key drivers of the design of the new AthenaMT
framework were to reduce maintenance overhead and to make effective use of hardware. As already
discussed, effective use of modern multi-core machines requires multi-threading. From the beginning,
the new framework was designed to meet both offline and trigger requirements, eliminating the need
for a custom trigger-speciőc layer. Data and control ŕow, as well as regional reconstruction, were de-
signed to be part of the scheduler. AthenaMT makes it possible to implement three different kinds of
parallelism: inter-event, where multiple events are processed in parallel; intra-event, where multiple al-
gorithms can run in parallel for an event and in-algorithm, where algorithms can utilise multi-threading
and vectorisation. A pictorial representation of the different options is presented in őgure 108.

As described in section 1.4, the trigger menu translates the physics priorities of the experiment
into allocations of the total L1 and HLT rates. Each unique selection combination is called a chain,
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with the set of chains making up the menu. During Run 2, more than 2000 unique combinations
of trigger selection criteria were employed to distinguish interesting events. The conőguration for
each selection was generated from a large Python “TriggerMenu” package. As it is important to
know exactly which menu is used both for data-taking and production of simulated samples, the
conőguration is stored in a database. As part of the software upgrade for Run 3, both the actual
conőguration and its database storage mechanism have been redesigned. The key requirement was
to reduce the complexity of the conőguration and to ease maintenance and development overhead
while also improving the performance of the conőguration serialisation/deserialisation. The reduced
complexity is the result of a redesign of the conőguration (both in the trigger and across Athena
as a whole), while the improved serialisation/deserialisation performance comes from storing the
conőguration in a JSON [157] representation rather than in a relational format.

The AthenaMT software framework must interact with the online trigger and data-acquisition
infrastructure, as well as new hardware triggers installed for Run 3. During Run 2, each node in
the HLT forked multiple sub-processes, thus sharing memory between them via the copy-on-write
mechanism. In Run 3, each forked sub-process will additionally run with multiple threads, and
potentially process multiple events across these threads. This design implies that tuning of the number
of forks, threads and concurrent events will be necessary to ensure maximum performance. It also
implies that if a sub-process crashes or takes too long, all concurrently processed events must be saved
for offline reprocessing. A comparison of the Run 2 and Run 3 architectures is presented in őgure 109.

7.6.4 Online software & monitoring

The ATLAS Control & Conőguration software suite underwent a signiőcant overhaul for the start of
Run 2. The features introduced have since been reőned throughout data taking; thus a modern and
ŕexible system was in place at the start of Run 3. The goals of the upgrade were three-fold: őrst, to
properly accommodate additional requirements that could not be seamlessly included during data
taking; to re-factor software that had been repeatedly modiőed to include new features, and make it
more maintainable; and to take the opportunity to modernise the software base, making the most of
the rapid evolution in information technology during the lifetime of the LHC. This upgrade was
carried out retaining the important constraint to minimally impact the operational mode of the system
or any public Application Programming Interfaces (APIs), thus making it as easy as possible for the
large user community to integrate all the changes. An example of the changes is the introduction
of a completely redesigned online monitoring archiving engine (P-BEAST) able to aggregate and
serve data to a number of clients (principally a Grafana web interface for the production of time
series displays). P-BEAST interfaces with the existing statistics distribution system (IS) without
API changes in the latter, but provides enormous improvements in user experience and monitoring
capability. An example of a typical online monitoring time series display with P-BEAST and Grafana
is shown in őgure 110.

Alongside the tools already mentioned, ATLAS also deploys speciőc Data Quality monitoring
tools to aid shifters in the task of monitoring the performance of a data-taking session. The
Data Quality Monitoring Framework automates data quality assessment by applying data quality
algorithms to the histograms produced by event selection applications running in the HLT. The
results produced by these algorithms are displayed to the shift crew in a hierarchical manner, so that
the shift operator can quickly spot problems and easily identify their origin. This framework was
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Figure 109. (a) Athena process operating within the wider HLT processing framework in Run 2, where
multiple forked instances performed all processing and (b) Run 3 equivalent, potentially with fewer forks,
with each fork capable of spawning multiple processing threads. Image includes an icon made by Smashicons
from ŕaticon.com.

Figure 110. Example dashboard produced with the Grafana web interface.

further enhanced throughout Run 2 with the addition the Data Quality Monitoring Archiver, a new
feature to store results in ROOT format for offline analysis. An example of a web display produced
by the tool’s integrated archive viewer is shown in őgure 111.
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Figure 111. Example screenshot of the Data Quality Monitoring Application.

7.7 Detector control system

The purpose of the DCS [158] is to ensure coherent and safe operation of ATLAS and to serve as a
homogeneous interface to all subdetectors and to the technical infrastructure of the experiment. The
DCS must be able to bring the detector into any desired operational state, to continuously monitor
and archive the operational parameters, to signal any abnormal behaviour to the operator, and to
allow manual or automatic actions to be taken. It must also provide bi-directional communication
between DCS and run control to synchronise the state of the detector with the operation of the data
acquisition system. The DCS also handles interactions between ATLAS sub-detectors and other
systems that are controlled externally, such as the LHC accelerator, CERN technical services, the
ATLAS magnets and the DSS.

Apart from consolidation and modernisation efforts for the DCS hardware and software
components, several conceptual upgrades have been implemented since Run 1. First, the standard
middleware employed by all systems was migrated from OPC Data Access to the Open Platform
Communications Uniőed Architecture (OPC UA) standard [159]. Middleware applications interface
front-end components with the DCS back-end software applications based on the WinCC OA SCADA
package [45] (formerly known as PVSS). Second, for the new detector systems introduced for Run 3,
DCS functions of most of the new or upgraded front-end electronics components are covered by
the GBT-SCA ASIC[87] which communicates with the back-end electronics using the same optical
links as the readout or trigger data processed by the FELIX system. These monitoring and control
data are relayed to and from the DCS back-end by the GBT-SCA software suite, a dedicated set of
middleware applications. Finally, a signiőcant part of the new back-end electronics of the upgrade
systems is based on crates and blades following the ATCA standard for which a dedicated integration
solution was conceived. The ATCA equipment signiőcantly extends the DCS functionality compared
to the previous implementation based on VME crates. These three aspects are described in more
detail in the following three sub-sections.
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Figure 112. OPC UA server architecture within the quasar framework.

7.7.1 Standard middleware OPC UA.

The middleware standard for DCS systems is Open Platform Communications Uniőed Architecture
(OPC UA), an industry standard for machine-to-machine communication in the controls domain,
allowing independence from the operating system and development in various programming
environments. Features like robust data modelling, custom hardware embedding and secure
communications are among the advantages of this standard.

In order to reduce development and maintenance efforts, a framework for OPC UA server
creation is available Ð the Quick OPC UA Server Generation Framework (quasar) [160,
161]. Development starts with creation of a design őle, in EXtensible Markup Language (XML)
format, describing an object-oriented information model of the target system or device. Using this
model, the framework generates an executable OPC UA server application, which exposes the per-
design OPC UA address space, without the developer writing a single line of code. Furthermore, the
framework generates skeleton code into which the developer adds the required target device/system
integration logic. This approach allows both developers unfamiliar with the OPC UA standard, and
advanced OPC UA developers, to create servers for the systems they are experts in while greatly
reducing design and development effort as compared to developments based purely on COTS OPC
UA toolkits. Higher level software may further beneőt from the explicit device model by using the
XML design description as the basis for generating client connectivity conőguration and server
data representation. Moreover, having the XML design description at hand facilitates automatic
generation of validation tools.

Figure 112 gives an overview of the different layers of quasar put into context. Controllable
devices or systems are accessed using their speciőc access layer Ð often provided together with the
speciőc device. The device logic layer functions as an interface with the high level layers of quasar,
which comes in several modules covering different functional aspects. The address space module sits
in the OPC UA end of the server, exposing data towards OPC UA clients, and is implemented using
an OPC UA back-end layer with exchangeable back-end implementations. A conőguration module
facilitates address space and device instantiation and the deőnition of their relations. XML is used
as the conőguration format backed by XML schema deőnitions. A XML schema to C++ mapping
generator is used to build actual instances from conőguration őles. An additional subsystem called
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Calculated Items, operating entirely in the address space, enables creation of new variables which
are derived from existing ones using mathematical functions. quasar further comes with optional
modules such as component based logging, certiőcate handling, server meta-data, embedded Python
processing, WinCC OA integration tools and Structured Query Language (SQL)/Not Only SQL
(SQL) archiving with historic data access. A ready-to-use build system based on CMake along
with pre-conőgured tool-chains for several platforms such as x86_64 or ARM-based Linux and
Microsoft Windows are provided. Finally, an OPC UA client generation facility called UaoForQuasar
is available for building C++ clients for quasar-based servers.

By the start of Run 3, all middleware applications for Java Card OpenPlatform-supported devices
such as power supplies and the ELMB [44], as well as their WinCC OA integration components were
migrated to the OPC UA standard. Furthermore, at the time of writing, more than 20 different OPC
UA server implementations for numerous custom device types used in ATLAS have been developed
and integrated, including servers running on embedded platforms such as system-on-chip devices.

7.7.2 Controls software for GBT-SCA-based Front-end electronics

The GBT-SCA is a radiation-tolerant ASIC and part of a chip-set of the GBT project, providing
simultaneous transfer of readout data, timing and trigger signals as well as slow control and
monitoring data, by multiplexing multiple logical electrical data links, onto a single optical link
using the rad-tolerant GBTx ASIC on the front-end side. The GBT-SCA serves as an interface to
the control and monitoring signals of front-end electronics on the detectors, using two redundant
E-LINKs to connect to a GBTx.

The GBT-SCA software suite [162] provides a high level of abstraction and an interface to
all communication channels of a GBT-SCA, proőting from the hardware parallelism between
independent channels. To ensure reliability, the software does the necessary bookkeeping for the
synchronous communication and transaction tracking.

Moreover, the software achieves high performance and low latency, including features such as
grouping requests for lengthy operations requiring transfers of large amounts of data over JTAG, such
as FPGA programming. Since thousands of GBT-SCAs are used in the detector systems, scalability
is an important design aspect. At the same time, monitoring and control tasks require availability
close to 100%, implying the need for a high level of robustness. For the őnal production system,
the GBT-SCA software is interfaced with the optical link receiver system, FELIX, via a dedicated
communication link called netIO. Figure 113 shows an overview of the GBT-SCA integration chain,
illustrating the interplay of the components of the GBT-SCA software suite.

GBT-SCA OPC UA ecosystem. In the GBT-SCA software package core there is a library that
is structured in modules that implement the required functionality in various layers. The library
was designed to be ŕexible and easily adaptable to the diverse systems intended to use it by its
polymorphic high-level data link control back-end. Moreover, the GBT-SCA software package
contains the Demonstrators, which are tools that directly use the library and are used for testing and
for low-level diagnostics. Finally, as part of the package, a GBT-SCA Simulator was developed that
is able to generate GBT-SCA traffic, simulating realistic GBT-SCA behaviour, in order to allow for
development and testing without real hardware.
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The GBT-SCA OPC UA server was implemented using the quasar framework, taking
advantage of quasar’s built-in features such as calculated variables, threading, different types of
variables and methods. The server architecture divides the GBT-SCA channels into device classes,
according to their respective hardware functions. In addition, a Global Statistician module was
developed to collect and measure general statistics across the setup and to expose the collected
metrics to the clients. Finally, a GBT-SCA Supervisor software module oversees the state of the
system and provides supervisory functionality such as automatic recovery from communication loss
with GBT-SCAs, GBT-SCA ID validation and other administrative tasks.
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For any sub-system application using the GBT-SCA functionality Ð the GBT-SCA OPC
UA Clients Ð the GBT-SCA OPC UA server is used as the hub to transmit and synchronise the
data, and a choice was made to decentralise all specialised applications (as shown in őgure 113).
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This choice facilitates maintenance, has the advantage of dividing responsibilities among different
communities, allows for staging by creating higher-level wrapper applications, and allows for
interoperability between diverse clients. To support the concept, a quasar-generated C++ library,
namely UaoClientForOpcUaSca is provided for building ad-hoc OPC UA clients. This library
supplies the interface to the GBT-SCA OPC UA server and is created based on information sourced
from the design of the server. Applications in ATLAS, that use the aforementioned library, are
TDAQ OPC UA clients used for conőguration, or peripheral servers which perform sub-detector
speciőc higher-level operations. The simpliőed architecture of the OPC UA GBT-SCA server and an
example of a GBT-SCA OPC UA client is depicted in őgure 114. The server allows for the usage of
any general-purpose OPC UA clients for diagnostic purposes such as the publicly available UaExpert

tool [163]. Finally, the most common way that an OPC UA server is used by the DCS is through
SCADA WinCC OA-based systems. These systems employ OPC UA clients which connect to the
servers to retrieve the data and visualise the information in a user interface, usually deployed in the
control room where the system is monitored by a shifter. In the case of WinCC OA, the OPC UA
connectivity is realised via a software module, fwSca, which is supplied by the GBT-SCA software
suite. This module allows for fast integration as it creates all the necessary conőguration in the
WinCC OA application based on a priori information of the GBT-SCA OPC UA information schema.

GBT-SCA software performance. The server has been designed to serve setups of various sizes
and types. The biggest challenge is the NSW detector upgrade (see section 5.2). In this system,
6976 GBT-SCAs are employed, distributed over different types of front-end electronics boards. The
traffic of the GBT-SCAs is handled by 30 FELIX hosts with 18 optical őbre connections each, and a
corresponding number of GBT-SCA OPC UA servers.

In an early integration setup, the GBT-SCA OPC UA server was tested against a full-sector slice
of the NSW Micromegas sub-system with eight detector layers fully equipped with their front-end
electronics. The slice serves 160 GBT-SCAs, handled by a single server which was used in various
realistic scenarios. The GBT-SCAs are separated in three categories/types of electronics with
different functionality and interfaces as described in table 18.

The setup used one FELIX host equipped with an Intel(R) Xeon(R) CPU E5-1650 v4 @3.60 GHz.
The GBT-SCA OPC UA server runs in the FELIX host machine along with FELIX software. In a
őrst constant-throughput scenario, a WinCC OA SCADA application monitored the analogue inputs
from a separate host while three OPC UA clients were used for diagnostics. In the second burst
traffic scenario, the server was used by 128 additional conőguration clients.

Constant-throughput monitoring traffic. Even when no conőguration activities are performed, the
server is used constantly to provide monitoring data from the detector electronics. These data, mostly
from analogue inputs, correspond to the minimum possible activity of the server. In the Micromegas
full-sector slice setup the global request rate was measured to be around 7800 requests/s for 2192
ADC inputs (each analogue input consists of two GBT-SCA requests). That resulted in an actual
refresh rate of about 2 Hz per analogue input. The CPU usage of the server reached about 25% on
average and the share of available physical memory used was 340 MB, a metric that is stable and not
dependent on the usage.
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Table 18. GBT-SCA channel usage in the ATLAS NSW Micromegas full-sector slice. The setup was used to
evaluate the performance of the server.

Board Name MMFE8 ADDC L1DDC

Functionality readout
trigger data

aggregator aggregator
GBT-SCA Numbers 128 16 16
ADC Inputs 15 10 9
Calculated

15 10 9
variables
I2C Master 2 6 2
I2C Slave 44+60 6 2
Serial Peripheral Interface (SPI) Slave 8 - -
General Purpose I/O (I/O) 19 18 -

On-demand GBT-SCA traffic Ð Front-end conőguration. The most challenging aspect, in terms of
open sessions and process complexity, is the conőguration of the front-end boards. Emulating the
cold start of the NSW Micromegas detector, a full-sector conőguration was attempted in addition
to the constant-throughput monitoring traffic as described above. During the process, up to 58
concurrent sessions were established from various OPC UA clients. The conőguration clients were
programming the front-end electronics using a combination of interleaving operations between
GPIO, I2C, and SPI totalling around 2700 requests for each GBT-SCA. The global request rate
reached about 35 000 requests/s. The instantaneous CPU usage peaked at 218%. The total time to
initialise all the front-ends was measured to be 10 s. In ATLAS, each sector is independent, so these
times and rates are also applicable to the full detector.

7.7.3 Controls for ATCA back-end electronics

The ATCA standard is employed as a back-end platform by many of the system upgrades for Run 3
(the NSW Trigger Processor, the LAr LATOME, and the TDAQ L1 gFEX, eFEX, MUCTPI, jFEX,
and L1Topo systems), replacing the VME standard as the preferred back-end technology for new
electronics systems. To allow the DCS to work with ATCA, an integration solution based on the
common OPC UA toolset was developed, managing ATCA shelves via their shelf manager Simple
Network Management Protocol (SNMP) interface and providing control and monitoring of shelf and
blade functions. The solution covers the “CERN-standard” Pigeon Point Shelf Managers (ShMM
500, ShMM 700R) and, while designed for ATCA, is compatible with the broader device family. An
overview of this scheme is illustrated in őgure 115.

The ATCA OPC UA server, a modularised software application (see also 7.7.1), models selected
parts of the ATCA standard functionality for compliant devices in an object-oriented design and
interfaces with the shelf manager SNMP agent via the experiment controls network. Code generation
techniques are used to implement the selected device functions based on the SNMP Management
Information Base provided by the shelf manufacturer. The SNMP back-end within the server
implementation is a C++ wrapper of the Net-SNMP open-source library and provides a generic
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Figure 115. Overview of the scheme based on OPC UA to manage ATCA shelves via their shelf manager
interface. During Run 3, some systems still use the IPbus-based pathway shown in grey, but this is deprecated
and will be phased out by the end of LS3.

interface to any SNMP device. In addition, the ATCA OPC UA server provides features such as
automatic hardware discovery that queries a given set of shelf managers and automatically creates
a map of all blades, fan trays, power supplies and other őeld-replaceable units, and makes their
functionality available to OPC UA clients. The supervision of custom blade functions such as
on-board sensors controlled by the blade IPMC is also supported.

Finally, a set of associated tools, allowing for easy client integration with the WinCC OADCS
applications, are part of the ATCA software solution. These tools take care of datapoint creation,
alarm handling, archiving, and Finite State Machine integration, and facilitate the creation of operator
interfaces with pre-built generic user interface panels, making shelf integration into the ATLAS
DCS an easy and efficient task.

The LAr Calorimeter back-end electronics (see also section 4.1.2) and the TDAQ Level-1
Calorimeter Trigger electronics (see also section 7.2) use this method to monitor onboard component
parameters such as temperature and voltage.

8 Outlook

Extensive upgrades were performed to ready the ATLAS detector for Run 3 based on the experience
gained from Runs 1 and 2. While the running parameters foreseen for Run 3 are not expected to
subject the detector to more extreme conditions than it has experienced already, it is expected that
with luminosity levelling, ATLAS will perpetually experience conditions close to the extremes of
Runs 1 and 2 during Run 3. The emphasis of the Phase-I upgrades was therefore on making the
detector and its trigger as robust as possible, so that ATLAS can run comfortably during Run 3 with
un-prescaled single-lepton trigger thresholds comparable to those of Run 1. The Phase-I upgrades
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were designed to last for the remaining lifetime of ATLAS, and constitute the őrst step in preparing
ATLAS for the rigours of data-taking at the HL-LHC, when it is expected that the instantaneous
luminosity could rise as high as L = 7.5 × 1034 cm−2 s−1, with an average pileup of ⟨𝜇⟩ ≈ 200.

The remaining upgrades required for ATLAS to run at the HL-LHC are being prepared now, and
will be installed during LS3, at the end of Run 3. The largest of these is the complete replacement of
the ATLAS ID by the new, all-silicon, Inner Tracker (ITk) [164, 165] that is designed for a similar or
even improved tracking performance compared to the current ATLAS ID, but in the challenging pileup
conditions of the HL-LHC. The ITk pixel system, which builds on the technology used in the IBL,
will be composed of őve barrel layers plus endcap rings covering up to |𝜂 | = 4. It will be surrounded
by a large-area strip detector composed of four barrel layers and six endcap discs, extending up to
a maximum radius of 1 m and covering up to |𝜂 | < 2.7. There will be substantial upgrades to the
electronics of numerous subsystems for Phase-II, with a focus on radiation-hard readout electronics
for the LAr [166] and Tile [143] Calorimeters that must operate at the trigger rates and latencies
required for Phase-II luminosities. The already excellent timing resolution of the calorimeters will
be augmented with the addition of a dedicated High-Granularity Timing Detector (HGTD) [167].
The Muon Spectrometer [62] will see further improvements to trigger coverage and redundancy, with
the replacement of on- and off-detector readout and trigger electronics, the replacement of the TGC
EIL4 doublet modules by more efficient triplets, and with the addition of RPCs to the entire inner
barrel layer, building on the BIS78 pilot project described in section 5.3.4. Information from the
MDT detectors will be incorporated in the őrst level of the Muon trigger, increasing its granularity
and improving the sharpness of the trigger transverse momentum thresholds. The replacement of
the front-end electronics of the existing ATLAS detector systems during the Phase-I and Phase-II
upgrades allows for a substantially higher hardware-level trigger rate and a longer latency. The
TDAQ system for ATLAS in the HL-LHC [66, 168] will consist of a single-level hardware trigger
that analyses calorimeter and muon detector information at 40 MHz within 10 µs latency. After the
hardware-based trigger decision, the resulting full detector and trigger data will be read out at a rate
of 1 MHz. An upgraded high-level trigger system will be implemented using commodity hardware,
reőning the trigger objects in order to achieve a maximum output rate of 10 kHz.

The Phase-I upgrade project is an essential part of a broad upgrade program through the lifetime
of the Large Hadron Collider and is fully compatible with the future Phase-II upgrade program of
the ATLAS experiment. The collection of

√
𝑠 =13.6 TeV collisions in July 2022 is the realisation

of the Run 3 conőguration of the ATLAS detector (see őgure 116) and has marked the start of the
vibrant physics programme planned for Run 3 and beyond.
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Figure 116. Event display (Run 427514, Event 68319093) of a collision event recorded in ATLAS on 7
July 2022, when stable beams of 6.8 TeV protons were delivered to ATLAS by the LHC. The red line shows
a muon candidate with a transverse momentum of 15 GeV reconstructed using information from the inner
tracking detectors and the ATLAS Muon Spectrometer (MS) endcap. The muon candidate was among the
őrst reconstructed using hits in the Micromegas chambers of the NSW on side C. The NSW is outlined in
white and the Micromegas hits are shown as orange lines. Additional muon chambers associated with the
track are shown as green (MDT endcap) and purple (TGC endcap) boxes.
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Glossary

ADC Analog-to-Digital Converter . . . . . . . . . . . . 63, 67, 68, 95, 96, 101, 126, 147, 177, 178

ADDC ART Data Driver Card . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88, 95– 98, 101, 104, 146, 178

AFP ATLAS Forward Proton . . . . . . . . . . . . . . . . . . . . . . . . . . iii, 4, 14, 110, 111, 120– 123, 125

ALFA Absolute Luminosity for ATLAS . . . . . . iii, 4, 13, 110, 111, 120, 121, 157, 158, 161

ALICE A Large Ion Collider Experiment at LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

ALTI ATLAS Local Trigger Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65, 162

AMC Advanced Mezzanine Card . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

API Application Programming Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171, 176

ARM Advanced RISC Machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

ART Address in Real Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96– 98, 101, 146

ASD Ampliőer-Shaper-Discriminator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96, 110

ASDBLR Ampliőer, Shaper, Discriminator and BaseLine Restorer . . . . . . . . . . . . . . . . . . . . . . . . 48

ASIC Application-Speciőc Integrated Circuits . 46, 49, 67, 94– 98, 101, 103, 109, 110, 122,
168, 173, 175

ATCA Advanced Telecommunications Architecture 1, 68, 123, 132, 133, 135, 136, 142, 146,
149, 153, 156, 173, 178, 179

ATCN ATLAS Control Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

AthenaMT multithreaded ATLAS software framework . . . . . . . . . . . . . . . . . . . . . . . 129, 169– 171

AWG American Wire Gauge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

BC Bunch Crossing . . . . . . 36, 46, 49, 58, 80, 96, 100, 101, 116, 118, 119, 148, 149, 156

BCAM Brandeis CCD Angle Monitor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93, 94

BCID Bunch Crossing IDentiőer . . . . . . . . . . . . . . . . . . . . 97, 99– 101, 118, 145, 147, 149, 159

BCM Beam Conditions Monitor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

BiCMOS Bipolar CMOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

– 182 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

BIS78 Integrated Muon BIS7 and BIS8 sMDT chambers supplemented with new RPCs; see also
section 5.3.4 . . . . . . . . . . . . . . . . . . . . . . . . 4, 13, 77, 79, 80, 94, 106– 110, 151, 153, 180

BJT Bipolar Junction Transistor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

BOC Back of Crate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39, 45– 47

BPM Bi-Phase Mark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

BRAN Beam Rate of Neutrals relative luminosity monitors . . . . . . . . . . . . . . . . . . . . . . . . . 124, 125

BSM Beyond the Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16, 124

CALbus custom bus used for sub-detector calibration requests in the CTP . . . . . . . . . . . . . . . . 162

CAN Controller Area Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

CMM Cluster Merger Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

CMOS Complementary metal-oxide-semiconductor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

CMS Compact Muon Solenoid experiment at LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1, 111, 119

CMX Common Merger Extended Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130, 153

COMbus+ custom TTC bus used in the CTP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160– 162

COTS Commercial Off-The-Shelf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

CP Cluster Processor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128, 130, 141

CPU Central Processing Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129, 160, 163, 168– 170

CSC Cathode Strip Chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4, 17, 76, 102

CSM Chamber Service Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

CTP Central Trigger Processor . . . . . 65, 101, 116, 120, 122, 126– 128, 130, 132, 153– 162

CTPCAL CTP module that receives calibration requests from subdetectors . . . . . . . . . . . . . . . 160

CTPCORE+ Upgraded CTP CORE Processor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158, 160– 162

CTPIN CTP Input Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120, 157– 161

CTPMI CTP Machine Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159, 161

CTPMON CTP module that monitors per-bunch input signals from the CTPIN . . . . . . . 160, 161

CTPOUT+ CTP output modules that interface to sub-detector TTC . . . . . . . . . . . . . . . . . 160– 162

D-layer Outermost longitudinal layer of the TileCal calorimeter, with segmentation of Δ𝜂 × Δ𝜙 =

0.2 × 0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

– 183 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

DAQ Data Acquisition System ii, 15, 16, 38, 46– 49, 58, 59, 97, 123, 127, 129, 130, 138,
145, 154, 156, 163, 168

DCS Detector Control System . . 40– 43, 113, 123, 126, 139, 141, 142, 149, 155, 168, 169,
173, 174, 177– 179

DDR Double Data Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

DMA Direct Memory Access . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165, 166

DRIE Deep Reactive Ion Etching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

DSP Digital Signal Processor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

DSS Detector Safety System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42, 43, 173

DTMROC Drift Time Measurement Read-Out Chip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48, 49

E-LINK Electrical chip-to-chip interconnect . . . . . . . . . . . . . . . . . . . . . . . . . . 94, 97, 98, 149, 175

EASY Embedded Assembly SYstem from CAEN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

ECC Error Correction Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

eFEX electron Feature EXtractor . . . . . . . . . . . . . . . . . . . . . . . 131– 135, 138, 141, 142, 155, 178

EI Muon detector inner wheels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

EIL4 4th TGC chamber of the Muon detector EI Large Sectors, counting radially; see also section 5
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76, 78, 79, 107, 143, 149, 150, 180

ELMB Embedded Local Monitor Board . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42, 102, 120, 175

EM electromagnetic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4, 10, 12, 66, 130, 135, 138, 141, 158

EM-TGC TGC in the endcap middle layer, also called the Big Wheels 99– 101, 142, 144, 146,
149, 150

EMB LAr Electromagnetic Barrel Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10, 60, 68

EMEC LAr Electromagnetic Endcap Calorimeter . . . . . . . . . . . . . . . . . . . . . 10, 60, 66, 111, 119

ENOB Effective Number Of Bits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

ESD Electrostatic Discharge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

FCal LAr Forward Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . 4, 7, 10, 12, 55, 60, 61, 63, 66

FCal Forward Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111, 119

FEAST DC-DC converter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95, 98, 99, 103

– 184 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3

FEB Front End Board . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63, 65, 67, 96– 99, 101, 104

FEC Front End Crate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63– 65, 67

FELIX Front-End LInk eXchange iii, 67, 68, 94, 95, 98– 101, 110, 129, 132, 133, 136, 138,
141, 142, 149, 153, 154, 163– 169, 173, 175, 177

FEX L1Calo Feature EXtractor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68, 131, 132, 140– 142

FOX Fibre-Optic eXchange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132, 135, 138, 141, 142

FPGA Field Programmable Gate Array 49, 68, 98, 101, 110, 116, 122, 126, 131– 133, 135–
142, 146– 149, 153– 157, 162– 166, 170, 175

FPGACH FPGA for each channel of the ZDC on the LUCROD/ZDC . . . . . . . . . . . . . . . . . . . . . 126

FPGAM main FPGA for the LUCROD/ZDC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

FPGAV FPGA performing simultaneous trigger calculations on all 8 channels of the LUCROD/ZDC
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

FR4 glass-reinforced epoxy laminate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

FSM Finite State Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

GbE Gigabit Ethernet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68, 130, 157, 164, 168

GBT Gigabit Bidirectional Trigger and Data Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163– 165, 175

GBT-SCA Gigabit Transceiver Slow Control Adapter . 1, 68, 95, 97, 98, 110, 173, 175– 178

GBTx GBT Transmitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94, 97, 98, 101, 110, 175

gFEX global Feature EXtractor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131, 138– 142, 155, 178

GOL Gigabit Optical Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

GPIO General Purpose I/O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

GPS Global Positioning System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

GPU Graphics Processing Unit. Usable for general purpose calculations (also known as GPGPU)
170

GTX MGT in the Xilinx FPGA architecture. GTX transceivers support up to 12 Gb/s. . . . . . 149

HEC LAr Hadronic Endcap Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4, 10, 60, 61, 63, 66

HGTD High-Granularity Timing Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

HL-LHC High Luminosity Large Hadron Collider 2, 5, 11, 16, 17, 19, 74, 78– 82, 96, 101,
105, 107, 113, 114, 132, 142, 153, 163, 180

– 185 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
3
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MUCTPI Muon-CTP Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127, 142, 150, 156– 158, 178
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OPC UA Open Platform Communications Uniőed Architecture . . . . . . . . . . . . . . 1, 95, 173– 179

original EI wheel original MS EI wheel from Runs 1 and 2 . . . . . . . 78– 82, 93, 102, 103, 107

PCB Printed Circuit Board . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40, 86, 88– 90, 109
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CTPIN boards to the CTPCORE+ module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160, 161
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quasar Quick OPC UA Server Generation Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174– 177

RadFet Radiation-sensitive Field Effect Transistors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

RAM Random Access Memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
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ROC ReadOut Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95– 98, 101

ROD Readout Driver. Prior to Run 3, custom hardware Readout Drivers were used by detector
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136, 141– 143, 154, 163, 164, 167, 169

RoI Region of Interest . . . . . . . . . . . . . . . . . . . . . . . 78, 100, 101, 128, 130, 132, 145, 150, 156

ROS ReadOut System . . . . . . . . . . . . . . . . . . 15, 39, 48, 49, 63, 126, 129, 130, 163, 167– 169

RPC Resistive Plate Chamber . . 3, 4, 6, 11, 13, 14, 76, 79, 103– 105, 107, 109, 110, 127,
151, 153, 162, 180

RPC-BIS78 new RPCs in the integrated Muon BIS7 and BIS8 chambers; see also section 5.3.4 .
149, 150, 163

RPD Reaction Plane Detector in the ATLAS Forward system . . . . . . . . . . . . . . . . . . . . . . . 124, 125
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S-LINK fast optical chip-to-chip interconnect . . . . . . . . . . . . . . . . . . . . . . . . . 39, 46– 50, 116, 126

SC-OL Supply and Control for the Optical Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41– 43

SCADA Supervisory Control And Data Acquisition . . . . . . . . . . . . . . . . . . . . . . 42, 173, 176, 177

SCT Semiconductor Tracker ii, 4, 6– 9, 23, 24, 26– 28, 31, 33, 46, 47, 53, 55, 58, 59, 61,
119

Sector Logic Muon Trigger Sector Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99– 101, 146, 149
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sFEB Front-end Board for sTGC strip signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97– 101

SFO Sub-Farm Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129, 130, 169

SHV Safe High Voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103, 126

SiT Silicon Tracker for AFP based on 3-D pixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120– 123

sMDT Small-diameter MDT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79, 80, 104– 110

SNMP Simple Network Management Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178, 179

SoC System-on-Chip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138, 149, 157

SPI Serial Peripheral Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

SPS Super Proton Synchrotron (serving as the injector for the LHC) . . . . . . . . . . . . . . . 5, 88, 125

SQL Structured Query Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

sTGC small-strip TGC . . . . . . . . . . . . . . . . . . . . . . . . 4, 13, 14, 80– 83, 89– 104, 143, 145– 149

Super Cell Intermediate sums of four or eight calorimeter cells for use in the trigger . 4, 61, 65–
68, 131– 137

SUSY Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16, 138

SW ROD Software ROD. The software RODs perform the same tasks previously handled in the
hardware RODs prior to Run 3, plus the buffering function of the ROS. iii, 129, 132, 133,
136, 138, 142, 154, 163– 169

TAN Neutral Beam Absorber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124– 126
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TAS Target Absorber Secondaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19, 20, 31, 113

TBB Tower Builder Board . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64, 67

TC track-counting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

TDAQ Trigger and Data Acquisition System 15, 16, 19, 68, 116, 127, 130, 168, 169, 177– 180

TDC Time-to-Digital Converter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109, 110, 122, 123

TDS Trigger Data Serializer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95– 101
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108, 110, 127, 142, 143, 149, 150, 162, 180, 181

TGC-FI TGC Forward Inner chambers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

TID Total Ionizing Dose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21– 25, 28– 31, 37, 110

TileCal Tile Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68, 70– 75, 111, 112, 119

TIM TTC Interface Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

TMDB Tile Muon Digitiser Board . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

TOB Trigger OBject . . . . . . . . . . . . . . . . . . . 127, 130, 132, 133, 135, 136, 138, 139, 153– 155

ToF Time-of-Flight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120– 123

ToT Time over Threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36, 37, 56

TP Trigger Processor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98, 100, 146– 149

TREX Tile REciever eXchange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132, 138, 141

TRT Transition Radiation Tracker . . . ii, 4, 6, 8, 9, 27, 28, 31, 33, 48– 51, 53, 55, 59, 62

TT Calorimeter Trigger Tower . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60, 64

TTC Trigger, Timing, and Control system 39, 65, 68, 99, 128, 133, 135, 138, 141, 142, 145,
149, 154, 157, 160, 162– 165
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