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A B S T R A C T 

We set constraints on the dark matter halo mass and concentration of ∼22 000 individual galaxies visible both in H I (from 

the ALF ALF A surv e y) and optical light (from the Sloan Digital Sk y Surv e y). This is achiev ed by combining two Bayesian 

models, one for the H I line width as a function of the stellar and neutral hydrogen mass distributions in a galaxy using kinematic 
modelling, and the other for the galaxy’s total baryonic mass using the technique of inverse subhalo abundance matching. 
We hence quantify the constraining power on halo properties of spectroscopic and photometric observations, and assess their 
consistency. We find good agreement between the two sets of posteriors, although there is a sizeable population of low-line 
width galaxies that fa v our significantly smaller dynamical masses than expected from abundance matching (especially for cuspy 

halo profiles). Abundance matching provides significantly more stringent bounds on halo properties than the H I line width, even 

with a mass–concentration prior included, although combining the two provides a mean gain of 40 per cent for the sample when 

fitting an NFW profile. We also use our kinematic posteriors to construct a baryonic mass–halo mass relation, which we find to 

be near power law, and with a somewhat shallower slope than expected from abundance matching. Our method demonstrates 
the potential of combining photometric and spectroscopic observations to precisely map out the dark matter distribution at the 
galaxy scale using upcoming H I surv e ys such as the SKA. 

Key words: dark matter – galaxies: formation – galaxies: kinematics and dynamics – galaxies: statistics. 
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 I N T RO D U C T I O N  

n the Lambda cold dark matter ( � CDM) paradigm, galaxies form
rom the condensation of baryons in the centre of dark matter (DM)
aloes, virialized o v erdensities seeded by primordial perturbations 
n the density field at the end of the inflationary epoch (Mo, van den
osch & White 2010 ). Elucidating the ‘galaxy–halo connection,’ the 

et of correlations between the properties of galaxies and those of
heir host DM haloes, is a key endea v our in modern astrophysics,
ital both to construct theoretical models of galaxy formation within 
 CDM and to enable tests of the model itself that rely on the DM

istribution on small or large scales. 
The first evidence for DM came from the dynamics of the Coma

luster (Zwicky 1933 ), and the kinematics of astrophysical objects 
emains one of our most powerful probes of its distribution. The 
ost detailed modern studies of this type use radio interferometry to 
easure the rotation curves (RCs) of galaxies, the rotational velocity 

f the gas as a function of radius (e.g. Walter et al. 2008 ; Lelli,
cGaugh & Schombert 2016 ). This has allowed detailed comparison 

etween different halo models (Katz et al. 2017 ; Li et al. 2020 ),
rovided insights into the scaling relationships between galaxies 
e.g. Desmond et al. 2019 ; Lelli et al. 2019 ) and afforded tests of
odified gravity (Burrage, Copeland & Millington 2017 ; Naik et al. 

019 ; Chae et al. 2021 ). Ho we ver, due to the observational expense,
ven the largest collations of RCs only contain hundreds of galaxies, 
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ith ongoing surv e ys such as MIGHTEE-H I (Maddox et al. 2021 )
nd APERTIF (Oosterloo, Verheijen & van Cappellen 2010 ) aiming 
o extend this to thousands. 

In contrast, the width of the global H I 21-cm emission line of
 galaxy (henceforth W 50 ) is a readily observable kinematic tracer
nd has already been derived for tens of thousands of galaxies. The
urrent state of the art is the ALF ALF A surv e y (Haynes et al. 2018 ),
hich has produced a catalogue of W 50 for ∼30 000 galaxies out

o z ∼ 0.06 using a blind drift scan with the ARECIBO telescope.
uture single dish and interferometric surv e ys such as WALLABY
5 × 10 5 galaxies; Koribalski et al. 2020 ) and the SKA ( ∼10 9 galaxies
ut to z ∼ 2; Yahya et al. 2015 ) will increase the number of W 50 

bservations by orders of magnitudes while extending to significantly 
igher redshift. 
The drawback of using W 50 rather than resolved RCs to localize

M is that it lacks spatial information within the galaxy, instead
roviding a weighted average across the RC. In particular, W 50 is
ependant on both the spatial distribution of H I gas in the galaxy
nd the velocity profile that traces the total gravitational potential. If
he H I gas disc extends into the flat part of the RC with speed V flat ,
he H I spectral profile takes the form of the classic symmetric two-
orned shape, due to flux building up at the wavelengths equi v alent
o the Doppler shifting of the H I line by ±V flat . In this case, the
nclination-corrected line width W 50 /sin i is approximately 2 V flat ,
hich is typically dominated by the gravity of the DM halo. Ho we ver,
epending on the H I distribution, W 50 can either be weighted towards
he inner parts of the galaxy where the baryonic contribution is
mportant, causing it to be closer to twice the peak velocity V max , or
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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o lower values if the rotation curve is still rising or observed close
o edge-on, causing a single peaked profile. W 50 can also be affected
y morphological asymmetries caused by environmental interactions
r internal processes (Bok et al. 2019 ; Reynolds et al. 2020 ; Watts
t al. 2020 ). Despite these complexities W 50 contains a large amount
f potential information about the dynamical mass of a galaxy. Lelli
t al. ( 2019 ) find that for the SPARC sample W 50 from archi v al single-
ish data give a tighter baryonic Tully–Fisher relation (BTFR) than
ll velocity summary statistics ( V max , V 2 R e , V 2 . 2 ) other than V flat . 

In this study, we extract constraints on halo properties for indi-
idual galaxies with W 50 measurements. To do this, we develop a
ayesian forward-modelling framework: we first construct models

or the full H I line profile of a galaxy for given baryonic and DM mass
istribution and then compress this to the W 50 statistic. Unlike models
hat simply equate W 50 to some summary statistic of the rotation curve
typically V flat or V max ), possibly with empirical corrections for the
ffects described abo v e, our method naturally takes full account of the
 I distribution and shape of the rotation curve based on the available
bservational data. We test the accuracy of our method, which uses
urv e y data and empirical relationships to construct the distribution
f baryons, using the resolved spectroscopy and photometry of the
PARC data set. 
The properties of DM haloes can also be inferred from photometric

ata using empirical models that connect the properties of haloes in
ark matter-only (DMO) cosmological simulations to large-scale
alaxy surv e ys. These models assign galaxy properties to simulated
aloes by making simple parametrized assumptions, which are then
ested and the parameters constrained using observations such as
alaxy clustering (see Wechsler & Tinker 2018 for a re vie w). This
 v oids inv oking a full galaxy formation model as in hydrodynamical
imulations or semi-analytical models, the complex baryonic physics
f which are not yet well understood. We will use a particular
mpirical model called subhalo abundance matching (SHAM) to
rovide further constraints on the DM distribution of our observa-
ional sample, and to test for consistency between inferences made
rom photometric and spectroscopic data. 

SHAM assigns galaxy masses based on the virial mass or rotation
elocity of their halo, with some scatter to allow for stochasticity
n the galaxy–halo connection (Kravtsov et al. 2004 ; Conroy, Wech-
ler & Kravtsov 2006 ; Behroozi, Conroy & Wechsler 2010 ; Guo
t al. 2010 ; Moster et al. 2010 ). The ALF ALF A surv e y has rev ealed
hat H I -selected samples are much more weakly clustered than
ptically selected (Li et al. 2012 ; Martin et al. 2012 ; Papastergis et al.
013 ), and recent work has shown that reproducing their clustering
ignal requires performing SHAM on a subset of the simulated halo
opulation selected on properties that have a similar clustering bias,
uch as formation time (Guo et al. 2017 ; Stiskalek et al. 2021 ). 

SHAM, along with the similar empirical technique of Halo
ccupation Distribution modelling, are commonly combined with

he halo model or DMO simulations to construct mock catalogues
or the massive volumes of the sky probed by cosmological surveys.
hey can also be applied in the inverse direction: using photometric
bservations of galaxies to map out the DM distribution (e.g.
esmond et al. 2018 ). Therefore, it is vital that these empirical
ethods are validated by independent tests, especially at low masses
here clustering constraints become weak or unavailable. 
In this work, we use the SHAM prescription of Stiskalek et al.

 2021 , henceforth ST21), which is specifically tailored to the H I -
elected galaxies of the ALF ALF A sample, to construct an inverse
HAM method that produces a Bayesian posterior on the halo
roperties of a galaxy given its baryonic mass as observational
nput. Comparing the independent constraints on halo properties
NRAS 526, 5861–5882 (2023) 
rom H I kinematics and SHAM will allow us to answer the following
uestions: 

(i) What is the DM content of H I -selected galaxies and how
oes this correlate with galaxy variables at both the population and
ndividual galaxy levels? 

(ii) To what extent are the halo properties implied by kinematics
nd photometry consistent? 

(iii) How much information on the DM distribution is contained
n cheaper photometric observations of a galaxy, versus the more
 xpensiv e W 50 ? 

(iv) Does combining kinematic and abundance matching poste-
iors give us tighter constraints on halo properties than either one
lone? 

The paper is structured as follows. Section 2 describes the observed
nd simulated data we use. Section 3 describes our Bayesian models
nd inference for W 50 and SHAM, and the metrics we use to
haracterize the posteriors of individual galaxies. In Section 4 , we
resent the constraints on halo properties obtained by the two models
or our sample of H I -selected galaxies, their summary metrics
nd their correlation with galaxy properties. We expand on the
mplications of our results, discuss potential systematic errors and
ompare to the literature in Section 5 , and conclude in Section 6 . We
ssume H 0 = 70 km s −1 , and all logarithms are base-10. 

 OBSERV ED  A N D  SIMULATED  DATA  

.1 ALF ALF A 

e take H I line widths, H I masses, and distances from the AL-
 ALF A 

1 (Haynes et al. 2018 ) data set. This contains H I line sources
n 7000 deg 2 of high Galactic latitude out to a redshift of 0.06
enerated from a blind surv e y using the Arecibo telescope. The
omplete α.100 catalogue contains ∼31 500 extragalactic sources
ith H I masses ranging from 10 6 to 10 11 M �. We use the W 50 

ine width measurement, which is the velocity width measured at
0 per cent of the peak flux. This is calculated by identifying the
wo peaks of the classic twin horned H I line profile, then fitting
olynomials to the data between the peak and zero flux on each
ide. W 50 is corrected for instrumental broadening, as described in
pringob et al. ( 2005 ), but not for turbulent motion, disc inclination
r cosmological effects. The catalogue also contains W 20 , the velocity
idth measured at 20 per cent of the peak flux. Theoretically, this

s expected to be a better tracer of the DM-dominated outskirts of
he galaxy. Ho we ver, Haynes et al. ( 2018 ) find the measurement less
obust, and its errors harder to quantify, and so only an error on W 50 

s provided. 
The catalogue also contains distances. For objects with cz >

000 km s −1 this is cz , where z is the redshift in the CMB frame
easured from the centroid of the H I line. For objects closer than

his, a distance is calculated using the local peculiar velocity model
f Masters ( 2005 ). Primary distances are used if they are available in
he literature. The H I mass M H I is provided, calculated from the total
ntegrated H I flux and the assumed distance. A code indicates the
eliability of each detection based on the signal-to-noise ratio (SNR)
nd other observational criteria. Code 1 sources (of which there are
5 434) are the highest quality observations, while code 2 sources
ay have lower SNR, but have been successfully cross-matched with

http://egg.astro.cornell.edu/alfalfa/data/index.php
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nown optical counterparts at the same redshift as the H I line. We
se both in our fiducial analysis. 
Yu et al. ( 2022 ) perform a reanalysis of the ALF ALF A raw spectra,

ncluding calculating a different, integrated definition of the line 
idth using the ‘curve of growth’ method of Yu, Ho & Wang ( 2020 ).
heir measurement (henceforth W Yu85 ) is defined as the velocity 
idth enclosing 85 per cent of the total flux. We use W Yu85 in a non-
ducial model to test for possible systematics due to the ALF ALF A
ata reduction. 

.2 NASA-Sloan Atlas 

e use the NASA-Sloan Atlas (NSA) to obtain stellar masses and 
ptical axis ratios (used to derive inclinations) for the ALF ALF A
alaxies. The NSA consists of images and parameters of local 
alaxies derived from Sloan Digital Sky Survey (SDSS) imaging 
ata, with the addition of Galaxy Evolution Explorer ( GALEX ;
artin et al. 2005 ) data. We use NSA v1 0 1 2 which is based on

DSS DR13 (Albareti et al. 2017 ) and contains ∼640 000 galaxies
ut to redshift z = 0.15. The image analysis pipeline utilizes enhanced 
bject detection, deblending and other impro v ements o v er standard
DSS processing, which impro v es its performance for larger and 
righter galaxies (Blanton et al. 2011 ). The catalogue contains both 
lliptical Petrosian and S ́ersic aperture photometry fits, with the 
ormer considered more reliable. The fits are K -corrected to z =
.0 using the kcorrect code v4 2 (Blanton & Roweis 2007 ),
hich also estimates the stellar mass. A Chabrier initial mass function 

IMF) is assumed and spectral energy distributions (SEDs) are fitted 
o the broad-band optical SDSS fluxes as well as ultraviolet fluxes 
rom GALEX when available. 

To cross-match the NSA catalogue with ALF ALF A, we follow 

T21 by requiring a 5 arcsec skymatch between NSA galaxies and the 
LF ALF A × SDSS optical counterparts of Durbala et al. ( 2020 ), and
 maximum line-of-sight distance of 10 Mpc. These criteria should 
ield a low number of mismatches. There are 21 776 galaxies in our
nal ALF ALF A ×NSA catalogue. We note that the ALF ALF A ×
DSS catalogue of Durbala et al. ( 2020 ) contains estimates of stellar
ass for ∼30 000 galaxies, but we prefer to use NSA’s impro v ed

mage analysis pipeline, which also impro v es consistenc y with ST21.

.3 SPARC 

PARC 

3 (Lelli et al. 2016 ) is a data base of 175 late-type galaxies for
hich both high quality H I rotation curves and near-infrared Spitzer 
hotometry are available. We use SPARC’s publicly available re- 
olved rotation curves, detailed mass models and W 50 measurements, 
s well as the H I surface density as a function of radius (F. Lelli,
ri v ate communication) in our analysis. The high-resolution SPARC 

ata are used as a truth against which we test the approximations that
llow us to model the much larger ALF ALF A data set. 

The sample spans a large range in luminosity (10 7 to 10 12 L �),
urface brightness ( ∼5 to ∼5000 L � pc −2 ), gas mass ( ∼10 7 to
0 10 . 6 M �), and morphology (S0 to Im/BCD). The advantage of
pitzer photometry is that at 3.6 μm the mass-to-light ratio of
alaxies is relatively constant, which helps to break the degeneracy 
etween the velocity contribution from the stars and the DM. We 
erform a cross-match between ALF ALF A and SPARC using the 
ame procedure as for the NSA, which yields 45 matches. 
 https:// www.sdss.org/ dr13/ manga/ manga- target- selection/ nsa/ 
 http:// astroweb.cwru.edu/ SPARC/ 

t  

4

Lelli et al. ( 2019 ) compile H I line widths from various sources
n the literature and for various definitions for the SPARC galaxies.
he closest line width definition they include to ALF ALF A’s W 50 

s W 50Mc : the width at 50 per cent flux of the mean flux, where the
ean flux is taken across the whole line width, with corrections for

nstrumental resolution and relativistic broadening. As we find the 
wo measures are very similar for galaxies that have both, we test
ur W 50 model using the 125 galaxies in SPARC for which there is
ither an ALF ALF A W 50 or a SPARC W 50Mc . 

.4 Simulation data 

s input to our SHAM model we use the 140 Mpc h −1 ‘Shin-
chuu’ box of the Uchuu suite of cosmological N -body simulations 4 

Ishiyama et al. 2021 ). Shin-Uchuu contains 6400 3 particles, with 
 particle mass of 8 . 97 × 10 5 M � h 

−1 and force softening length of
.4 h −1 kpc. The simulation uses the GreeM N -body code (Ishiyama,
ukushige & Makino 2009 ; Ishiyama, Nitadori & Makino 2012 ) and

he 2018 Planck flat � CDM cosmology (Planck Collaboration VI 
020 ): H 0 = 67 . 74 km s −1 Mpc −1 ; �0 = 0.3089; λ0 = 0.6911, scalar
pectral index n s = 0.9667; root-mean-square matter fluctuation on 
 Mpc h −1 scales σ 8 = 0.8159. Haloes and subhaloes were identified
sing the Rockstar halo finder (Behroozi, Wechsler & Wu 2013a ) and
he Consistent Trees Merger Tree Code (Behroozi et al. 2013b ). The
alo finder calculates the halo mass in a profile-independent manner 
y simply summing the mass of the particles belonging to each halo
sing the o v erdensity condition � vir = 178 of Bryan & Norman
 1998 ). We use the trimmed Shin-Uchuu catalogue of haloes with
 vir > 10 9 M �, so each halo has a minimum of 1100 particles and

s therefore well resolved. We use the same overdensity condition to
efine virial quantities for the haloes in our kinematic model. 

 M E T H O D O L O G Y  

.1 Ov er view and verification with SPARC 

or each galaxy in our sample, we have two separate Bayesian
odels: the kinematic model, for which the observable is the 
LF ALF A W 50 , and the SHAM model, for which the observable is

he galaxy’s baryonic mass M bar . Our kinematic model also contains
uisance parameters describing the galaxy, the priors of which are 
nformed by the NSA and ALF ALF A data. The free parameters and
heir priors for each model are listed in Table 1 . 

DMO simulations (on which our SHAM model is based) implicitly 
ssume that baryons and DM behave identically and hence are 
erfectly mixed. The virial halo masses listed in their halo catalogues
which we label M vir ) are therefore different to the masses inferred
rom fitting parametrized halo profiles to kinematic data (which we 
abel M halo ) according to M vir = M halo + M bar , where M bar is the mass
f observed stars and cold gas. M halo therefore includes DM as well as
n y unobserv ed baryons, which are inferred indiscriminately in the
inematic analysis. We assume that the sum of these components fol-
ows a standard density profile (Section 3.2.1 ), e.g. because they have
he same distribution. In reality, the distribution of hot gas around
alaxies and its association with the DM is poorly known. Hafen et al.
 2019 ) found that f b can vary substantially between galaxies, as part
f the circumgalactic medium can be accreted from the intergalactic 
edium and other galaxies. Ho we ver, this potential systematic uncer- 

ainty in M vir of up to ∼ 15 per cent (for a halo completely stripped
MNRAS 526, 5861–5882 (2023) 

 http:// skiesanduniverses.org/ Simulations/ Uchuu/ 

https://www.sdss.org/dr13/manga/manga-target-selection/nsa/
http://astroweb.cwru.edu/SPARC/
http://skiesanduniverses.org/Simulations/Uchuu/
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M

Table 1. The free parameters in our abundance matching and kinematic models, their physical definitions and their Bayesian priors. All parameters are sampled 
in logarithmic space except inclination and distance. 

Parameter Units Definition Prior 

AM M vir M � Virial mass 2D halo probability density from Uchuu simulation 

c 0.1 Custom halo concentration, defined in equation ( 11 ) 
Kinematics M vir M � Virial mass M vir = M halo + M bar (see Section 3.1 ) Flat in range log ( M bar / M �) < log ( M vir / M �) < 15 . 5 

c 0.1 Custom halo concentration, defined in equation ( 11 ) Flat in range 0.5 < log c 0.1 < 2, or halo mass–concentration 
relationship 

M H I M � H I mass Gaussian prior from ALF ALF A observed value and its uncertainty 
M ∗ M � Stellar mass Gaussian prior from NSA observed value with adopted 0.2 dex 

uncertainty 
r H I kpc Scale length of exponential gas disc Gaussian prior from Wang et al. ( 2016 ) mass–size relationship 
r disc kpc Scale length of exponential stellar disc Gaussian prior from empirical relationship based on M ∗ (Dutton 

et al. 2011 ) 
r bulge kpc Half light radius of stellar bulge Gaussian prior from empirical relationship based on M ∗ (Dutton 

et al. 2011 ) 
D Mpc Physical distance to galaxy Gaussian prior from ALF ALF A value and its uncertainty 
i deg Inclination (0 ◦ face on; 90 ◦ edge on) Equation ( 13 ) with NSA b/a ± 10 per cent , and a flat prior on q in 

the range 0.15 to b / a . 
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f baryons) is still small compared to the typical uncertainties on
ur derived halo masses. We do not modify halo concentrations to
ccount for the fact that a fraction of M halo is in baryons (see also 
ection 5.2.1 ). 
In our kinematic model, we sample log M vir = log ( M halo + M bar )

ather than M halo itself, setting the lower bound on its flat prior
o be log M bar . We find some galaxies to have non-zero posterior
robability at M halo = 0, so this parametrization aids sampling by
aising the lower limit of the posterior to a finite value. We could
erform the SHAM inference with the same parametrization as the
inematics, but it is unnecessary. Our SHAM posterior does not
pproach M halo = 0, so we can simply convert to or from M vir in
ost-processing. 
In Fig. 1 , we show relationship between our observed and

imulated input quantities and our Bayesian models, as well as the
erification of the W 50 model using the SPARC data. In Section 3.2 ,
e describe our kinematic model and its verification using SPARC,

nd in Section 3.3 our SHAM model. 

.2 Kinematic model 

he kinematic model puts constraints on halo parameters by combin-
ng a parametrized form for the halo density profile with a baryonic

ass distribution to forward-model W 50 for comparison with the
LF ALF A data. The forward-model consists of three steps: 

(1) Calculate the model rotation curve V c ( r ) and H I surface density
 HI ( r ) for the galaxy for a given set of model free parameters. 
(2) Construct the model H I line profile from 	 HI ( r ) and V c ( r ). 
(3) Calculate W 50 from the line profile and compare to the

bserved value. 

As SPARC has mass models for the H I and stars of each galaxy,
s well as the observed RC, we can use it to carry out checks on our
odel: 

(i) Are the observed W 50 of real galaxies well modelled as a
roduct of their azimuthally averaged RC and H I surface density? 
(ii) How much do our simple mass models based on empirical

elations and non-resolved observations bias line widths compared
o the detailed mass models in SPARC? 
NRAS 526, 5861–5882 (2023) 
(iii) How accurate are optical inclinations from SDSS photometry
ompared to those derived from tilted-ring fits to spatially resolved
elocity fields? 

The H I spectrum is a spatially integrated quantity, so to calculate
 50 we must first model the full RC. We assume the rotational

peed is equal to the circular speed (we discuss the validity of this in
ection 5.2.2 ). The total circular speed, V c ( r ), is the sum in quadrature
f the circular speed due to each of the galaxy’s components (DM,
tellar bulge, stellar disc, gas disc), 

 

2 
c ( r) = V DM 

| V DM 

| + V bulge | V bulge | + V disc | V disc | + V gas | V gas | , (1) 

here V x is also a function of r . To construct the H I spectrum from
 c ( r ) and 	 H I ( r ), we follow the method of Obreschkow et al. ( 2009 ),
y considering the gas disc as a series of flat rings each with a constant
ircular speed V c . The flux of the H I spectrum at a given wavelength
corresponds to H I gas with radial velocity V λ, which we define

elative to the galaxy’s systemic velocity so the mid-point of the
pectrum is at V λ = 0. The flux at wavelength λ due to a single,
nfinitely thin ring of gas is given by 

˜ 
 ( V λ, V c ) = 

{ 

1 

π
√ 

V 2 c −V 2 λ

if | V λ| < V c 

0 , otherwise . 
(2) 

The singularity is smoothed by introducing a velocity dispersion
H I for the gas, which models its random motion. We fix the
ispersion to be 10 km s −1 , based on observations of nearby galaxies
Leroy et al. 2008 ; Mogotsi et al. 2016 ). This broadens the flux from
he ring: 

 ( V λ, V c ) = 

σ−1 
H I √ 

2 π

∫ +∞ 

−∞ 

d V exp 

[
( V λ − V ) 2 

−2 σ 2 
H I 

]
˜ ψ ( V , V c ) . (3) 

he total flux observed at λ is then obtained by integrating over the
alaxy: 

 H I ( V λ) = 

2 π

M H I 

∫ ∞ 

0 
d r r 	 H I ( r ) ψ ( V λ, V c ( r ) ) . (4) 

s our model profiles are symmetrical, W 50 is calculated by identi-
ying the peak flux and then finding the outermost point where the
ux is 50 per cent of the maximum. 
To check the accuracy of modelling W 50 in this way, we calculate a

SPARC model W 50 ’ by applying equation ( 4 ) to V c,obs , the observed
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Figure 1. Schematic of our workflow for constraining halo mass and concentration from abundance matching and kinematics. The kinematics observable is 
the ALF ALF A W 50 . Observations of galaxy parameters from the NSA and ALF ALF A inform the priors on the free parameters in the kinematic inference. The 
observed M H I and M ∗ are also used to calculate the galaxy’s baryonic mass M bar , which is the observable in the SHAM model. The resolved rotation curves 
( V c,obs ) and H I surface density observations ( 	 H I ,obs ) from the SPARC data set are used to verify that the model for calculating W 50 (equation 4 ) can match 
observations. 
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nclination-corrected RC, and 	 H I ,obs , the observed H I surface 

ensity profile, of the SPARC galaxies. For some SPARC galaxies, 
he H I surface density observations extend beyond the final data 
oint of the RC. We extrapolate the RC as V flat if it is defined for the
alaxy (Lelli, McGaugh & Schombert 2015 ), or linearly extrapolate 
he RC if it is not. We show this procedure for a single galaxy in
ig. 2 . To approximate uncertainties on the SPARC model W 50 , we
se the maximum and minimum W 50 generated by combinations of 
he observational errors on the RC and V flat , and extrapolating linearly
r with V flat . 
In Fig. 3 , we compare the SPARC model W 50 to the observed
 50 for the 125 galaxies in the SPARC data set with either an
LF ALF A W 50 or the very similar SPARC W 50Mc (described in
ection 2.3 ). Although the uncertainties on the SPARC model W 50 

re crude, there are only three galaxies for which there is > 3 σ
 a  
ension between the model and observed value. It is interesting that
he model W 50 on average slightly underpredicts the observed value 
cross a large range, suggesting it cannot be due to a constant effect
uch as instrumental broadening. A possible cause is non-circular 
otions such as outflows. We conclude that the model works well

or W 50 � 200 km s −1 . The scatter between model and observations
ncreases at lower W 50 , but this can be explained by the increased
ncertainty in the extrapolation of the RC. To apply the W 50 model
o the ALF ALF A galaxies, we now need to construct model 	 H I ( r)
nd V c ( r ) for the ALF ALF A sample. 

.2.1 DM distribution 

he circular speed contribution from the DM is calculated by 
ssuming a halo profile, with the halo mass M halo and its concen-
MNRAS 526, 5861–5882 (2023) 
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M

Figure 2. Left-hand panel : For the low surface brightness galaxy F568-1, we plot V c,obs from SPARC (orange) and its fit (blue) with linear extrapolation. The 
observed 	 H I ,obs from SPARC is shown, as well as the untruncated exponential model (EXP) and the truncated model (MAX) with 	 MAX = 5 M � pc −2 (see 
Section 3.2.2 ). The model 	 H I are based on the mass–size relationship of Wang et al. ( 2016 ). Right-hand panel : The H I spectra produced by applying equation 
( 4 ) to V c (fit) and the three 	 H I . V λ is the observed radial velocity relative to the galaxy’s systemic velocity. The resulting W 50 are: 285 . 4 km s −1 for 	 HI, obs 

(shown in red); 271 . 2 km s −1 for EXP; 287 . 3 km s −1 for MAX. The untruncated model produces lower values of W 50 generally. This galaxy is an example 
where even though the MAX model does not provide a perfect fit to 	 H I , it is still capable of reproducing W 50 . 

Figure 3. The SPARC model W 50 (calculated from the observed SPARC 

H I surface density and RC using equation ( 4 )) plotted against the observed 
W 50 , for the 125 galaxies in SPARC with either an ALF ALF A W 50 or SPARC 

W 50Mc (see Section 2.3 ). The subplot shows the relative differences � = 

Model −Observed 
Observed . The model and observations are in good agreement, although 

there is increasing scatter in the residuals at lower values. Both quantities are 
calculated/corrected using the inclinations from the SPARC kinematic fitting. 

t  

h  

o  

F  

fi  

W  

a
S

3  

s

ρ

w  

m

M

w

3  

t  

s

ρ

a

M

 

r  

T  

t  

i  

a  

r

w  

R

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/526/4/5861/7158692 by guest on 31 M
ay 2024
ration as free parameters. There are a large number of different
alo profiles in literature (see e.g. Li et al. 2020 ). We perform
ur analysis for the cuspy Navarro–Frenk–White (NFW; Navarro,
renk & White 1997 ) and the cored Burkert (Burkert 1995 ) pro-
les as representatives of cusped and cored profiles, respectively.
e caution that neither of these is likely to be entirely accurate

fter accounting for baryonic feedback, as we discuss further in 
ection 5.2 . 
NRAS 526, 5861–5882 (2023) 
.2.1.1 NFW NFW found that the haloes in cosmological DMO
imulations are well fit by a universal density profile 

NFW 

( r) = 

ρs (
r 
r s 

) [ 
1 + 

(
r 
r s 

)] 2 , (5) 

here r s is a scale radius and ρs a characteristic density. The enclosed
ass at radius r is 

 NFW 

( r) = 4 πρs r 
3 
s 

[
ln (1 + x) − x 

1 + x 

]
, (6) 

here x ≡ r / r s . 

.2.1.2 Burkert The Burkert profile was proposed as a modification
o the PISO profile in order to impro v e the fit to observations of dwarf
pheroids at larger radii. The density profile is 

Burkert ( r) = 

ρs (
1 + 

r 
r s 

)[
1 + 

(
r 
r s 

)2 
] , (7) 

nd the enclosed mass is given by 

 Burkert ( r) = 2 πρs r 
3 
c 

[
1 

2 
ln 

(
1 + x 2 

) + ln (1 + x) − arctan ( x) 

]
. (8) 

It should be noted that while differing at small radii, at large
adii both NFW and Burkert profiles have the same slope ρ ∝ 1/ r 3 .
herefore, the large extrapolation necessary to calculate the halo’s

otal mass (the virial radius lies far outside the radius probed by W 50 )
s similar for both. The contribution of the halo to the circular speed
t radius r is V DM 

= 

√ 

GM DM 

( r) /r . It is most convenient to calculate
elative to the virial quantities 

V DM 

( r) 

V halo 
= 

√ 

M DM 

( r) 

M halo 

R halo 

r 
, (9) 

here V halo ≡
√ 

GM halo /R halo is the circular speed at the virial radius
 halo (which is inferred from M halo ). 
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Figure 4. The mapping between R halo / r s (where R halo is the virial radius) 
and our new concentration definition c 0.1 (equation 11 ). The scale length 
r s is defined separately for the NFW (equation 5 ) and Burkert (equation 7 ) 
profiles. For the NFW profile r s = r −2 . 
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Traditionally, concentration is defined as 

 halo = 

R halo 

r −2 
, (10) 

here r −2 is the radius at which the slope of the logarithmic density
rofile is equal to −2 (for NFW r s = r −2 ). We instead use a new
oncentration definition 

 0 . 1 = 

R halo 

r 0 . 1 
, (11) 

here r 0.1 is the radius enclosing 10 per cent of the halo mass. This
ew definition has three advantages: (1) unlike r −2 , r 0.1 is defined for
ll halo profiles; (2) r 0.1 can be calculated from haloes in simulations
ithout assuming a profile but just counting particles in spheres 
rown from the centre; (3) it is easier to interpret, as it does not
epend on the profile shape. In Fig. 4 , we show the mapping between
 0.1 and R halo / r s , which we calculate numerically. 

.2.2 Baryon distribution 

e set the prior on M ∗ to be a Gaussian with mean equal to the NSA
 ∗ and a scatter of 0.2 dex for all galaxies, as a representative value

f uncertainty on the mass-to-light ratio. We compare the NSA M ∗
o the GALEX-SDSS-WISE Le gac y Catalog (Salim, Boquien & Lee 
018 ) values; this is a smaller sample than NSA, but all galaxies
ave SDSS spectra and WISE photometry which are used in their 
lternative SED fitting pipeline. For the ∼11 000 galaxies in both 
atalogues and ALF ALF A, the mean difference in M ∗ is 0.04 dex,
ith a standard deviation of 0.19 dex. With 0.2 dex uncertainty, 

he NSA M ∗ are also consistent with those from SPARC (adopting 
 ∗ = 0 . 5 M �/ L � as per Lelli et al. 2016 ). We scale the NSA M ∗

ccording to the distances listed in ALF ALF A. 
We use M H I and its uncertainty from ALF ALF A. McGaugh, 

elli & Schombert ( 2020 ) find that the molecular gas mass for late-
ype galaxies is around 7 per cent of the stellar mass. This correction
s minor for most of our sample. Therefore to be consistent with ST21
e set the total baryonic mass to be simply M bar = M ∗ + 1.4 M H I ,
here the factor of 1.4 accounts for cosmological helium and metals. 
To estimate the spatial distribution of the stars we use the empirical

elationships of Dutton et al. ( 2011 ), who use the GIM2D software
Simard et al. 2002 ) to perform two-component bulge and disc fits
o r -band and g -band images and hence derive structural properties
f ∼200 000 late and early type galaxies from SDSS DR7. They find
mpirical relationships for M ∗−r disc and M ∗−r bulge , and the bulge
raction. We use their relationships for late-type galaxies, as these 
omprise the bulk of our sample. We fix the bulge fraction to the
ean relationship and set the Bayesian priors on r disc and r bulge to be
 Gaussian with mean given by Dutton et al. ( 2011 ) and a scatter of
.5 dex (estimated from their fig. 4). 
For the model H I surface density 	 H I ( r ) we use the empirical

elationship of Wang et al. ( 2016 , henceforth W16), based on a
ample of 500 mainly late-type galaxies with spatially resolved H I

bservations. They find 

log ( D H I / kpc ) = 0 . 51 log ( M H I / M �) − 3 . 29 , (12) 

ith 0.06 dex of scatter, where D H I is the diameter of the 1 M � pc −2 

sophote of 	 H I . W16 also find that for late-type galaxies, there
s a homogeneous exponential profile in the outer parts with scale
ength r H I = 0 . 1 D HI . Adopting this and equation ( 12 ) specifies the
ull 	 H I ( r ). We also fit exponential profiles to the outer radii of the
PARC galaxies, and find a similar relationship. 
Observed H I discs are not exponential all the way to the centre

Leroy et al. 2008 ; Wang et al. 2014 , 2016 ). Many galaxies have H I

ores or holes as the high density H I converts to H 2 . The conversion
s also dependant on metallicity and temperature, so varies between 
alaxies (Bigiel & Blitz 2012 ). Therefore, we truncate 	 H I ( r ) to have
 maximum value 	 max , which is set by the requirement to reproduce
he observ ed M H I . F or the W16 model, this gives 	 max ≈ 5 M �,
hich is consistent with observations. This truncated model is better 

t handling slowly rising RCs, where an unrealistic central peak in H I

ould o v erweight the v elocities at low radius and thus cause W 50 to be
nderestimated. Ho we ver, it is not very sensitive to the precise value
f 	 max . Fig. 2 compares the model 	 H I ( r) to SPARC observations
or a particular galaxy. Although the model is not a precise match,
e see that this does not cause a large shift in W 50 for a galaxy with a

lowly rising RC. This is because the H I density towards the centre
hanges the flux and shape, but does not shift the position of W 50 ,
hich is mainly set by the outer, flatter part of the RC that forms the
orns. 

.2.3 Inclination 

he model circular speed V c ( r ) must be corrected for inclination
 i = 0 ◦ face on); i = 90 ◦ edge on) by a factor of sin ( i ). As
LF ALF A does not resolve the H I disc, inclination is derived

rom optical photometry. Assuming axisymmetry, the relationship 
etween intrinsic relative thickness q , observed axis ratio b / a and
nclination is 

cos 2 i = 

( b/a) 2 − q 2 

1 − q 2 
. (13) 

ypically b / a is obtained from infrared photometry, due to the lower
xtinction. Ho we ver, this light predominantly comes from older stars
hat do not reside in a thin disc. There is much discussion on q in the
iterature, and its variation with galaxy type. It is common to simply
ssume q = 0.2 for line width surv e ys (Zwaan, Me yer & Stav ele y-
mith 2010 ), based on population studies of late-type galaxies (e.g.
nterborn & Ryden 2008 ). Based on colour, bulge fractions, and
 ́ersic index, the majority of the ALF ALF A sample are late-type.
o we ver, as baryonic mass increases (above ∼ 10 10 M �), there is

n increasing population of galaxies in ALF ALF A with properties
ore consistent with early-type galaxies. Dwarf galaxies are also 

bserv ed to hav e thicker discs (M ́endez-Abreu, S ́anchez-Janssen &
guerri 2010 ). 
MNRAS 526, 5861–5882 (2023) 
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M

Figure 5. The inclinations from NSA r -band optical axis ratios assuming 
q = 0.2 ( i b/a ) plotted against inclinations obtained from tilted ring fits to the 
resolv ed H I v elocity field ( i kin ) for the SPARC sample. The solid red line 
shows equality, and the dashed red lines ±10 ◦ disagreement. The subplot 
shows their residuals. Our fiducial model has a flat prior on q , so galaxies 
abo v e the solid red line are accounted for in the scatter of the posterior 
probability on halo properties. We account for galaxies below the red line by 
adopting a 10 per cent uncertainty on b / a . 
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In view of the importance of, and uncertainty in, inclinations we
onsider three different models for it, ordered from least to most
onserv ati ve: 

(1) Assume q = 0.2 and derive i from equation ( 13 ) using the
bserved b / a and its uncertainty σ b / a . 
(2) Give q a flat prior between 0.15 (the lowest b / a in the NSA)

nd the observed b / a of the galaxy. Then the prior on inclination is
( i | b / a ± σ b / a ), as calculated from equation ( 13 ). We use this prior in
ur fiducial analysis as it is more conserv ati ve. Ho we ver, assuming
he true distribution of q for our sample is peaked at lower values,
t will bias our results towards higher i and hence lower dynamical

ass. This is because b / a ≤ 1, so changing q has a bigger effect on
he numerator of equation ( 13 ) than the denominator. 

(3) Simply assume the galaxies are randomly oriented. The angle
etween two random vectors in 3D is distributed as sin ( i ), so the
rior on inclination is then π ( i ) = 

1 
2 sin ( i ). 

For b / a , we use the SERSIC BA value from the NSA, which is
alculated from single-component two-dimensional S ́ersic fits to r -
and photometry. In Fig. 5 , we plot the SPARC kinematic inclinations
gainst the NSA optical inclinations (with q = 0.2), for the 84
alaxies in both SPARC and the NSA. The kinematic inclinations
re obtained from tilted-ring fits to the velocity fields, and so are
xpected to be more accurate. 

There are a couple of extreme outliers. The optical inclination
f UGC 07261 severely overpredicts the kinematic inclination. On
nspection, its SDSS image shows it to be heavily barred, causing it to
ave a far lower b / a that does not reflect the stellar disc itself, which
ppears to be nearly face on. This could be mitigated by calculating
 / a using outer isophotes only. Ho we ver, we find all other measures
f b / a in the NSA, such as those based on Petrosian fits at radii
NRAS 526, 5861–5882 (2023) 
ontaining 50 per cent and 90 per cent of the total light, produce less
lausible inclinations across the whole sample. 
The optical inclination of NGC 7814 is a severe underestimate of

he kinematic value. The SDSS image reveals it to be an edge-on
hin disc with an extremely prominent bulge, resulting in a high b / a .
he flat prior on q in our fiducial model accounts for this, as q = 1 is
ppropriate for a bulge. In fact, our fiducial model is flexible enough
hat it can account for any case where the optical inclination is an
nderprediction of the true value. 
NGC 4214 is the most severe example of a galaxy where the

nclination is o v erpredicted by the optical b / a due to the irregularity of
he light distribution in its SDSS image. Irregularity has a tendency to
ake circular objects appear to have a lower b / a . To account for these

alaxies, we adopt an uncertainty of 10 per cent on b / a , which makes
he SPARC kinematic and optical inclinations consistent within 2 σ
or all galaxies where the optical b / a o v erpredicts inclination, e xcept
or UGC 07261. 

.2.4 Likelihood 

e compare our model line width to the observed line width by
sing Bayes’ theorem to calculate the probability for the parameters
given model M and data D , 

 ( θ | D, M ) = 

P ( D| θ, M ) P ( θ | M ) 

P ( D| M ) 
. (14) 

e choose the likelihood to be 

( W 50 , obs | θ, M ) = 

exp {−( W 50 , obs − W 50 ) 2 / (2 δW 

2 
50 , obs ) } √ 

2 πδW 50 , obs 

. (15) 

e also repeat the same inference, but imposing the mass–
oncentration relation (converted to c 0.1 ) derived from the Uchuu
imulations (Ishiyama et al. 2021 , equation 2) as a prior, with 0.11
ex log-normal scatter. This breaks the degeneracy between mass
nd concentration. 

.3 Abundance matching 

n its simplest form, SHAM posits that the most massive (or brightest)
alaxy forms in the most massive halo or subhalo, the second most
assive galaxy in the second most massive halo and so on (Kravtsov

t al. 2004 ). When applied to a galaxy surv e y and an equi v alently
ized simulation box this yields a monotonic relationship between
alo mass and galaxy mass. Conroy et al. ( 2006 ) showed that this
imple non-parametric model could produce an excellent fit to galaxy
lustering from the present day up to z = 5. The model has been
xtended to allow stochasticity through the SHAM scatter parameter
AM 

, which models both intrinsic scatter in the galaxy–halo con-
ection and scatter from observational uncertainties in the galaxy
ass or luminosity (Behroozi et al. 2010 , henceforth BCW10). Halo

ssembly bias can be included in the SHAM framework by allowing
econdary halo parameters such as concentration to affect the order in
hich galaxies are assigned to haloes (Reddick et al. 2013 ; Chaves-
ontero et al. 2016 ; Lehmann et al. 2016 ; Stiskalek et al. 2021 ). 
In SHAM, the property used to rank galaxies is traditionally

uminosity or stellar mass, as these quantities are readily available
or the large samples required to calculate accurate abundance and
orrelation functions. In this work we use a SHAM model from ST21
Section 4.2) that is based on a sample of H I -selected galaxies, and
nstead ranks galaxies using their baryonic mass. This is possible
s the galaxy sample is a cross-match of NSA and ALF ALF A, and
ence contains both a stellar mass and H I mass for each galaxy.
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Figure 6. The BMF used in the abundance matching analysis (green line), 
derived by fitting a Schechter function to the ST21 BMF (blue). The four 
lowest mass data points are not included in the fit, as the faint end is potentially 
biased by incomplete treatment of selection effects (ST21). The shaded band 
shows the 1 σ uncertainty. 
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Figure 7. Probability distributions P ( M bar | M vir ) for different values of M vir , 
calculated from an ensemble of abundance matching catalogues. These 
form the likelihood in our Bayesian inverse abundance matching method 
(Section 3.3 ). 
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aryonic mass is expected to be more fundamentally related to halo 
ass than stellar mass as star formation has only an indirect effect

n galaxies’ baryonic mass fractions. This is implied empirically 
y the Tully–Fisher relation and radial acceleration relation, both of 
hich are tighter and more regular when plotted in terms of total

old baryonic mass rather than stellar mass. 
To construct the galaxy baryonic mass function (BMF), we fit a 

chechter function (Schechter 1976 ) 

( M bar ) = ln (10) φ∗

(
M bar 

M ∗

)α+ 1 

e 
−

(
M bar 
M ∗

)
, (16) 

here the fit parameters are M ∗, φ∗, and α, to the ALF ALF A × NSA
MF of ST21 (plotted in their fig. 2). We remo v e the four lowest
ass data points, as ST21 suggest that the faint end is biased by

ncomplete treatment of selections effects. The derived BMF, which 
e plot in Fig. 6 , has parameters α = −1.24 ± 0.02, log ( M ∗h 2 /M �) =
0.20 ± 0.02 and φ∗ = 3.3 ± 0.2 × 10 −3 h 3 Mpc −3 dex −1 (with α
nd φ∗ anticorrelated with M ∗). The uncertainty on the BMF (which 
s dominated by α) does not significantly impact the assignment of
alaxies to haloes in the mass range probed by ALF ALF A, and so
s not propagated through our analysis. We find the fitted value of α
s in good agreement with that of the ALF ALF A H I MF derived by
ones et al. ( 2018 ), which is unhampered by selection effects induced
y the ALF ALF A × NSA cross-match. 
For the SHAM proxy, haloes are first selected that have a peak-
ass redshift below a certain value z cut , and then ranked by their

resent-day M vir . The z cut parameter allows the model to reproduce 
he weaker clustering of H I -selected samples with lower σ AM 

. 
T21 found z cut = 0 . 22 + 0 . 4 

−0 . 2 and σAM 

= 0 . 42 + 0 . 8 
−0 . 2 dex from clustering

onstraints. We use these maximum likelihood values in our fiducial 
odel. These uncertainties are also not propagated, as discussed 

urther in Section 5.3 . 
The basic abundance matching procedure links each halo in the 

atalogue to a galaxy baryonic mass as follows: 

(1) Deconvolve the galaxy mass function with the chosen SHAM 

catter (BCW10). 
(2) Remo v e haloes with a peak formation time before the redshift

 cut . 
(3) Rank haloes by the proxy (in our case M vir ). 
(4) Assign a baryonic mass to each halo by matching abundances 

s described abo v e. 
(5) Add the SHAM scatter according to the prescription of 
CW10. 

We repeat this process 500 times, thereby assigning 500 M bar 

o each halo in the catalogue. We bin the haloes onto a grid of
 vir and c 0.1 , and use kernel density estimation to calculate the

D probability distribution P ( M bar | M vir , c 0.1 ) for each bin. The
robability distributions are then interpolated o v er the entire space
f { M vir , c } . As our proxy is simply M vir after z cut pre-selection, the
robability is actually independent of c 0.1 here. We show examples 
n Fig. 7 . The posterior probability that the halo of a galaxy has
arameters { M vir , c 0.1 } , given that it is observed to have baryonic
ass M bar,obs ± δM bar,obs , is 

 ( M vir , c 0 . 1 | M bar,obs ) = 

P ( M bar,obs | M vir , c 0 . 1 ) P ( M vir , c 0 . 1 ) 

P ( M bar,obs ) 
. (17) 

he likelihood for the observed baryonic mass is connected to the
ikelihood for the ‘true’ M bar from abundance matching by 

 ( M bar,obs | M vir , c 0 . 1 ) = 

∫ ∞ 

0 
P ( M bar,obs | M bar ) P ( M bar | M vir , c 0 . 1 ) d M b

here 

 ( M bar,obs | M bar ) = 

1 √ 

2 π( δM bar,obs ) 
e 
− ( M bar,obs −M bar ) 

2 

2( δM bar,obs ) 
2 

. (19) 

he prior P ( M vir , c 0.1 ) is the 2D probability density function in { M vir ,
 0.1 } for all haloes in the simulation. 

.4 Inference methods and analysis of posteriors 

e generate the posterior probability distributions using the emcee 
nsemble sampler (F oreman-Macke y et al. 2013 ). We initiate the
ampler with 200 w alk ers and use the stretch mo v e a = 2. We run a
mall sample of galaxies until the strict τ > 50 autocorrelation time
onvergence condition is reached. For the whole sample, we use only
0 000 steps, which for most galaxies does not reach τ = 50, but we
heck our posteriors are unaffected using the galaxies with fully 
onv erged chains. We remo v e the first 5000 steps as burn-in. The
cceptance fraction is ∼0.15. We rerun a subsample of galaxies with
ultinest to check our results are not dependant on the choice of
ampler. We place a flat prior on log ( M vir / M �) between log ( M bar )
MNRAS 526, 5861–5882 (2023) 
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Table 2. The statistics we use to characterize and compare the 2D posteriors in halo mass and concentration from kinematics and AM. 

Metric Definition Interpretation 

F The fraction of the marginalised 1D log ( M vir ) posterior probability 
from kinematics that lies in the region log ( M vir ) < log ( M bar ) + 0.2. 

The extent to which a galaxy is compatible with having M vir = M bar (i.e. 
M halo = 0). Galaxies with large observational uncertainties will have 
higher F . We interpret F > 0 . 01 as M halo = 0 not being excluded by W 50 . 

O The fraction of the marginalized 2D { M vir , c 0.1 } posterior 
probability from kinematics that lies inside the 2 σ contour of the 
SHAM posterior. 

The level of agreement between SHAM and kinematics. We interpret O 

< 0.01 as the two models being in tension. 

I 
[ 

σAM 

σAM+KIN 
− 1 

] 

, where σAM 

is the size of the 1 σ contour of the 

marginalized 1D M vir posterior for AM, and σAM + KIN is the same 
quantity for the combined posterior of SHAM and kinematics. 

The impro v ement in the constraint on M vir obtained when combining 
kinematics with SHAM, compared to SHAM alone. I = 0 corresponds to 
no impro v ement and I = 1 to a constraint that is twice as tight. 
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nd 15.5, corresponding to an extremely massive cluster. We sample
n log ( c 0.1 ), with a flat prior between a lower bound corresponding to
he smallest value c 0.1 can take for an NFW halo, and an upper bound
f 2, as there are extremely few haloes in the Uchuu simulation with
igher concentration. 
In Table 2 , we define a number of metrics to summarize and

ompare the posteriors produced by SHAM and kinematics. We
uantify the extent to which the posterior is compatible with M halo =
 using the F metric. It is defined as the fraction of the posterior
or which log ( M vir ) < log ( M bar ) + 0.2, with 0.2 chosen because it
s the uncertainty on M ∗, which is typically much larger than the
ncertainties on M H I and so is roughly the maximum uncertainty on
 bar . 
The tension between the SHAM and kinematics posteriors is

uantified by the o v erlap metric O, the fraction of the kinematics
osterior that lies inside the 2 σ contour of the SHAM posterior.
e interpret two posteriors as being in tension if O< 0.01, roughly

orresponding to a 2 σ disagreement. We choose 0.01 (rather than
.05) so small posteriors that o v erlap with much larger posteriors
re not considered to be in tension. This statistic is easy to calculate
rom the posteriors and can easily handle a variety of shapes of the
inematics posterior, at the price of a nontrivial interpretation. Like
ther assessments of tension such as the Bayesian evidence, this
ethod is sensitive to the choice of prior. Two posteriors that o v erlap

erfectly will also be considered more in tension if one of them is very
ide. In this sense O measures the similarity of the two posteriors

long the lines of the Bhattacharyya distance (Bhattacharyya 1946 ).
e a v oid using Bayes factors to e v aluate tension, because commonly

sed samplers may not e v aluate the evidence correctly for posteriors
ith plateaus and shallow likelihoods, which are common for our
inematic model (F owlie, Handle y & Su 2020 ; Schittenhelm &
acker 2021 ; although see F owlie, Handle y & Su 2021 for a

olution). To ensure O is calculated accurately we check that the
 σ contours hav e conv erged with respect to chain length, and we use
 large number of samples (1000 000) so the tails of the distributions
re well resolved. 

The metric I quantifies the tightening of the constraint on M vir 

rom combining kinematics with SHAM. It is defined relative to the
HAM constraint alone because this tends to be significantly tighter

han the kinematic constraint, and because it is more common to
ave photometric than spectroscopic measurements. We compare in
 vir rather than M vir –c 0.1 , because M vir and c 0.1 are highly degenerate

n the kinematic inference. We check that using a different contour,
.g. 2 σ , or using the Kullback–Leibler divergence as a measure of
nformation content, leads to the same conclusions. We redefine the
HAM likelihood to include the prior, so it can have the same flat
rior on M vir and c 0.1 as the kinematic model. Then the combined
NRAS 526, 5861–5882 (2023) 
osterior can be obtained by direct multiplication of the two separate
osteriors, due to the assumption of independence. 

 RESULTS  

.1 Individual posteriors 

.1.1 Idealized DMO inference 

o understand the posterior shapes for the kinematic model, it
s instructive to consider first the case of a single galaxy where
e assume the potential is sourced purely by the DM, and the
alaxy parameters ( i , M ∗, r H I , etc.) are perfectly known. This
eaves M vir and c 0.1 as the only free parameters and δW 50 the only
ource of uncertainty. We apply this to AGC 742 791 and show the
osterior in Fig. 8 for different assumed values of r H I and i . The
longated posterior is due to the perfect de generac y between mass
nd concentration; the same line width can be sourced by a high
ass halo with a low concentration or vice versa. What matters

o first order is the dynamical mass contained within the gas disc
hat contributes to the rotational velocity. As there are no additional
arameters to marginalize o v er, the posteriors are the locus in the
ass–concentration plane required to produce the observed W 50 ,

roadened by the observational error δW 50 . 
The naive model W 50 = 2 V max , where V max is the maximum circular

peed of the halo, is only equal to our full model for values of c 0.1 

here V max occurs at a similar radius to r H I . When V max occurs at
 larger radius than r H I more halo mass is required to produce the
ame W 50 , so our model posterior curves to the right of the 2 V max 

osterior. This effect is more pronounced at lo w v alues of r H I and
 0.1 , where V max occurs at a larger radius. Conversely, when V max 

ccurs at a much smaller radius than r H I there is a large contribution
o the H I spectral line from the gradually decreasing part of the
otation curve beyond V max , which biases W 50 to lower values. More
ass is required at a given concentration to produce the observed
 50 , so once again our posterior curves to the right of the 2 V max case,
ith the effect more pronounced for higher values of r H I and c 0.1 

the effect is only significant at extreme c 0.1 ). Adding baryons to the
dealised model would shift the posteriors to the left, as less DM is
equired to generate the observed W 50 . 

The right-hand panel of Fig. 8 shows the posterior for our idealized
odel at different assumed inclinations. At high inclination the sin i

orrection to W 50 is slowly changing, so as inclination decreases
he posterior slowly sweeps to higher mass/concentration. As i
ecreases the posterior sweeps to higher mass and concentration at
n increasing rate. Therefore, our ‘randomly distributed’ inclination
odel (3) would have a posterior with have a sharp peak at the i =
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Figure 8. The posterior for AGC 742 791 ( W 50 = 428 ± 25 km s −1 ), obtained by assuming the line width is only sourced by the DM, and with no uncertainty 
on inclination or the gas disc size r H I . The contours show the 1 σ region, which has width only due to the uncertainty on the line width. In the left-hand panel, 
r H I is varied. We also show the simple model where W 50 = 2 V max , where V max is the maximum circular velocity of the DM halo, and the mass–concentration 
prior. As the size of the gas disc decreases and probes a smaller radius, the posterior deviates further from the 2 V max model. In the right-hand panel, r H I is fixed 
and the inclination i is varied. 
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0 ◦ region, with a long tail all the way to the high M vir and c 0.1 

rior boundary at low values of i . For our fiducial inclination model
2), with a flat prior on intrinsic relative thickness q , the minimum
nclination occurs at q = 0.15, where the inclination probability 
lso peaks. Hence, there is a competing effect between the peak in
nclination probability at the lowest value of inclination, and the peak 
n the 2D posterior corresponding to i = 90 ◦ described abo v e. F or
he simple q = 0.2 model (1), the uncertainty on inclination is only
ue to the uncertainty on b / a , so the posterior is a band. 

.1.2 The full model 

he output of our model for a single galaxy is the posterior probability
istribution on the two halo parameters M vir and c 0.1 for both the
HAM and kinematic model, as well as the six galaxy parameters for
inematics (listed in Table 1 ). We also calculate the joint posterior
f both models. Our kinematic model puts Gaussian priors on all 
alaxy parameters (except inclination), with the width set by the 
bservational or empirical model uncertainty. The line width does 
ot further constrain these galaxy parameters beyond their priors 
n most cases, so only the 2D and 1D posteriors on M vir and c 0.1 

re of primary interest. Inclination i is sometimes prevented from 

aking on very low values (face-on) if this would cause too high an
ntrinsic line width, requiring a DM halo with M vir or c 0.1 beyond
he prior boundaries. It can also be prevented from taking on high
alues (edge-on), as for some galaxies this would make the intrinsic
ine width so low that the circular velocity from the baryons alone
xceeds it. Ho we ver, the galaxy parameters are still important, as the
ncertainty on them broadens the posteriors on halo properties, often 
ramatically. F or e xample the high-end tail of the prior on M ∗ can
ause the M vir posterior to have a significant tail to low values. 

When we apply the real kinematic model to the whole ALF ALF A
ample, the resulting 2D posteriors on M vir − c 0.1 vary greatly 
etween galaxies. In Fig. 9 , we show the posteriors for a selection
f galaxies to illustrate this diversity, as well as their F , O and I 
etrics (see Table 2 for definitions). The kinematics posterior of AGC 

24 223 (first panel) is most similar to the theoretical example above.
ts W 50 is large enough relative to M bar that the baryonic contribution
o the dynamical mass within the gas disc is subdominant to DM
cross the whole range of galaxy priors. Its b / a is small, so there
s a narrow prior on inclination that does not greatly broaden the
osterior. It has F = 0, because M halo = 0 is strongly disfa v oured.
GC 742 791 (middle right-hand panel) is the opposite case – the
bserved W 50 can be explained with negligible DM within the priors
n the baryonic component; it can only have a DM halo of significant
ass if c 0.1 is so low that most of the halo mass sits outside of the

as disc. This results in much higher values of F . AGC 742 791 is an
xample between these two extremes. Some region of the priors on
alaxy parameters are compatible with having little DM within the 
as disc, as shown by the 2 σ contour extending down to the baryonic
ass of the galaxy. The weak constraints are in large part driven

y its high b / a , which results in a broad prior on inclination. AGC
00 359 (far right panel) also has a high b / a , but its W 50 is very large
elative to M bar , so the kinematic constraints are still relatively tight.
he posterior strongly disfa v ours M halo = 0, so F = 0. 
Fig. 9 also shows the difference between the NFW and Burkert

rofiles. A higher halo mass is required for the cored Burkert profile
o generate the same W 50 as the cuspy NFW profile. The bend in
he banana shape is much more pronounced for the Burkert profile,
oing almost completely horizontal below a certain concentration 
or each galaxy, meaning a large range of halo masses generates the
ame line width at a fixed concentration. The cored Burkert profile
as a much more slowly rising circular velocity profile than NFW,
o for typical concentrations the larger halo mass does not become
pparent until radii larger than the extent of the gas disc. This effect
s illustrated in Fig. 10 . 

For all galaxies, the SHAM posterior occupies a constrained region 
ith a defined peak. Towards low mass there is a sharp drop to zero
robability, with longer tails to high M vir , high c 0.1 and low c 0.1 .
he SHAM posteriors vary smoothly with M bar , as it is the only
alaxy property that the model depends upon (the additional scatter 
n halo parameters due to the observational uncertainty on M bar is
ubdominant to the SHAM model’s intrinsic scatter). In particular, 
he posterior smoothly decreases in size in the M vir dimension as
 bar decreases (compare the third and fourth columns of Fig. 9 ).
his is due to the differing slopes of the BMF and HMF, meaning
MNRAS 526, 5861–5882 (2023) 
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Figure 9. Results for four representative galaxies. From left to right: (i) one with a well-constrained DM distribution from kinematics consistent with SHAM, 
(ii) a poorly constrained distribution consistent with SHAM, (iii) an apparently DM-free galaxy, and (iv) a galaxy with a more massive halo predicted from W 50 

than expected from SHAM. Top: The raw ALF ALF A spectra, with our best-fitting model using an NFW and Burkert halo profile. We also show the line profile 
generated by the baryons only, which is calculated using the mean of the priors on the galaxy parameters. As we are only fitting to W 50 , the best-fitting model is 
not necessarily a good match to the spectrum, often due to asymmetries. We leave fitting the full spectrum to future work. Bottom: Posteriors on halo mass and 
concentration from SHAM, kinematics assuming NFW (upper) or Burkert (lower) profiles, and their combination (1 and 2 σ isoprobability contours shown). The 
inset lists the F , O and I summary statistics (see Table 2 ). We only combine the kinematics and SHAM posteriors in the first two case, where they are not in tension. 

Figure 10. The circular velocity of a DM halo with c 0.1 = 10 for difference 
masses and halo profiles. For the Burkert profile, increasing the halo mass by 
a factor of 10 results in very little change in circular speed within 20 kpc. For 
NFW, the difference is much more pronounced. This explains why increasing 
the mass of Burkert haloes that are below a certain concentration only slowly 
increases the predicted line width, and hence why Burkert masses are poorly 
constrained. 
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hat the scatter σ ( M vir | M bar ) increases towards higher mass, even
hough the SHAM scatter parameter σ AM 

= ( M bar | M vir ) is constant.
his also results in an asymmetric posterior: a galaxy of a given
 bar is assigned to a long tail of high-mass haloes. We discuss the

ffect of SHAM scatter further in Section 5.3 . The distribution of
 0.1 in the SHAM posterior corresponds to the mass–concentration
elationship of haloes that survive the formation time cut, which
ave a lower mean concentration at a given mass than the whole 
atalogue. 

The galaxies in Fig. 9 are ordered from least in tension to most in
ension. For the first two panels SHAM and kinematics are in good
greement, so O is high. Therefore, we combine the SHAM and
inematic posteriors, which leads to a significant tightening in the
onstraints for AGC 724 223 due to its tighter kinematic constraint
and wider SHAM constraint due to the higher M bar ), whereas there
s no impro v ement for AGC 742791. F or AGC 226 065, a very low
ynamical mass is inferred from W 50 , causing tension with AM. The
ension is less severe with the Burkert profile, as it is possible to have
 larger M vir , while keeping the dynamical mass inside the gas disc
he same. For cases where SHAM and kinematics are in tension ( O 

 0.01), we do not combine the posteriors. 
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Figure 11. The baryonic mass–halo mass relation formed by stacking the 1D marginalized posteriors on M vir in 0.25 dex bins of baryonic mass for kinematics 
(blue) and SHAM (red). For kinematics, the mass–concentration prior is applied. The solid line shows the mode of the stacked distribution in each bin, and the 
shaded regions the 1 and 2 σ isoprobability contours. ‘BCW10 + gas’ shows the best-fitting SHAM relationship from Behroozi et al. ( 2010 ), which is derived 
for optically selected galaxies, converted to baryonic mass using the mean gas fraction in each bin for the ALF ALF A galaxies. Black points show the average 
per-galaxy uncertainties M vir at given M bar ; that these errorbars are much smaller than the width of the blue band shows that this is driven mainly by variations 
between galaxies in a bin. The diagonal dashed lines show constant M bar / M vir as indicated at the top. 
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.2 Population behaviour 

.2.1 M bar −M vir relationship 

e no w deri ve a M bar −M vir relationship from our modelling of the
 I line width and AM. We do this by stacking the 1D posteriors
n M vir in bins of M bar with 0.25 dex width, applying the mass–
oncentration prior to break the de generac y of those parameters. The
esult is shown in Fig. 11 . The previously discussed gradual variation
n the size and asymmetry of the AM posterior in M vir as M bar changes
s clearly visible. The kinematic relations have high scatter due to the
ignificant fraction of galaxies for which there is very little constraint 
n M vir (e.g. the second panel of Fig. 9 ). For the Burkert profile, the
tacked posteriors extend all the way to the upper limit of the prior,
ue to the cored profile causing a long tail to high mass in most
alaxies (e.g. the right-hand panel of Fig. 9 ), which o v erlaps with
he mass–concentration prior. 

Despite the large scatter, the mode of the posterior contains 
mportant information about the M bar −M vir relationship implied by 
 I kinematics. It is stable to random resampling for bins with more

han ∼150 galaxies. Abo v e M bar = 10 9 . 5 M �, the NFW and Burkert
elationships modes are similar, while towards lower mass the NFW 

ode diverges from the SHAM mode to a much lower M vir . The
urk ert bends aw ay from the SHAM mode in the other direction,
ut becomes extremely close to it again for the lowest M bar bins. For
FW, the slope of the M bar −M vir relationship is much shallower than

or AM, and is even compatible with a constant M bar / M vir . For NFW,
he mean and median of the distribution in each bin are similar to the
ode. Ho we ver due to the long tail to high M vir for Burkert, the mean

nd median are different to the mode, and are dependant on the upper
ound of the prior. This makes the mode the more robust statistic. 
The stacked intervals are very wide for Burkert kinematics, as 
any individual galaxies have M vir that are poorly constrained by 
u  
 50 . The divergence between NFW kinematics and SHAM at low
aryonic mass is caused by the substantial population of galaxies 
ith low line widths given their baryonic mass, which seem to have

ittle if any DM within the radius probed by their gas disc (e.g. 3 rd 

olumn of Fig. 9 ). 
The large scatter of the kinematic relations derive from a com-

ination of per-galaxy uncertainty on M vir and an offset of the M vir 

osteriors of different galaxies in a given M bar bin. To investigate
his, we show in black in Fig. 11 the per-galaxy uncertainties for four
 bar bins: the points are at the stacked modal M vir and the errorbars

how the average over all galaxies in the bin of the distance between
he mode and the lo wer/upper 1 σ interv al of each individual galaxy
osterior. Their size is a much weaker function of M bar than the
tacked interv als, sho wing that the flaring in the blue band at lo w
 bar is driven by increased scatter in M vir between galaxies at fixed
 bar , rather than increased uncertainties for particular galaxies. 
To see how much the relationship is tightened when the galaxies

ith the weakest constraints are remo v ed, and to check its robustness,
e consider a quality cut to the data (Code 1 galaxies only; SNR > 10;

W 50 / W 50 < 0.1; b / a < 0.7, which corresponds to i ≈ 45 for q = 0.2),
nd recalculate M bar −M vir using the remaining 4232 galaxies. The 
ode and shape of the confidence intervals are unchanged, except for

ins with few galaxies after the cut ( M bar < 10 8 . 25 M �). The mean
idth of the 1 σ region is 30 per cent smaller for NFW after the cut,
ut the posterior still reaches the prior bound for Burkert. 

.2.2 Compatibility with M vir = 0 

ixty per cent of galaxies in the sample have F < 0 . 01 for both Burk-
rt and NFW; the other 40 per cent have posteriors that are compatible
ith M halo = 0. To investigate which galaxy properties this depends
pon, we trained a Random Forest Classifier (Pedregosa et al. 2011 )
MNRAS 526, 5861–5882 (2023) 
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Figure 12. The test set accuracy of the random forest as a function of the cumulative number of features used to predict the posterior metrics F (left column), 
tension O (middle), and impro v ement I (right column) (see Table 2 for definitions). We use random forest regressors for O and I, and a binary classifier for F 

on the condition F ( < 0 . 01), because its distribution is sharply peaked at F = 0. Features are added from left to right in the order that maximizes the increment 
in accuracy, as described in Section 4.2.2 . Accuracy is measured by the fraction of correctly predicted labels for the classifier, and by R 

2 (equation 20 ) for the 
regressors. We see that W 50 is the most predictive galaxy property for F and O, giving reasonable accuracy even when it alone is used to the train the random 

forest. No galaxy property is predictive on its own for I, but together W 50 , b / a , M bar , δW 50 / W 50 , and M H I / M ∗ yield good accuracy. D and its fractional error add 
no new information in any case, as would be expected. The results shown are for the NFW profile, but very similar results are obtained with the Burkert profile. 
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n the sample for the binary classification { F < 0 . 01 , F > 0 . 01 } ,
ptimizing its hyperparameters using threefold cross-validation. As
ur labels are roughly balanced, we assess accuracy using the fraction
f correctly predicted labels. To select important features we use
he method of Stiskalek et al. ( 2022 , Section 3.6), in which galaxy
roperties are added sequentially to the set of features used to train the
andom forest. At each increment, the next feature added is the one
hat generates the greatest impro v ement in accuracy when combined
ith the current set of features. This produces a list of features,
rdered from most to least important, and the new accuracy after
heir inclusion. This method of identifying important features a v oids
mbiguities associated with highly correlated features because the
mpro v ement is conditioned on some set of features already being
sed. The result is shown in the left-hand panel of Fig. 12 . For the
 statistic, the most important galaxy property is W 50 , with a much

maller dependence on δW 50 / W 50 , log ( M H I / M ∗), and M bar . 
The top panel of Fig. 13 correlates F with various galaxy

roperties, and the bottom panel correlates these properties with W 50 .
 is a strong function of W 50 , with F > 0 . 01 for nearly all galaxies

n the lowest W 50 bin. We use the reduced residual method to remo v e
he dependence on W 50 , and find the residuals of δW 50 / W 50 , M bar ,
 / a , n correlate positively with P ( F < 0 . 01), and the residuals of
og ( M HI / M ∗) anti-correlate. These are all as expected: higher values
f δW 50 / W 50 and b / a give weaker constraints and therefore higher
; higher gas fractions result in tighter constraints and hence lower
, as a larger M H I means a larger r H I , so W 50 probes further into

he halo at fixed M bar ; higher M bar galaxies have a lower mean gas
raction and higher n , leading to weaker constraints. 

.2.3 Agreement between SHAM and kinematics 

n Fig. 14 , we show the distribution of our tension metric O (de-
cribed in Table 2 ). Around 1000 galaxies are in tension ( O < 0 . 01)
or both halo profiles. The second peak in O corresponds to galaxies
here the SHAM posterior lands exactly on the kinematics posterior,

uch as the left-hand panel of Fig. 9 . Most cases of tension are due
o kinematics predicting too little dynamical mass relative to AM,
s in the third column of Fig. 9 . Nearly all these galaxies are also
ompatible with M halo = 0 according to our F statistic. There is a
NRAS 526, 5861–5882 (2023) 
maller population of galaxies where the dynamical mass inferred
rom the kinematic model is higher than SHAM (as in the right
olumn of Fig. 9 ). 

We correlate tension with galaxy properties in Fig. 13 . The too
ow/too high dynamical mass populations are visible in the two
eaks in the correlation with W 50 , with a higher peak at low W 50 

han high W 50 . There is higher tension for NFW than Burkert at
ow W 50 , and also at low M bar , which is also seen in the stacked
 vir −M bar relationship. There are slightly more galaxies for Burkert

hat o v erpredict the dynamical mass than for NFW. It is harder for
inematics to be in tension with SHAM from predicting too high a
 vir due to the SHAM posterior’s long tail to high M vir , especially at

igh M bar . 
We apply a random forest regressor to our O metric to assess

ts dependence on galaxy properties, once again optimizing hy-
erparameters using threefold cross-validation. We use the same
mportance ranking procedure as before, but this time assessing
ccuracy using the coefficient of determination 

 

2 = 1 −
∑ 

i ( y i, test − y i, pred ) 2 ∑ 

i ( y i, test − ˆ y test ) 2 
, (20) 

here y i , test is the test set value, y i , pred is the corresponding prediction,
nd ˆ y test is the mean test set value. R = 1 is perfect prediction, and
 = 0 is given by a model that al w ays predict ˆ y test , disregarding the

nput data. We find O is most dependant on W 50 , and to a lesser extent
n M bar and b / a (Fig. 12 , middle panel). 
In Fig. 15 , we plot the 2D W 50 −M bar distribution of the ALF ALF A

ample, which shows clearly that tension primarily occurs when W 50 

s low for a given M bar . The split is very clean in the log W 50 −log M bar 

lane and the M bar −W 50 relationship from the SPARC sample lies
ithin it. The scatter in the ALF ALF A data is much greater than in
PARC. We see from the relatively similar scatter of the ALF ALF A
nd SPARC data describing the same galaxies (red and white dots)
hat the ALF ALF A data is reasonably accurate for the SPARC
ample. Therefore, the increased scatter is due to systematics in
he ALF ALF A × NSA data that are not present for galaxies that
re also in SPARC and/or because the ALF ALF A × NSA sample
as a different intrinsic log W 50 −log M bar distribution to SPARC;
.g. we do not expect the entire sample to be rotationally supported
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Figure 13. The correlation of galaxy parameters with the F , O, and I metrics, and with the ALF ALF A line width W 50 . The top two panels show the fraction 
of galaxies in each bin for which M halo = 0 is not excluded by kinematics ( F > 0 . 01, top panel) or exhibit tension between SHAM and kinematics ( O < 0 . 01, 
second panel). The shaded bands show the 1 σ uncertainties calculated by bootstrap resampling each bin. The bottom two panels show the median (solid line) of 
I and log W 50 , with the shaded region showing the 1 σ variation between the galaxies in each bin. We initially set 15 bins in each plot, then merge the outermost 
bins if there are fewer than 10 galaxies in one of them. We show the correlation of each quantity with W 50 because we saw in Fig. 12 that this was the most 
important quantity for determining F , O, and I. Galaxy parameter values that give tighter constraints (low δW 50 , high gas fraction, low b / a , high W 50 ) produce 
lo w v alues of F and high v alues of I. Tension is most pre v alent at lo w W 50 and lo w M bar , and is higher for NFW than Burkert. 

Figure 14. Distribution of the o v erlap metric O and impro v ement metric I 
o v er all galaxies in the sample (see Table 2 ). SHAM and kinematics are in 
tension for galaxies with O to the left of the vertical dashed line. For those 
with I to the right of the vertical dashed line, the constraint on M vir from 

SHAM is tightened when combined with the constraint from kinematics. For 
I = 1 the constraint on M vir is twice as tight. 
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nd in equilibrium. We discuss potential systematics e xtensiv ely in 
ection 5.2 . 
We repeat the random forest regressor procedure for the improve- 
ent statistic I, and find that it is dependant on a greater number of
eatures than F and O (Fig. 12 , right-hand panel). The impro v ement
 is much greater for NFW than Burkert due to the Burkert posterior’s

ong tail to high mass, which for many galaxies aligns with the high
ass of tail of the SHAM posterior. We correlate I with galaxy

roperties in Fig. 13 . The positive correlation of I with M bar is
ecause the SHAM constraint is much weaker at high M bar due to the
ncreasing scatter σ ( M vir | M bar ). The correlations with other galaxy
arameters are for the same reasons as discussed for the F statistic, as
 is strongly correlated with the tightness of the kinematic constraint.

 DI SCUSSI ON  

.1 Interpretation of the results 

.1.1 Abundance matching versus kinematic constraints 

ur W 50 -based kinematic model and our abundance matching (AM) 
odel produce Bayesian posteriors on the mass and concentration 

f individual galaxies. The constraints offered on halo mass by kine-
atics are reasonably strong ( < 1 dex with the mass–concentration

rior applied) for around 40 per cent of galaxies when assuming a
uspy profile. When assuming a Burkert profile the constraints are 
uch weaker, often only providing a lower limit on mass, as the
MNRAS 526, 5861–5882 (2023) 



5876 T. Yasin et al. 

M

Figure 15. A heat map of the distribution of W 50 and M bar for the whole ALF ALF A sample, and for galaxies where SHAM and kinematics are in tension. The 
W 50 have been corrected for inclination assuming the intrinsic relative thickness q = 0.2. The M bar −W 50 relationship from SPARC (Lelli et al. 2019 ) is shown 
(magenta line) with its 3 σ intrinsic scatter (dashed lines). The 25 galaxies that are in SPARC × ALF ALF A × NSA are plotted both using their ALF ALF A data 
(red dots) and their SPARC data (white dots) in the left-hand panel. For the latter we use the W m50 line width measure and kinematic inclinations, as these were 
used to derive the SPARC M bar −W 50 relationship. 
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ore slowly rising circular velocity profiles due to the core mean
hat haloes with vastly different masses can hav e relativ ely minor
ifferences in rotational velocity within the gas disc. The model is
exible enough that the mode of the posterior produces a W 50 within
 σ of the observed value for all galaxies. Thus, it is not possible for
he constraints to be artificially tightened by a poor fit, which is a
oncern when fitting resolved rotation curves. 

In general, the constraints offered by SHAM are tighter than for
inematics. When assuming an NFW profile, combining SHAM
ith kinematics yields stronger constraints on halo mass for a
ajority of galaxies, with a 1 σ constraint that is twice as tight for

round 1/5 of the sample. The impro v ement is more pronounced at
he high-mass end, where the SHAM constraints are weaker. Our
nalysis therefore shows that SHAM can be augmented with the
bundant H I line widths of future large-scale surv e ys to constrain
etter the distribution of DM, especially for haloes with cuspy
rofiles. 
The impro v ement from combining probes may in fact be ev en

tronger, as the tightness of our SHAM constraints are likely o v eres-
imated because our analysis does not account for the uncertainties
n the SHAM model itself (e.g. in the proxy and scatter). This is
specially true at the low-mass end, where there is no clustering data
o constrain the SHAM parameters. We discuss the uncertainty on
he SHAM model further in Section 5.3 . 

.1.2 Tension 

verall, we do not find significant tension between kinematics and
HAM when comparing the posteriors of individual galaxies, apart
rom a population of galaxies for which the line width predicts too
mall a dynamical mass relative to AM, and a smaller population of
alaxies for which the inverse is true. The lack of tension is to some
xtent unsurprising given the weak constraints on halo properties
rom kinematics for man y galaxies. F or our SHAM model, the
ean M vir changes by only 2 dex over 4 dex in baryonic mass,
hich is comparable to the scatter in M vir from kinematics for a

ubstantial fraction of our sample even with the mass–concentration
rior applied. 
Although more individual galaxies are in tension between SHAM

nd kinematics for both profiles at lower baryonic mass (in part due to
he tighter constraints from SHAM at low mass), fewer are in tension
ith Burkert than NFW. This is also clearly visible in the stacked
 bar −M vir relationship: the mode of the stacked posterior lies at much
NRAS 526, 5861–5882 (2023) 
ower M vir when assuming an NFW profile, compared to both SHAM
nd the Burkert profile, which are in good agreement with each other.
herefore both individual and stacked posteriors suggest that at low
ass NFW underpredicts halo mass relative to AM/Burkert. This is

xpected when fitting a cuspy profile to a cored halo (Trujillo-Gomez,
ruijssen & Reina-Campos 2022 ). Therefore, the disagreement may

mply that core formation is a decreasing function of mass, and/or
hat SHAM needs further refining for H I -selected samples. 

There is much literature, both theoretical and observational, on DM
ore formation (see Del Popolo & Le Delliou 2021 for a re vie w).
 popular hypothesis is that core formation proceeds through the
inematic heating of the DM in galactic centres by supernova driven
ycles of gas inflows and outflows (Read & Gilmore 2005 ; Pontzen &
o v ernato 2014 ). Some simulations (e.g. Di Cintio et al. 2014 )

nd analytic calculations (Pe ̃ narrubia et al. 2012 ) have found core
ormation to be a function of M ∗/ M vir , with M ∗ a proxy for the energy
vailable to drive gas outflows with supernovae, and M vir related to the
mount of DM that needs to be remo v ed and the depth of the potential
ell that it needs to be remo v ed from. Read, Walker & Steger ( 2019 )
nd observational evidence for this in local dwarf galaxies. From our
tacked M ∗−M vir relationship (which is qualitatively very similar to
ur M bar −M vir relationship), we see no such correlation with M ∗/ M vir :
HAM is most in agreement with cored halos relative to cusps at low
 ∗, rather than at some value of M ∗/ M vir , as suggested by the abo v e
odels. Ho we ver our results in this regard are weak, and do not

ule out any scenario. The disagreement between kinematics with
FW and SHAM at low mass could also be resolved by haloes

xpanding to lower concentrations than in DMO simulations. Semi-
nalytical studies based on SHAM have found some evidence that
his is necessary to explain the Tully–Fisher (Desmond & Wechsler
015 ) and radial acceleration (Desmond 2017a ) relations. Both these
apers use a relaxation model in which the halo as a whole can expand
r contract relative to its pristine NFW profile (Dutton et al. 2007 ),
nding mild evidence for expansion. Ho we ver, applying a dif ferent
elaxation model to the radial acceleration relation, Paranjape &
heth ( 2021 ) found evidence for expansion only in the outer halo. 
The M bar −W 50 relationship for the SPARC galaxy sample (Lelli

t al. 2019 ) is extremely tight (see Fig. 15 ). Papastergis, Adams &
an der Hulst ( 2016 ) take an extremely restricted sample of only 90
LF ALF A galaxies and construct a similarly tight relationship: their

riteria are edge-on, high gas fraction and W 50 > 100 km s −1 , and
hey inspect each spectrum for residual noise. They find a correlation
etween increasing offset of a galaxy from their mean relationship
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o lower W 50 and the degree to which the H I spectrum only has
 single peak (measured by kurtosis). The offset also increases at 
ower baryonic mass. Our full ALF ALF A × NSA sample is a very
ifferent population of galaxies compared to these two studies, so it
s expected that the M bar −W 50 distribution will dif fer. Ho we ver with
uch a large sample based on unresolved observations, some of our 
alaxies will inevitably have biased halo properties due to systematic 
ncertainties. Galaxies that lie far from the literature relations fall 
nder particular suspicion. We consider potential systematics in the 
inematic modelling in detail in Section 5.2 , but we note here that
ur results are robust to basic quality cuts on SNR and b / a , such as
he one used to test the M bar −M vir relationship in Section 4.2.1 . 

.1.3 M bar −M vir relationship 

 key result is the M bar −M vir relationship derived from H I kinematics
Fig. 11 ), which we find to be roughly linear in log-space. This is
eminiscent of the BTFR between M bar and V rot , which is linear
 v er six decades in mass. Canonical optically selected SHAM 

elationships such as that of BCW10, ho we ver, display a break in
he stellar mass–halo mass relation (SHMR) around the Milky Way 

ass. Generating a linear BTFR from such SHAM relationships 
s non-trivial (Desmond 2017b ). Observations of massive spirals 
ave also failed to detect the SHMR break expected from SHAM 

Li et al. 2020 ; Posti & Fall 2021 ; Mancera Pi ̃ na et al. 2022 ), and
cGaugh & van Dokkum ( 2021 ) pointed out that the halo mass

redictions for the Milky Way and Andromeda from kinematics lie 
ell below the SHAM prediction. Neither the M ∗−M vir or M bar −M vir 

elationship from our kinematic model display a break, but continue 
pproximately linearly with a mode close to the cosmic baryon 
raction at the highest masses. This result is robust to quality cuts
n the data. Although for the Burkert profile the relationship is very
ide, the modal relation is still linear. 
Posti & Fall ( 2021 ), also applying the mass–concentration relation- 

hip as a prior in their kinematic analysis, argue for a linear SHMR
elationship for late-type galaxies, with elliptical galaxies displaying 
he expected break. Unlike Posti & Fall ( 2021 ), we do not have a
lean sample of late-type galaxies. When assessed by standard cuts 
n colour and S ́ersic index ( n ), it appears the majority of galaxies
n our sample abo v e 10 10 . 5 M � are early type. When we split our
ample using a crude cut on morphological type ( n < 2 for late-
ype, n > 3 for early-type), we do not find differing relationships
n M bar −M vir . Multiple empirical studies using different methods 
ave attempted to measure the SHMR for passive and star-forming 
alaxies separately, but no consensus has yet been reached on whether 
hey differ (Wechsler & Tinker 2018 ). 

Our fiducial SHAM model, based on H I -selected galaxies, has a 
catter of σAM 

= 0 . 42 dex , whereas the scatter for optically selected
alaxies is well constrained to ∼0.2 dex (at least under the assumption 
hat σ AM 

is not a function of mass; e.g. Reddick et al. 2013 ). As
AM 

increases the highest mass galaxies are increasingly assigned 
o the much more numerous lower mass haloes, washing out the 
haracteristic break in the mean M bar −M vir relationship, as can 
e seen in Fig. 11 . Ho we ver, there is still an increasing scatter
( M vir | M bar ) towards high mass, with the posterior extending to high
 vir . There is also still a break in galaxy formation efficiency as

 function of halo mass. The fiducial model is in better agreement
ith our kinematic relationship than BCW10, but we caution that 
AM 

is very poorly constrained for H I -selected galaxies. The model 
lso assigns around a third of the most massive galaxies into haloes
uch that M bar / M vir > �b / �M 

, suggesting SHAM models with scatter
his high may not produce realistic galaxy populations, even if they
eproduce the clustering signal. 

.2 Kinematic modelling caveats 

.2.1 Baryonic effects on halo density profiles 

e have studied the NFW and Burkert profiles as representative 
ases of a cusped and cored profile, respecti vely. Ho we ver, pre vious
tudies have shown that no halo profile is a good fit to all observations
Katz et al. 2017 ; Li et al. 2020 ). This may be explained by the
ifficulty in calculating baryon-induced modifications to haloes due 
o the uncertainty in the numerical implementation of baryonic 
hysics and resolution constraints. Initially, haloes are expected to 
ontract adiabatically from baryonic infall as galaxies form (Li et al.
022 incorporate this effect into their halo fitting procedure). The 
ubsequent expulsion of gas from galaxies by star formation is then
xpected to expand the halo. Recently, Velmani & Paranjape ( 2023 )
tudied halo relaxation in large volume hydrodynamical simulations 
nd found it to vary substantially with halo mass and concentration, 
nd star formation rate. Paranjape et al. ( 2021 ) demonstrated that
hanges to halo relaxation physics can significant alter W 50 . 

Any baryonic effect that modifies halo density profiles would be 
xpected to alter our mass and concentration constraints, and thus 
ur analysis would need to be repeated for halo profiles inspired by
ydrodynamical simulations (e.g. Di Cintio et al. 2014 ). As there is
urrently no convergence in the precise effects of baryons on DM
cross a range of galaxy scales, this is left for future work. Ultimately,
heoretical and observational progress in understanding the net effect 
f feedback processes is required before the modification of haloes 
y baryons can be robustly accounted for in kinematic analyses. 

.2.2 Modelling the line width 

ur model assumes the line width is the product of a galaxy’s
zimuthally averaged rotation curve and H I surface density, with 
 H I velocity dispersion of 10 km s −1 . We tested this using the
PARC sample and found good agreement. Ho we v er v ery few of

hese galaxies had observed line widths < 100 km s −1 , which is the
egion in which most of the tension is found. Furthermore, we see
 trend in Fig. 3 where towards lower line width there is weaker
greement between model and observations, although this could be 
xplained by uncertainty in the extrapolation of RCs. 

Pressure support has the effect of reducing the rotational velocity 
elow the circular velocity, causing the dynamical mass to be 
nderestimated (Bureau & Carignan 2002 ; Oh et al. 2015 ; Iorio
t al. 2016 ). This ‘asymmetric drift’ correction becomes important in
alaxies where V rot is comparable to the gas dispersion, and becomes
ore important at larger radii. Our models for σ H I and 	 H I do

ot capture the g alaxy-to-g alaxy variation required to sensibly apply
he correction, which is challenging even with resolved data. As a
imple test of the sensitivity of our results to asymmetric drift, we
erun our inference replacing the assumption that V rot ( r ) = V c ( r )
ith V 

2 
rot ( r) = V 

2 
c ( r) − σ 2 

HI , with σ H I = 10 km s −1 . We find that for
ur stacked M bar −M vir relationship the mode of M vir is increased by
.5 dex for NFW and 0.15 dex for Burkert in the lowest mass bin
 M bar = 10 7 . 25 M �), where the effect is greatest. At M bar = 10 8 . 5 M �,
he difference with our fiducial model is less than 0.15 dex for both
aloes. We conclude that, although there is an increasing number of
alaxies towards lower mass and W 50 that are affected by asymmetric
rift, our o v erall conclusions are likely robust to it. 
MNRAS 526, 5861–5882 (2023) 
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Non-equilibrium motions are also expected to be increasingly
mportant towards lower mass, due to supernovas driving gas out of
he plane of the disc, and radial outflows (e.g. Verbeke et al. 2017 ).
symmetries due to the increasing irregularity of galaxies may also

ause W 50 not to reflect the dynamical mass (Reynolds et al. 2020 ).
igh velocity clouds in the observed galaxy can also create high
elocity wings in the flux profile, leading to W 50 overpredicting the
otational velocity (Schulman, Bregman & Roberts 1994 ). 

.2.3 Measuring the line width 

xtracting the line width from often noisy spectra is a difficult
rocess. We investigate the difference between the base ALF ALF A
atalogue W 50 line width measurement and the W Yu85 measurement
rom the Yu et al. ( 2022 ) reanalysis. W Yu85 implies a slightly lower
ass for most galaxies, but there is a significant population for which

t infers a much higher mass. The strength and trends of tension with
alaxy properties are the same for both line width measures, although
here is not good agreement on which specific galaxies are in tension.
 Yu85 produces a very similar stacked M bar −M vir relationship to W 50 ,
ith the mode not different by more than 0.4 dex in any bin. 
Haynes et al. ( 2018 ) caution that at low SNR, radio frequency

nterference can cause the line width to be underestimated. This
ould potentially explain the population of galaxies with extremely
o w W 50 relati ve to their baryonic mass. Ho we ver, we find that
alaxies with H I code 2 are not o v errepresented among in-tension
alaxies, and we do not find a trend between SNR and tension abo v e
NR = 6, suggesting this cannot be the sole cause. Yu et al. ( 2022 )
rovide a different cut on galaxies more vulnerable to RFI. Again we
ound these galaxies were not o v errepresented among the in-tension
alaxies. Another potential source of error is confusion, where the
eparation between two galaxies is smaller than the beam width.
ones et al. ( 2016 ) show that the impact of confusion for the catalogue
s a whole is not significant, although they say it is easy to identify
pecific examples. Using the flag for crowding in the reanalysis of Yu
t al. ( 2022 ), we found that crowded galaxies are not o v er-represented
mong the in-tension galaxies. 

Ball et al. ( 2022 ) present an ALF ALF A reanalysis that utilizes
 similar curve-of-growth based algorithm and crowding analysis
o Yu et al. ( 2022 ), with the aim of minimizing the BTFR scatter
y removing outliers. Future work may benefit from testing their
ethods and sample selections in the mass-modelling context. 

.2.4 Inclination 

s discussed in Section 3.2.3 , the gas disc inclination calculated from
he observed optical axis ratio can be highly inaccurate. The most
roubling potential inclination systematic is when the measured b / a
s biased low, leading to too high (edge-on) an inclination, too low
n inferred intrinsic W 50 and hence too low a dynamical mass within
he gas disc. The majority of our in-tension galaxies are of the type
here the dynamical mass inferred from W 50 is lower than the SHAM
 xpectations, with the frequenc y of tension increasing at lower M bar .
n our SPARC sample, we find a single severe underestimation of
 / a in the optical, for a heavily barred face-on galaxy. As bars are
ost pre v alent in galaxies with stellar masses 10 9 < M ∗/ M � < 10 11 

M ́endez-Abreu et al. 2010 ), this is unlikely to explain the increasing
ension that we observed towards even lower M bar . 

Sev eral irre gular galaxies in the SPARC sample had a NSA b / a that
as somewhat too low (given both their kinematic inclination and
isual appearance), which we accounted for by adopting a 10 per cent
NRAS 526, 5861–5882 (2023) 
rror on b / a . This sample was too small to look for a correlation
etween mass or flux and disagreement with kinematic inclination,
o see if the effect increases towards lower mass, as does the tension.
n general, we e xpect irre gularity to increase towards low M bar , as
he weaker self-gravity of the system makes it more susceptible to
nternal and environmental effects. 

Applying a flat prior on q , when the true distribution for the sample
s lik ely peak ed at q ≈ 0.2, will cause the inferred masses to be
iased low. We calculated the M bar −M vir relationship for the q = 0.2
nclination model, and found it made little difference in the lowest
nd highest mass bins, where it raises M vir some what. Ho we ver, it is
n these bins that we expect q to be higher than 0.2. 

Finally, Almeida & Filho ( 2019 ) have argued that low dynamical
asses may be caused by ignoring triaxiality when calculating

nclination using the optical b / a . We also neglect triaxiality, so our
esults are subject to the same potential bias. A more sophisticated
nalysis could use the expected population distribution of inclination
o infer the distribution of axial ratios as a function of galaxy
roperties (Putko et al. 2019 ). Ho we ver this is complicated for
LF ALF A, as the selection function of blind spectroscopic H I

urv e ys is dependant on inclination (Lang et al. 2003 ). 

.2.5 Baryonic mass 

sing an erroneously high M bar will cause M vir to be underestimated.
he uncertainties on M H I are smaller than those on M ∗. We verified

he NSA M ∗ in two ways. Firstly, we compared it to the GALEX
urv e y and found consistency within the uncertainties. Secondly,
e compared the NSA to SPARC, and also found good agreement
n the whole, but with increasing disagreement towards low mass
 < 10 9 M �). Ho we ver, lo w-mass galaxies tend to be more gas-
ominated, so the bias on M vir from M ∗ will be less important,
uggesting it is unlikely to be the cause of the observed trend of
ension with mass. Ball et al. ( 2022 ) also identified foreground stars
s a potential source of o v erestimated stellar masses, finding this
athology in 11 per cent of the most extreme BTFR outliers in their
ata. 
H I self-absorption has not been accounted for in H I masses.

epending on the model used, the correction can range from
nsignificant except for the most edge-on galaxies, to a 30 per cent
orrection for all galaxies (see Jones et al. 2018 for a thorough
iscussion). Underestimating the H I mass causes the halo circular
elocity to be overestimated, and the size of the H I disc to be
nderestimated. Both of these result in too high a halo mass being
nferred. Applying the inclination-based correction from Jones et al.
 2018 ) ( � log M H I = 0.13log ( b / a )) results in insignificant differences
o our results abo v e M bar = 10 9 M �. Ho we ver at lo wer mass, where
alaxies are more gas-rich, the effect is significant, with the mode
f the stacked M vir distribution 0.4 dex lower at M bar = 10 7 . 5 M � for
FW, putting more galaxies in tension. As the Jones et al. ( 2018 )
odel is based on thin disc galaxies, the true effect may be larger

or thicker dwarf galaxies. Future work may benefit from impro v ed
odelling of H I self-absorption. 

.2.6 Gas distribution 

he adopted gas model from Wang et al. ( 2016 ) is based on a
ample of 500 dwarf and spiral galaxies, with masses down to
 HI = 10 7 M �. They find that early-type galaxies, although still

ying on the M H I −D H I relation, tend to have flatter gas profiles,
ith a larger fraction of their gas lying outside of D H I . Adopting
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oo low an r HI causes M vir to be o v erestimated. On the other
and, explaining the tension between SHAM and kinematics at 
he low-mass end would require that the true size of the gas disc
e smaller than in the model. The M H I −r H I relationship of W16
ho ws no e volution to wards lo wer mass. The most in-tension galaxies
n this regime, for which the baryonic mass alone is enough to
enerate the observed line width, are little sensitive to changes in 
as distribution as both the stars and gas are contained within the 
as disc. 

.3 Abundance matching caveats 

he abundance matching relationship for g as-selected g alaxies is 
onstrained by clustering only for log M B > 9.4, and even for those
anges it is poorly constrained (see fig. 14 of ST21) due to the
eaker clustering of H I -selected samples and the comparatively 

mall sample size of H I surv e ys. 
Rather than sample from the entire posterior of ST21, which 

ncludes regions with extremely high σ AM 

for which the galaxy–
alo connection is essentially fully randomized, we adopted their 
aximum likelihood point under the assumption that the SHAM 

arameters are independent of mass (although this was strongly ruled 
ut for optically selected samples by ST21). As discussed previously, 
he high-mass end is particularly sensitive to σ AM 

. We find far weaker
ependence on the z cut parameter. 
The extrapolation of the baryonic mass function becomes impor- 

ant for galaxies with log M bar < 10 8 . 5 M �. Ho we ver, the trends in
ur results are not noticeably different in the extrapolated regime. 
he only way to increase the baryon fraction for SHAM at the low-
ass end (hence reducing tension with kinematics) is to strongly 

ncrease the steepness of the baryonic mass function. 
Finally, at the faint end it is possible that a qualitatively different

HAM prescription is required to deal with the different formation 
cenarios of lower mass galaxies. ST21 showed that fainter optically 
elected samples require higher scatter, and argue that low-mass 
alaxies may require a different set of SHAM assumptions, such as
ncreased galaxy formation bias or a difference between satellite and 
entral galaxies. On the other hand, Nadler et al. ( 2020 ) find an upper
imit σ AM 

= 0.2 for Milky Way satellites. 

.4 Comparison to literature 

revious studies, most notably of the SPARC galaxies, have used 
esolved rotation curves to infer halo properties (Katz et al. 2017 ; Li
t al. 2020 ). The advantage of resolved rotation curves is that they
re able to provide much more information on density profiles than a
ummary statistic that ef fecti vely samples the RC at a single radius.
i et al. ( 2020 ) tested a wide variety of rotation curves, and found

hat in general cored profiles such as Burkert provided better fits than
uspy profiles such as NFW, with many galaxies fa v ouring cores even
t higher mass. Even with the full rotation curve, the constraints on
alo properties are weak in some cases. F or e xample, Li et al. ( 2020 )
nd many galaxies for which the 1 σ halo mass constraint spans o v er

wo orders of magnitude. Ho we v er for man y of the galaxies the y
eco v er a good constraint without any prior applied, as the shape
f the rotation curves is enough to break the de generac y between
ass and concentration. Our approach is complementary, sacrificing 

recision of the dynamical measurements for a much larger sample 
ize and thus trading potential systematic error in relating the small
PARC sample to the entire halo population for weaker galaxy- 
y-galaxy constraints. For us, robust conclusions are available only 
tatistically across the full sample. 
Our analysis sheds light on the ‘small-scale problems’ of � CDM
Bullock & Boylan-Kolchin 2017 ). The Too-Big-to-Fail problem 

TBTF) is the observation that the kinematically inferred halo masses 
f the Milky Way’s satellites are much lower than the masses
f the largest subhaloes of Milky Way-sized haloes in N -body
imulations (Boylan-Kolchin, Bullock & Kaplinghat 2011 ). This was 
ater generalised to populations of field galaxies that were found to
ave kinematics that implied a lower halo mass than predicted by
bundance matching (Ferrero et al. 2012 ). Papastergis et al. ( 2015 )
tudied the problem in a sample of ALF ALF A isolated dwarfs for
hich resolved rotation curves also exist, using a SHAM procedure 

hat ranks galaxies by their line width. Fitting an NFW profile, they
ound that haloes with resolved outer rotational velocities of less than
5 km s −1 are incompatible with the haloes implied by AM. They
nd that fitting a halo profile with a mass-dependant core reduces the

ension, but does not fully alleviate it. Although we do not separate
atellite and field galaxies, or restrict our sample to galaxies with
esolv ed rotation curv es (and hence more robust kinematic halo
asses), our results are similar to the abo v e studies: we also find
 population of dwarf galaxies for which the halo mass inferred from
inematics is significantly below the SHAM prediction, such that 
he two measurements are in statistical tension. The disagreement 
s partially alleviated by fitting a Burkert profile instead of NFW.
here is much literature on proposed solutions to TBTF for both
atellite and field galaxies, including modelling and observational 
ncertainties, and new DM physics (see Papastergis & Shankar 2016 
or a re vie w). 

A related small-scale problem is the observed diversity of rotation 
urv es at fix ed galaxy mass, which does not appear in � CDM
imulations (Oman et al. 2015 ). Baryonic models that solve small-
cale problems such as TBTF through core-formation create cores too 
niformly, and therefore fail to generate this rotation curve diversity 
Sales, Wetzel & Fattahi 2022 ). In our sample, we observe great
iversity in W 50 at fixed M bar at lower mass, where the gas disc does
ot probe so far into the halo. This could be indicative of different
rrangements of the baryons and/or different DM central densities 
t fixed halo mass, assuming the abundance matching relation does 
ot flare at low mass. However, as we do not have accurate baryonic
istributions we cannot provide more concrete results. 
We find a significant number of ALF ALF A galaxies are DM-

eficient according to our model, as their line width is completely
xplained by the baryons alone. The existence of apparently DM- 
eficient galaxies has been previously noted for the ALF ALF A
ample by Guo et al. ( 2020 ), using a simple method where the
ynamical mass is estimated from the gas disc scale length and the
bserved line width without full modelling. They apply quality cuts 
o the sample and find 19 dark-matter deficient galaxies (14 of which
re isolated) out of a sample of 324 (although Almeida & Filho 2019
rgue this may due to neglected triaxiality, see Section 5.2.4 ). 

Mancera Pi ̃ na et al. ( 2019 ) study a sample of six ALF ALF A
alaxies with low linewidths for their baryon masses using HI inter-
erometric data, deriving resolved RCs (with 2–3 resolution elements 
er galaxy side) which support the galaxies being baryon dominated. 
urthermore, using higher resolution observations, Mancera Pi ̃ na 
t al. ( 2021 ) identified an apparently ‘DM-free’ isolated galaxy in
he sample, although the inclination is still a potentially significant 
ystematic uncertainty and its stability in the absence of DM has
een contested (Sell w ood & Sanders 2022 ). Two DM-free dwarf
alaxies have also been identified using globular cluster dynamics 
van Dokkum et al. 2018 , 2019 , although see Saifollahi et al. 2021 )
peculated to have formed from gas stripped in a g alaxy–g alaxy
ollision (van Dokkum et al. 2022 ). 
MNRAS 526, 5861–5882 (2023) 
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In general, claimed observational detections of dark-matter defi-
ient galaxies tend to be contro v ersial due to modelling uncertainties,
ven with far better data than our unresolved observations. It is
nteresting to speculate, ho we ver, whether the galaxies we identify
s being plausibly DM-deficient would remain so given more precise
easurements. Jackson et al. ( 2021 ) and Moreno et al. ( 2022 ) find
M-free galaxies produced in tidal interactions in simulations, the

atter predicting that 30 per cent of central galaxies host at least one
M-free satellite. 
Another approach to comparing H I kinematics with � CDM ex-

ectations is to forward model the line width velocity function using
ither semi-analytical models (Chauhan et al. 2019 ; Paranjape et al.
021 ) or hydrodynamical simulations (Dutton, Obreja & Macci ̀o
018 ; El-Badry et al. 2018 ). This does not require the inclinations of
ndividual galaxies, a v oiding a major source of uncertainty. Dutton
t al. ( 2018 ) find that the velocity function for dwarf galaxies in
he hydrodynamical NIHAO simulations are in good agreement with
LF ALF A line widths in the range 10 < W 50 / 2 < 80 km s −1 . They

dentify turbulent motions, projection effects due to intrinsic H I

isc thickness and flattened DM distributions as important factors in
owering the observed line widths relative to expectations. We do not
roperly account for turbulent motions (although we test our model
ensitivity to them) and we assume an infinitely thin H I disc. We
nd less tension at low line width when fitting a Burkert profile, but
ur inferred core-formation dependence is in disagreement with the
 ∗/ M vir dependence seen in their simulation. It is plausible that the

urbulent motions, H I disc thickness and feedback physics in their
imulation account for the differences with our results. 

Dutta, Khandai & Rana ( 2022 ) use an abundance matching-
ased method to extract M HI –M vir –V rot –W 50 scaling relations for
he ALF ALF A sample. They use group finder-based halo masses to
btain a reduced halo mass function corresponding to the ALF ALF A
ample, which they abundance match to the ALF ALF A H I MF. The
esulting H I -selected H I -to-halo mass relationship (their fig. 7) is
imilar to the mean of our stacked abundance matching H I -to-halo
ass relationship at low mass, but at high mass has a much stronger

reak. This is largely driven by the lack of AM scatter in their model
compared to 0.42 dex in ours), which prevents an apples-to-apples
omparison. 

.5 Future work 

his paper presents a first attempt to compare the halo properties
nferred from abundance matching and H I line widths for an
ntire population of H I -selected galaxies. Future H I surv e ys will
mpro v e the constraints on SHAM models for H I -selected galaxies
y reducing the uncertainty on galaxy clustering and extending it to
o wer masses, allo wing a more robust assessment of the agreement
etween the two methods and their relative constraining power. 

The increased precision and reduction in systematics on W 50 of
uture surv e ys should also impro v e the constraints from kinematics.
he increasing number of observed line widths will also increase the
tatistical power at the low and high mass ends. Future surv e ys will
lso allow both H I line width and abundance matching studies to be
xtended to higher redshifts. Ponomare v a et al. ( 2021 ) have already
sed line widths from MeerKAT to study the BTFR out to z = 0.081.
lowacki, Elson & Dav ́e ( 2021 ) predict evolution in the BTFR with

edshift from the SIMBA simulation. 
More information is contained in the H I flux profile, of which
 50 is a summary statistic. Exploiting this would increase the

recision of halo parameter inference. Using a similar model as
his work, Paranjape et al. ( 2021 ) showed this by performing a full
NRAS 526, 5861–5882 (2023) 
pectrum fitting for some nearby galaxies with very well resolved
LF ALF A spectra. This method is potentially very powerful if it can
e applied to whole populations of galaxies. A potential problem is
he uncertainty in the detailed H I distribution, which may have cores,
oles, or asymmetries. These may bias the inferred halo properties if
ot adequately modelled. 
Finally, other methods of inferring the properties of DM haloes

ould potentially be combined, which could probe the DM dis-
ribution at different radial distances from the halo centre. The
 I line width probes the central region of the halo, but weak

ensing measures the acceleration towards the outskirts of stacked
alaxies. The velocity dispersions of stars in early-type galaxies (or
f galaxies in groups or clusters) could also be used. For example,
chulz, Mandelbaum & Padmanabhan ( 2010 ) used weak lensing

o measure the DM halo profile in the outskirts of massive elliptical
alaxies, extrapolated it to the centre assuming an NFW halo and then
ompared the resulting central dynamic mass to the SDSS velocity
ispersion, finding evidence for halo contraction. 

 C O N C L U S I O N S  

e have compared the constraints on halo mass and concentration
nferred from the kinematic modelling of the H I line width with those
nferred from an (inverse) abundance matching model specifically
ailored to H I -selected galaxies, for the ∼22 000 galaxies in the
LF ALF A × NSA data set. Our conclusions are as follows: 

(i) The two methods produce consistent halo constraints galaxy
y galaxy in most cases, with the kinematics posterior broader and
equiring a mass–concentration prior for bounded constraints on
ither quantity. 

(ii) The halo posteriors of SHAM can be augmented with infor-
ation from the H I line width to produce tighter constraints on the
M distributions of individual galaxies. The gains are greater when

ssuming a cuspier halo profile. 
(iii) To wards lo w baryonic mass there is an increasing population

f galaxies with smaller line widths than expected from abundance
atching. For some galaxies, this implies a dynamically insignificant

mount of DM within their gas disc, leading to extremely high baryon
ractions when the halo is extrapolated to the virial radius. The
isagreement with abundance matching is more severe when fitting
n NFW halo than Burkert, which we interpret as weak evidence for
 cored central DM density at low baryonic mass. There is a smaller
opulation of galaxies for which SHAM and kinematics disagree
ecause the dynamical mass inferred from kinematics is higher than
rom AM. 

(iv) The M bar −M vir relation reconstructed from H I kinematics is
n statistical agreement with that from SHAM (Fig. 11 ). It is ho we ver
loser to a power law, with a deviation (especially assuming an NFW
rofile) to wards lo wer M vir at fixed M bar at the faint end. When
ssuming a Burkert profile there is less information to be gleaned on
 vir from the line width, resulting in a very uncertain relation. 
(v) We formulate statistics to quantify whether a galaxy (i) exhibits

ension between its kinematics and SHAM modelling results, (ii)
ffords a strong impro v ement in halo constraints by combining the
wo methods, and (iii) has M halo = 0 excluded by the kinematic
odelling. We also develop a machine learning-based method for

ssessing the extent to which these statistics correlate with various
alaxy properties, finding line width to be the most important feature
n each case. 

Our analysis demonstrates the potential for combined photomet-
ic and spectroscopic constraints on the galaxy–halo connection,
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ven when using low-resolution spectroscopic products such as H I 

ine widths. With future surv e ys set to impro v e dramatically our
nowledge of the H I universe, we anticipate that our framework 
ill be useful for inferring DM distributions, constraining kinematic 

nd empirical models, and advancing understanding of the physical 
rocesses that underlie galaxy formation. 
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