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Abstract

Continual Learning is a step towards lifelong intelligence
where models continuously learn from recently collected data
without forgetting previous knowledge. Existing continual
learning approaches mostly focus on image classification in
the class-incremental setup with clear task boundaries and un-
limited computational budget. This work explores the prob-
lem of Online Domain-Incremental Continual Segmentation
(ODICS), where the model is continually trained over batches
of densely labeled images from different domains, with lim-
ited computation and no information about the task bound-
aries. ODICS arises in many practical applications. In au-
tonomous driving, this may correspond to the realistic sce-
nario of training a segmentation model over time on a se-
quence of cities. We analyze several existing continual learn-
ing methods and show that they perform poorly in this setting
despite working well in class-incremental segmentation. We
propose SimCS, a parameter-free method complementary to
existing ones that uses simulated data to regularize continual
learning. Experiments show that SimCS provides consistent
improvements when combined with different CL methods.

1 Introduction
Supervised learning has been the go-to solution for many
computer vision problems (He et al. 2016; Ren et al. 2015).
The large scale of available labeled data has been the key
factor for its success (Radford et al. 2021). However, in
many settings the training data is not available all at once
but generated sequentially over time. Moreover, the distribu-
tion of the training data may vary gradually over time (Cai,
Sener, and Koltun 2021; Lin et al. 2021), e.g. , images taken
in winter with rain and snow versus images with clear skies
taken in the summer. Naively applying supervised learning
in such a setting suffers from catastrophic forgetting (Kirk-
patrick et al. 2017), i.e. , training a model on new data
of a different distribution worsens its performance on old
data. Continual learning (CL) attempts to address these is-
sues by designing algorithms that operate on continuous data
streams and efficiently adapt to new data while retaining pre-
vious knowledge. However, in the existing CL literature (Li
and Hoiem 2017; Chaudhry et al. 2018), methods are usually
evaluated only on restricted problems such as image classi-
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fication with carefully crafted data streams that assume non-
overlapping tasks, e.g. , the class-incremental setting where
each task corresponds to a fixed set of classes.

This work studies a more realistic problem of Online
Domain-Incremental Continual Learning for Semantic
Segmentation (ODICS). ODICS is essential for many ap-
plications where the perception system needs to be updated
over time. In this setting, the model is trained with a lim-
ited computation and memory budget at each time step on
data sampled from a varying distribution (Ghunaim et al.
2023). The variation comes from domain shifts, e.g. , data
coming from a different environment; the model has no in-
formation about the domain boundaries. This setup mimics
the practical scenario where labeled data from new scenes
(weather conditions, cities, etc. ) are generated continually
over time, e.g. , when developing a segmentation system for
autonomous driving, last-mile delivery, or other robotics ap-
plications. The goal is to continually train the model (on the
data center) with limited budget to enable frequent updates
(e.g. , once a day for self-driving cars) of deployed models.

Despite the importance of this problem, it has received
little attention in recent years. The few prior arts (Douillard
et al. 2021; Maracani et al. 2021) for continual semantic seg-
mentation study the problem under two unrealistic assump-
tions. First, it is assumed that the deployed model is aware of
the domain boundaries (Garg et al. 2022), i.e. , the domain
change, during both training and testing. While this simpli-
fies the problem, domain boundaries are often not available
in real-world applications as the transition between different
domains is usually smooth or unknown. Second, the model
is permitted to make any number of training iterations over
current domain data, i.e. , learning with unlimited computa-
tional budget (Douillard et al. 2021; Garg et al. 2022; Mara-
cani et al. 2021). This means that the model can pause the
stream from revealing new data during training, while in re-
alistic setups, streams continuously and uninterruptedly re-
veal new data and remain agnostic to the training status of
the model (Cai, Sener, and Koltun 2021; Alfarra et al. 2023).

Moving closer to practical scenarios, we study the prob-
lem of online, i.e. limited computational budget, domain-
incremental continual learning for semantic segmentation.
We propose a new benchmark using public datasets captured
from different cities and different weather conditions and or-
der them based on acquisition time. We find that the domain
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Figure 1: Online Domain Incremental Continual Segmentation (ODICS) with Simulated Data (SimCS). At each time step
t, ODICS reveals a batch of labeled images St with size Bt from a certain domain, where different domains are presented
sequentially to the model. SimCS generates a batch with size Bt of simulated data Ssimt on the fly and aligns its label space
to the real stream. The concatenated batch of real and simulated data is presented to the model to aid continual training and to
mitigate forgetting previously learnt domains.

shift in this benchmark is severe enough to cause forget-
ting on previously learned domains even without introducing
new classes during training. We benchmark regularization-
based methods (Kirkpatrick et al. 2017) that are effective in
mitigating forgetting in class-incremental continual segmen-
tation (Douillard et al. 2021) and show that they fail in OD-
ICS. Meanwhile, although replay-based methods (Chaudhry
et al. 2019) can effectively mitigate forgetting, they may not
be feasible due to privacy concerns, e.g. , GDPR (Commis-
sion 2021). This is particularly a concern when data is asso-
ciated with different countries in which storing it for replay
is not permissible. Thus, we propose SimCS that uses photo-
realistic simulated data with “free” dense labels which can
be generated on the fly during ODICS (see Figure 1) to mit-
igate forgetting without violating privacy constraints.

Our contributions are three-fold. (1) We propose on-
line domain-incremental continual learning for semantic
segmentation (ODICS) and construct a corresponding new
benchmark evaluating several baselines from the literature.
(2) We propose SimCS, a method that uses simulation as
a continual learning regularizer. SimCS is parameter-free
and orthogonal to existing continual learning frameworks.
We demonstrate its effectiveness by combining it with five
different continual learning strategies showing performance
improvements across the board. (3) We conduct a compre-
hensive analysis, showing that SimCS is robust to the choice
of simulator, hyperparameters, and budget constraints in CL.

2 Related Work
Continual Learning. The main challenge in learning a se-
quence of tasks, classes, or domains from a continuous
stream of data is catastrophic forgetting (Wu et al. 2019; Re-
buffi et al. 2017). Existing methods can be broadly catego-

rized into two groups, using either regularization or mem-
ory. Regularization-based methods add regularization terms
to the training objective without using previous data. The
goal is to maintain parameters that are important to remem-
ber previous knowledge (Kirkpatrick et al. 2017; Aljundi
et al. 2018; Li and Hoiem 2017). Besides explicit regulariza-
tion on model parameters (Kirkpatrick et al. 2017; Aljundi
et al. 2018), distilling the predictions of older models is also
widely used (Li and Hoiem 2017). Memory-based methods
store historical data it in a replay buffer (Lopez-Paz and
Ranzato 2017; Aljundi et al. 2019). This data is then used
to regularize the gradient of the optimizer (Chaudhry et al.
2018) or directly mixed with new training data (Chaudhry
et al. 2019). Most existing literature focuses on the class-
incremental setup. In this work, we evaluate the current
progress in continual learning for semantic segmentation in
the online domain-incremental setup.

Continual Semantic Segmentation. Recently, class-
incremental learning was extended from image classification
to semantic segmentation. (Michieli and Zanuttigh 2019;
Cermelli et al. 2020). This was done by presenting segmen-
tation masks of the classes belonging to a given task while
treating the remaining classes as the background (Douillard
et al. 2021; Maracani et al. 2021). More closely related to
our work, multi-domain incremental learning was analyzed
in the semantic segmentation task (Garg et al. 2022). Despite
the current progress, previous methods assume knowledge
of task boundaries at test time and unlimited computational
budget for training on each task (Garg et al. 2022). There are
many practical applications like self-driving cars, where new
data is generated constantly at a high data rate (Cai, Sener,
and Koltun 2021) and without clear distinction between dif-
ferent tasks (Bang et al. 2022). To better study these scenar-
ios, we propose the setup of online domain incremental con-



tinual learning for semantic segmentation (ODICS), where a
new batch of data arrives at each time step and the model is
only allowed limited computation on each batch.
Simulators for Semantic Segmentation. Recent works
have proposed several simulators that generate fully anno-
tated data for “free” such as CARLA (Dosovitskiy et al.
2017) and VIPER (Richter, Hayder, and Koltun 2017;
Richter et al. 2016). Such simulators play a key role for
applications like autonomous driving (Blaga and Nedevschi
2019) and visual navigation (Li et al. 2020), where collect-
ing and annotating data is expensive and time consuming.
Nonetheless, the use of simulated data in continual learn-
ing remains unexplored. In this work, we leverage simulated
data to reduce forgetting in continual learning.

3 Online Domain-Incremental Continual
Segmentation (ODICS)

In ODICS, a parametrized model f(·|θ) that maps an image
X ∈ X to a per-pixel class prediction Y ∈ Y is trained. At
each time step t ∈ {1, 2, 3, ...,∞}, a batch of densely la-
beled images St = {Xit ,Yit}

Bt
it=1 ∼ Dt is revealed. Then,

the model parameters θt are updated using St and a limited
computation budget before t+1. Unlike in supervised learn-
ing where the domain Dt does not change, Dt may change
drastically in ODICS during training. The goal of ODICS is
to obtain the model parameters θt that perform well on all
previously seen domains, i.e. , D1 to Dt. There are two key
concepts in ODICS: online and domain-incremental. Online
refers to the limited computation budget, i.e. , we cannot
train a model from scratch within each t. This is important
for applications like autonomous driving where new data is
continuously revealed over time. Domain-incremental refers
to the fact that the label space Y remains constant through-
out training, i.e. , only the distribution of Xit and the ratio
of different classes in Yit change over time. While ODICS
is relevant for several applications, no benchmarks exist for
this setup. To this end, we propose a first attempt in con-
structing such a benchmark. We focus on outdoor semantic
segmentation in the context of self-driving cars where the
domain shift can come from different weather conditions,
cities, or cameras. To mimic practical scenarios, we con-
struct the stream of data {St}∞t=1 from multiple domains by
composing four different standard benchmarks from the lit-
erature: CityScapes (CS) (Cordts et al. 2016), Indian Driv-
ing Dataset (IDD) (Varma et al. 2019), Berkeley Driving
Dataset (BDD) (Yu et al. 2018), and Adverse Weather Con-
dition Dataset (ACDC) (Sakaridis, Dai, and Van Gool 2021);
we treat each dataset as a different domain. Note that each
dataset was collected in a different country. CS was collected
in Germany, IDD in India, BDD in the United States, and
ACDC in Switzerland mimicking the realistic scenario of
deploying models in different locations. This diversity intro-
duces a notion of domains based on geographical location
and weather conditions. For example, CS contains images
with clear weather conditions while ACDC has a variety of
adverse weather conditions, e.g. , fog and rain. This adds
another realistic aspect to our setup, since deployed models
experience such adverse conditions when deployed through-

out the year.
CS is used as reference for a consistent label space across

domains, i.e. , an identical set of classes. We construct
the stream by concatenating all domains based on the year
the dataset was published, resulting in the following order:
CS (2016) - IDD (2019) - BDD (2020) - ACDC (2021),
which mimics the nature of continual learning where data
generated earlier will be seen by the model first. For com-
pleteness, we analyze the use of different domain orders. As
typical in CL, we evaluate the model trained on the stream
on a held out test set from each domain.

4 Methodology
4.1 Continual Learning Strategies
We start with the scenario where at any time step t the model
cannot store, hence rehearse, any data from previous time
steps (1 to t−1). This captures the realistic constraint where
data is subject to privacy restrictions (e.g. GDPR).

The simplest baseline in this case is applying the same
optimization strategy as in supervised learning at each time
step, which we call naive training in this paper. Specifically,
given the training data St = {Xit ,Yit} at time step t, we
update the model by optimizing the following objective:

min
θt

∑
it

L(f(Xit |θt),Yit), (1)

where L(·) is the standard loss for semantic segmentation,
e.g. , cross entropy. In the online setting, we apply a limited
number of (stochastic) gradient descent steps on θt.

Regularization-based methods (Kirkpatrick et al. 2017; Li
and Hoiem 2017) are a family of continual learning methods
extensively studied in image-classification. Instead of opti-
mizing (1), these methods update the model by optimizing:

min
θt

∑
it

L(f(Xit |θt),Yit) + λLreg(θt,θt−k, St), (2)

where Lreg(·) is the regularization term used to mitigate for-
getting, which is algorithm-specific, and λ is a coefficient
that controls the regularization strength. Note that only data
from the current step St and possibly cached historical mod-
els θt−k are used for regularization; no historical data is
used for optimization. We also consider relaxing the con-
straint on storing old data and complement our benchmark
by comparing against replay-based methods (Chaudhry et al.
2019). In particular, we allow the model to store a few histor-
ical training samples in a small replay buffer. During train-
ing, we optimize:

min
θt

∑
it

L(f(Xit |θt),Yit) + Lrep(θt, Srept), (3)

where Lrep(θt, Srept) computes the loss on a batch of data
Srept sampled from the replay buffer at step t. In the sim-
plest form (Chaudhry et al. 2019), Lrep(·) is the same as
L(·) but computed on Srept . Despite its simplicity, this ap-
proach is effective in mitigating forgetting for image classi-
fication (Prabhu, Torr, and Dokania 2020).



4.2 Continual Learning with Simulation
In practice, naive training or regularization-based methods
are often not effective enough for continual learning due
to the strongly biased training data. Although replay-based
methods are more effective, they are less practical under pri-
vacy or memory constraints. To address this problem, we
take an orthogonal and unexplored path, which is using sim-
ulation data for continual learning.

Simulation techniques have achieved impressive advance-
ments recently, especially for computer vision. For au-
tonomous driving, state-of-the-art simulators (Dosovitskiy
et al. 2017; Richter, Hayder, and Koltun 2017) can gen-
erate densely labeled images of simulated driving scenes
on the fly. Using simulation for continual learning has sev-
eral advantages. First, we can obtain an infinite amount of
high-quality, diverse, and densely labeled images on the fly
by running the simulator; we do not need to store a large
amount of data in memory. Second, since all data are syn-
thetic, privacy constraints will not be violated. Inspired by
replay-based methods, we propose to use the loss on simula-
tion data as a regularization for continual learning. As shown
in Figure 1, at each time step of ODICS, we first generate a
batch of labeled simulation data Ssimt on the fly. Then, we
update the model by optimizing the following objective:

min
θt

∑
it

L(f(Xit |θt),Yit) + Lsim(θt, Ssimt). (4)

We set Lsim(θt, Ssimt) =
∑

Xj ,Yj∈Ssimt
L(f(Xj |θt),Yj),

i.e. , we compute the same loss on both real and simulated
data, and sum them together. While more complex strategies
can be applied, we found that this simple approach is effec-
tive as later shown in the experiments. We call this method
Simulation for Continual Segmentation (SimCS). Note that
the formulation in Eq. (4) does not make any assumptions
on L. That is, one can combine SimCS with regularization
methods by replacing L with the combined loss in Eq. (2),
or combine it with the replay approach in Eq. (3). This posi-
tions SimCS as an orthogonal approach to existing methods
in the CL literature. A few challenges need to be addressed
to make SimCS general and effective.
Robustness to simulators. It is unclear whether our method
can be robust to different simulators with different rendering
quality, scene scale, and objects. To address this question,
we use two different simulators, i.e. , CARLA (Dosovitskiy
et al. 2017) and VIPER (Richter, Hayder, and Koltun 2017).
Label Space Alignment. There are many options for defin-
ing class labels leading to misalignment between different
simulators and real-world datasets. For example, CARLA
has a single vehicle class but separate classes for road line
and road. Meanwhile, the real-world datasets have separate
classes for cars and trucks but only a single class for road.
Hence, we merge or relabel the segmentation masks gener-
ated by the simulator of choice to achieve the maximal over-
lap with the label space of the real data. Then, we drop all
other labels as opposed to merging them into the background
class. The full details of relabeling the simulated data can be
found in the appendix. As shown in our experiments, though
some of the real-world classes are missing in the simulated

data due to non-overlapping label spaces, our approach is
still effective. We expect that SimCS has further potential
when applied to more advanced simulators.
Data Quantity. It is also not clear how much simulation
data is needed for continual learning. Intuitively, using a
large amount of simulated data could bias the model to only
perform well on the simulated data, while using a small
amount of data may only improve performance marginally.
At each training iteration of SimCS, the batch of simulated
data is generated by randomly setting simulator parameters,
e.g. camera position, weather, time and traffic conditions. To
study the impact of the amount of simulated data on perfor-
mance, we explore varying the ratio between simulated and
real data during training. In the main experiments, we set the
sim-real ratio to 1, which provides a good trade-off between
computation and performance improvement.

5 Experiments

Experimental Setup. We construct our benchmark by con-
catenating four different datasets as domains, namely CS,
IDD, BDD, and ACDC, as mentioned in Section 3. Through-
out, we use the term “domain” and “dataset” interchange-
ably. Following common practice in semantic segmenta-
tion (Douillard et al. 2021), we use 80% of the publicly
available data from each dataset for training and evaluate on
the 20% held out test set from each domain. We follow stan-
dard practice (Douillard et al. 2021; Maracani et al. 2021) in
reporting the mean Intersection over Union (mIOU) on the
held out test set from each domain. During our experiments,
at each time step t of ODICS, the model is presented with
a batch of real images St of size 8, i.e. Bt = 8 ∀t. Before
the next time step t+ 1, the model is allowed to train on the
batch using a fixed computational budget, measured by the
number N of forward and backward passes. Unless stated
otherwise, we set N = 4 throughout our experiments1. Once
data from St+1 is revealed, the older batch St becomes un-
available to the model unless replay is used. We evaluate all
methods using the benchmark introduced in Section 3. In
our experiments, we use the DeepLabV3 architecture (Chen
et al. 2017) pre-trained on ImageNet (Deng et al. 2009) (un-
less otherwise stated in the pre-training experiments in Sec-
tion 5.2), following (Douillard et al. 2021). We utilized 2
NVIDIA V100 for each of our experiments. Further details
are provided in the appendix.

We analyze five different types of training strategies.
The baseline is Naive Training (NT), i.e. , optimizing
Eq. (1). We also consider regularization-based (Eq. (2)) and
replay-based (Eq. (3)) CL algorithms. For regularization-
based methods, we consider Elastic Weight Consolida-
tion (EWC) (Kirkpatrick et al. 2017), Memory Aware
Synapses (MAS) (Aljundi et al. 2018), and Learning without
Forgetting (LwF) (Li and Hoiem 2017). We do not provide
boundaries of dataset transitions during training; we make

1We found empirically that setting N = 4 provides a good
trade-off between preventing the model from under-fitting and sig-
nificantly increasing the computation. In the appendix we provide
results for different choices of N with similar conclusions.



Method
Domain CS IDD BDD ACDC mIOU

NT 40.1 37.9 35.1 48.9 40.5
+ CARLA 44.6 39.6 38.5 51.0 43.4
+ VIPER 45.4 43.8 40.0 50.4 44.9

EWC 41.5 38.8 35.9 47.9 41.0
+ CARLA 45.3 40.5 38.8 51.3 44.0
+ VIPER 45.1 43.4 40.9 50.9 45.1

MAS 41.4 37.1 34.6 48.2 40.3
+ CARLA 46.7 41.3 38.3 50.2 44.1
+ VIPER 45.8 43.5 38.8 49.1 44.3

LwF 44.5 41.9 34.6 46.3 41.8
+ CARLA 47.1 44.3 39.0 48.5 44.7
+ VIPER 46.7 46.7 38.5 47.9 45.0

ER 47.4 47.8 40.9 48.8 46.2
+ CARLA 48.4 48.5 43.2 50.8 47.7
+ VIPER 48.5 50.0 42.5 52.0 48.3

Supervised 62.7 63.6 49.6 62.0 59.5
+ CARLA 62.8 63.7 49.7 62.9 59.7
+ VIPER 63.3 63.9 49.2 63.1 59.8

Table 1: Performance Comparison under ODICS. We report
the mIOU (%) of a model trained on our benchmark and
evaluated on each domain in the benchmark. We also report
the performance of SimCS-enhanced baselines by leverag-
ing either CARLA or VIPER. All methods are trained with
N = 4 iterations for each received batch. The last row “Su-
pervised” represents the performance of a model trained on
the entire stream for 30 epochs as a surrogate to upper bound
performance. SimCS consistently improved the performance
of all baselines on all observed domains.

an exception for regularization-based methods, since this in-
formation is crucial to achieve reasonable performance ac-
cording to our empirical results. For each considered regu-
larizer, we set λ = 0 in Eq. (2) when training on data from
the first domain and λ > 0 for the other domains. We report
the best results for each regularizer cross-validated on dif-
ferent values of λ leaving the result for all values of λ to the
appendix. For replay-based methods, we apply Experience
Replay (ER) (Chaudhry et al. 2019) with a replay buffer size
of 800 images (along with their dense labels), throughout
this section and leave the ablations to the appendix.

We explore simulated data generated from CARLA and
VIPER (Dosovitskiy et al. 2017; Richter, Hayder, and
Koltun 2017) with our SimCS approach. We generate simu-
lated data on the fly in the most realistic town 10 of CARLA
by randomly setting the location and camera parameters.
On the other hand, with VIPER, we sample (without re-
placement) from a large pool of the publicly available pre-
generated simulated data, since the code to generate data on
the fly is not available. We relabel the segmentation masks of
the simulated data to align with the labels of the real world
following the procedure described in Sec. 4.2. This results
in 13 and 15 out of 19 overlapping classes between the sim-
ulated and real data for CARLA and VIPER, respectively.

Method
Domain CS IDD BDD ACDC mIOU

NT 40.1 37.9 35.1 48.9 40.5
+ VIPER Pretrain 40.2 40.4 36.5 51.9 42.3
+ VIPER SimCS 47.9 43.0 41.8 54.2 46.7

Table 2: Performance Comparison under VIPER Pretrain-
ing. We compare the performance of NT when pretrained
with VIPER (on top of ImageNet). We further boost NT +
VIPER pretraining with SimCS (with VIPER) during con-
tinual learning. VIPER pretraining boosted the performance
of both NT and NT+SimCS.

5.1 Main Results
We start by analyzing the performance of different CL train-
ing strategies in ODICS. Table 1 summarizes the results of
a model after being trained on our benchmark and evaluated
on each observed domain, where the last column reports the
mIOU across all domains. The last row (Supervised) reports
the performance of a model trained for 30 epochs using stan-
dard supervised learning on all data of the stream, represent-
ing a surrogate upper-bound performance.

Unlike the class-incremental setup (Douillard et al. 2021),
the simple NT in ODICS enjoys an on-par performance
to all considered regularization-based methods. For exam-
ple, while MAS outperforms NT on earlier domains, e.g. ,
CS, the overall performance degrades to 40.3% compared
to 40.5% mIOU for NT. The most effective regularization-
based method is LwF, which only outperforms NT by
1.3%. This suggests that further work is needed to develop
regularization techniques for this more realistic domain-
incremental setup. Meanwhile, rehearsing previously seen
examples through ER consistently outperforms other base-
line methods in all domains. This conclusion is consistent
with previous results in image classification (Lin et al. 2021;
Lopez-Paz and Ranzato 2017; Chaudhry et al. 2019), as stor-
ing real examples in a replay buffer provides a simple but
effective regularization for Continual Learning (CL).

Next, we analyze the effectiveness of including simu-
lated data to all considered training strategies. To apply
our approach on methods other than NT, we simply add
lsim(θt, Ssimt) in Eq. 4 to the objective of each method. As
shown in Table 1, across all domains and all considered
training schemes, SimCS provides consistent and significant
performance improvements. For example, adding VIPER to
the CL schemes reduces forgetting of NT and LwF on CS
and IDD, respectively, by ∼ 5% (from 40.1 to 45.4 and from
41.9 to 46.7). Further, leveraging simulated data improves
the strongest baseline (ER) by a notable 2%. This result
shows that simulation data can be leveraged as an effec-
tive regularizer for mitigating forgetting in CL. Moreover,
different simulators provide different margins of improve-
ments. For instance, while using either simulator (CARLA
or VIPER) improves performance, simulated data generated
from VIPER often produces larger gains. This observation
can be attributed to several factors. For example, different
simulators vary in photo-realism; in addition, their labels
may be more or less aligned with real-word data labels.



Figure 2: Effect of Varying Sim-Real Ratio on the Performance Gain. We analyze the effect of varying the ratio between
simulation and real data from {1/4, 1/2, 1, 2, 4, 5, 8, 10} on the performance gain for each observed domain. We find that SimCS
provides notable performance improvement on a wide range of ratios (≤ 5).

Figure 3: Comparison under different computational budgets. We allow NT, NT+CARLA, and NT+VIPER different computa-
tional budgets for training on each received batch from the stream, measured by the number of training iterations. We measure
the performance on each observed domain when varying the budget to {1, 2, 3, 4,6,8,10} training iterations.

5.2 Pre-training on Simulated Data
In addition to using simulated data as a regularizer within the
ODICS setup, we try incorporating it in pre-training, since
it can be made available even before the start of the contin-
ual learning process. To that end, and before commencing
with ODICS, we first fine-tune ImageNet pretrained mod-
els with data generated from VIPER. We generate 17K syn-
thetic images, which is equal to the total number of real im-
ages presented in the continual setup, and train our model
for 30 epochs on this simulated data. We then perform OD-
ICS and compare against NT and NT + VIPER, where in the
latter VIPER is used as a regularizer during ODICS.

We report the results in Table 2. We observe that pre-
training on simulated data further improves the performance
of a continual learner on all observed domains. We report
an improvement of 1.7% on average across all observed do-
mains when compared to ImageNet pre-training. Although
our model observed data generated from VIPER in the pre-
training phase, including simulated data in the continual
learning process further enhances the performance by 4%
on average. It is worth mentioning that this boosted version
of NT surpasses the performance of the best baseline ER
by 0.5% on average, without the need to store any new addi-
tional data from previous domains during continual learning.

5.3 Impact of the Amount of Simulation Data
In Sections 5.1 and 5.2, we used a 1:1 ratio between sim-
ulated and real data to form a mini-batch during continual
learning. We analyze the effect of varying this sim-real ra-
tio on performance in Figure 2, where we report the per-

formance of NT, NT+CARLA, and NT+VIPER with ratios
of {1/4, 1/2, 1, 2, 4, 5, 10}. The results show that leveraging
simulated data provides consistent performance improve-
ments for a wide range of sim-real ratios. As long as this
ratio was smaller than 5, i.e. , we generate 5 batches from
the simulator for each received batch from the real-world
stream, our approach provides significant gains across all
observed domains. However, for larger sim-real ratios, e.g.
10, the training is biased towards simulated data and thus
harms the performance on the real-world stream. This is ex-
emplified in Figure 2, where SimCS with sim-real ratios ≥
8 degrades the mIOU of NT on 3 out of 4 domains. Fur-
ther, VIPER outperforms CARLA across most sim-real ra-
tios; this is consistent with previous observations in Table 1.

5.4 Impact of the Computational Budget
In Section 5.1, all methods are given a fixed computational
budget of N = 4 forward and backward passes for each
received batch. In this section, we analyze the performance
with different computational budgets. We conduct experi-
ments with N ∈ {1, 2, 3, 4, 6, 8, 10} for NT, NT+CARLA,
and NT+VIPER, and report results on each observed domain
in Figure 3. We observe that small computational budgets
might result in an under-fitting model while larger budgets
(N = 10) cause the model to over-fit to the last domain,
thus, increasing forgetting previous domains. Nonetheless,
SimCS provides a stable performance gain across all con-
sidered budgets irrespective of the choice of the simulator.

Moreover, and in contrast to prior CL literature, we per-
form comparisons for when the computational budget is nor-



Figure 4: Forward and backward transfer under different domain orders. We analyze the forward and backward transfer during
ODICS of both NT and NT+VIPER under different domain orders. The x-axis represents the observed domain within the
stream while the y-axis shows the domain, on which we are evaluating the model. SimCS with VIPER improves both the
forward (lower triangular) and backward (upper triangular) transfer in ODICS under different domain orders.

malized for all methods, particularly when comparing NT
against NT+VIPER. Since NT+VIPER uses a 1 : 1 sim-
real ratio in the batch, comparing it with NT using the same
computational budget (N = 4) might not be fair for NT. Ef-
fectively, NT+VIPER with N = 4 is equivalent to N = 8
due to the additional simulated data. Our results in Figure 3
show that even when normalizing the computational budget,
SimCS still outperforms the baseline in ODICS. For exam-
ple, when NT+VIPER is allowed N = 4 steps of computa-
tion, it achieves an mIOU of 43.8% on IDD while NT with
N = 8 achieves 39.1% on the same dataset.

The interested reader may now wonder if the performance
gains of SimCS simply come from allowing the model to
train on more data. This is not the case. First, when allowing
the model to train for a larger number of iterations, SimCS
consistently improves performance as shown in Figure 3, un-
like the baseline. Second, only increasing the amount of data
is not guaranteed to improve performance. The last row of
Table 1 shows that simulated data does not help in the fully
supervised setting. Combining both observations shows that
indeed SimCS improves performance by reducing forget-
ting. Finally, the cost of generating simulated data is negligi-
ble compared to the training cost. For instance, the training
time for a batch of 4 images for 4 iterations is 1.8 seconds,
while generating a batch of 4 images from CARLA takes
0.18 seconds using the same hardware. This adds a realistic
advantage for SimCS, where simulated data can be gener-
ated on-the-fly during online learning.

5.5 SimCS Improves Forward Transfer
Finally, we conduct a fine-grained analysis and study the
performance on all domains after training on every do-
main. Figure 4 summarizes this analysis, where the hori-
zontal axis represents the last observed domain within the
stream, while the vertical axis represents the domain we
evaluate the model on. The last column corresponds to the

results in Table 1, where we only report the performance
of the final model after the last domain. At last, we extend
our analysis to different domain orders to include (ACDC-
CS-IDD-BDD), (BDD-ACDC-CS-IDD), and (IDD-BDD-
ACDC-CS). Note that in each matrix, the performance dif-
ference (r−d) between a diagonal element d and an element
r to the right of it in the same row reflects the forgetting
(smaller is better). On the other hand, the performance dif-
ference d− l between a diagonal element d and an element l
to the left of it in the same row reflects the forward transfer.

First of all, including simulated data in the ODICS setup
not only reduces forgetting, but also improves the forward
transfer. For example, including simulated data from VIPER
boosts the forward transfer to ACDC in the (CS-IDD-BDD-
ACDC) setup from 34.9% to 39% when trained on (CS-
IDD-BDD). We note that this result is not specific to the
order at which the considered domains are presented. For
instance, our approach improves the forward transfer from
20.4% to 29% on BDD when trained on (ACDC-CS) in
the (ACDC-CS-IDD-BDD) setup. Meanwhile, differently
ordered streams result in larger variations in both forgetting
and forward transfer. For example, the performance on CS
drops from 40.1% to 36.9% when changing the setup from
(CS-IDD-BDD-ACDC) to (ACDC-CS-IDD-BDD). Further-
more, the performance on all domains (except IDD) drops
significantly when IDD is the last domain. Specifically, in
the (BDD-ACDC-CS-IDD) setup, the forgetting on ACDC
is a significant 10.6% mIOU. This can be attributed to the
distribution shift that IDD has compared to other domains.

6 Conclusions
In this work, we investigated domain-incremental online
continual learning for semantic segmentation. We identified
the limitations of existing continual learning strategies and
introduced SimCS, an orthogonal approach that utilizes sim-
ulated data generated on-the-fly to mitigate forgetting.
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A CL with Simulation
In Section 4.2, we outlined the main details on how to in-
clude simulated data during ODICS. Here, we elaborate on
the implementation details such as the relabeling process.

A.1 Relabeling CARLA

Table 3: Relabeling CARLA into CS label space.

Index Value CARLA Label CS Label

0 Unlabeled -
1 Building Building
2 Fence Fence
3 Other -
4 Pedestrian Person
5 Pole Pole
6 Road Line Road
7 Road Road
8 Side Walk Side Walk
9 Vegetation Vegetation
10 Vehicles Car
11 Wall Wall
12 Traffic Sign Traffic Sign
13 Sky Sky
14 Ground -
15 Bridge -
16 Rail Track -
17 Guard Rail -
18 Traffic Light Traffic Light
19 Static -
20 Dynamic -
21 Water -
22 Terrain Terrain

We deployed the stable v: 0.9.12 from CARLA to gener-
ate the simulated data for SimCS. We employ our procedure
in Section 4.2 while we relabel the generated data using Ta-
ble 3. We note here that all dropped labels (marked as ’-’) are
not included in the loss calculation nor in model updates.

A.2 Relabeling VIPER
We leveraged the available simulated data2 released offi-
cially. We relabel each pixel by using Table 4. Similar to
the previous section, we ignore all dropped labels from any
loss calculations.

B Experiments
Next, we present additional experimental ablations for OD-
ICS and SimCS. We first outline additional details about our
experimental setup. Then, we we present results with dif-
ferent computational budgets for all methods followed by
ablating the effect of varying the memory size when using
ER. Further and for completeness, we report results for reg-
ularization based methods under different values of λ.

2VIPER data: http://playing-for-benchmarks.org/

Table 4: Relabeling VIPER into CS label space.

Index Value VIPER Label CS Label

1 Ambiguous -
2 Sky Sky
3 Road Road
4 Side Walk Side Walk
5 Rail Track -
6 Terrain Terrain
7 Tree -
8 Vegetation Vegetation
9 Building Building
10 Infrastructure -
11 Fence Fence
12 Billboard -
13 Traffic Light Traffic Light
14 Traffic Sign Traffic Sign
15 Mobile barrier -
16 Fire Hydrant -
17 Chair -
18 Trash -
19 Trash Can -
20 Person Person
21 Animal -
22 Bicycle -
23 Motorcycle Motorcycle
24 Car Car
25 Van Car
26 Bus Bus
27 Truck Truck
28 Trailer -
29 Train -
30 Plane -
31 Boat -

B.1 Experimental Setup
During our experiments we set the learning rate to 7 ×
10−3 throughout all of our experiments, following (Douil-
lard et al. 2021). For regularization based methods, we set
λ = 1, 10, 50 for MAS, EWC, and LwF, respectively. For
Experience Replay method, we deployed First In First Out
(FIFO) algorithm for updating our replay buffer. That is, re-
cently received examples from the stream will replace ex-
amples stored the the beginning of the buffer. For all of our
experiments, we utilized 2 NVIDIA V100 GPUs to run each
experiment.

B.2 Experimenting with Different N
Throughout our experiments, we reported the results with a
computational budget of N = 4. For completeness, we re-
port here the results with N = 1 mimicking a fast stream
setup where the learner is allowed to do only one training
iteration on each received batch. Table 5 summarizes the re-
sults. Similar to our earlier observations, SimCS provides
consistent performance improvements in the case N = 4.
This demonstrates the effectiveness of SimCS on different
streaming scenarios. At last, we note that the performance



Table 5: Performance Comparison under ODICS. We re-
port the mIOU (%) of a model trained on our benchmark and
evaluated on each domain in the benchmark. We also report
the performance of SimCS-enhanced baselines by leverag-
ing either CARLA or VIPER. All methods are trained with
N = 1 iterations for each received batch. SimCS consis-
tently improved the performance of all baselines on all ob-
served domains.

Method
Domain CS IDD BDD ACDC mIOU

NT 34.2 35.0 33.2 37.5 35.0
+ CARLA 37.9 37.8 36.5 42.5 38.7
+ VIPER 37.9 40.5 37.0 42.4 39.5

EWC 34.5 35.7 33.4 38.0 35.4
+ CARLA 37.4 37.0 36.7 41.5 38.2
+ VIPER 37.9 41.5 37.5 42.3 39.8

MAS 33.9 34.7 32.5 37.2 34.6
+ CARLA 36.0 36.2 35.0 41.2 37.1
+ VIPER 37.1 39.9 35.5 39.3 38.0

LwF 34.2 36.2 31.2 35.0 34.2
+ CARLA 36.3 40.9 35.1 38.7 37.8
+ VIPER 36.7 42.5 33.5 38.3 37.8

of all methods with N = 1 is significantly lower than with
N = 4. This can be attributed to the complexity of the task
and the limited number of training data.

B.3 Memory Size in ER
Next, we analyze the effect of the size of the replay buffer
when deploying ER (Chaudhry et al. 2019). In particular, we
experiment with a memory size of {200, 800, 1000, 1200}.
We report the results on Table 6 of the performance of ER
under different buffer sizes with or without SimCS (using
VIPER). For this experiment, we set the number of training
iterations to N = 4 following our main setup in Seciton 5.

We observe that as the buffer size increases, the perfor-
mance of the learner improves. This is consistent with the
earlier observations in the literature (Chaudhry et al. 2019)
as larger buffer sizes allow the model to rehearse more di-
verse examples including several domains. We note here that
this comes at the expense of requiring large memory con-
sumption in order to store more examples along with their
segmentation masks. Further, we find that SimCS provides
a consistent performance improvement irrespective of the
buffer size. This shows another aspect of the robustness and
how versatile SimCS under different learning algorithms for
ODICS.

B.4 Varying Regularization Importance
In Section 5, we reported the results for regularization based
methods cross validated at the best λ value. Here, we explore
the effect of varying λ on the performance of regulariza-
tion based methods. Table 7 summarizes the results of EWC,
MAS, and LwF for different regularization importance val-
ues λ. We found that both EWC and MAS are more sensitive

Table 6: Performance Comparison under Different Re-
play Buffer Sizes. We report the mIOU (%) of a model
trained ER with different buffer size reported between
parenthesis. We also report the performance of SimCS-
enhanced baselines by leveraging VIPER. All methods are
trained with N = 4 iterations for each received batch. We
observe that larger buffer sizes improves the performance
under the ODICS setups. Further, SimCS consistently im-
proved the performance of all baselines on all observed do-
mains.

Method
Domain CS IDD BDD ACDC mIOU

ER(200) 46.9 46.2 40.9 49.7 45.9
+ VIPER 49.2 48.9 42.2 51.4 47.9

ER(800) 47.4 47.8 40.9 48.8 46.2
+ VIPER 48.5 50.0 42.5 52.0 48.3

ER(1000) 48.6 50.4 42.2 48.5 47.4
+ VIPER 49.2 50.2 43.5 51.5 48.6

ER(1200) 49.3 50.2 43.2 50.3 48.3
+ VIPER 50.8 51.7 44.1 50.3 49.2

Table 7: Performance Comparison under Different Regu-
larization Importance. We report the mIOU (%) of a model
trained with different values of λ. All methods are trained
with N = 4 iterations for each received batch. SimCS con-
sistently improved the performance of all baselines on all
observed domains.

Method
Domain CS IDD BDD ACDC mIOU

EWC(λ = 1) 34.1 35.8 33.1 37.8 27.7
EWC(λ = 10) 41.5 38.8 35.9 47.9 41.0

MAS(λ = 1) 41.4 37.1 34.6 48.2 40.3
MAS(λ = 10) 36.7 36.1 31.4 40.0 36.1

LwF(λ = 1) 43.0 38.9 35.2 47.9 41.3
LwF(λ = 10) 43.1 40.7 36.3 48.7 42.2

to variations of λ as they deploy the regularization directly
to network parameters. However, we observe the distillation
approach; LwF, is more robust to such variations making it
more suitable to ODICS setup.

B.5 Analysis on Different Domain Orders
In Section 5.5, we analyzed the performance variations un-
der different domain orders. We also showed that SimCS im-
proves, not only the backward transfer; i.e. forgetting, but
also the performance on unseen domains; i.e. forward trans-
fer. Here we attempt at providing more insights on the rea-
soning for this behaviour.

Regarding improving the forward transfer, we believe that
SimCS provides the learner with extra data diversity. Mean-
ing, simulated data could capture experiences that do not
exist in earlier domains in the stream but might benefit the
generalization to unseen domains. Further, the distribution



Figure 5: Online Data Incremental Continual Semantic Segmentation with SimCS. The learner receives a mixed batch
from different domains. SimCS provides simulated data with aligned labels space to the real data. Note that different domains
might present the learner with different amounts of data.

of labels in the generated simulation data could be closer to
some real distributions than other real domains. For exam-
ple, one could match the number of car instances in a gen-
erated image to be closer to IDD (more vehicles) or change
the weather conditions to match ACDC. Note that SimCS,
while generating the simulated data with randomly setting
the simulation parameters, provided cross the board perfor-
mance improvements on unseen domains as shown in Fig-
ure 4. We leave further experiments on better utilization of
simulated data for CL for future work.

Regarding improving the backward transfer, we hypothe-
size the simulated data serve as a regularizer for not forget-
ting previously learnt domains. That is, the distribution of
simulated data does not exactly match any of the real-world
domains, but might be bridging different real domains. This
is demonstrated on the robustness of SimCS to different do-
main orders in Figure 4 where performance improvements
were shown in all considered scenarios. Another evidence
to this hypothesis, is the results reported in Table 2 were
SimCS improved the performance even when using VIPER
in the pretraining stage. That is, although the learner ob-
served VIPER data, including simulated data in the contin-
ual learning process still provides significant performance
enhancements.

C Online Data Incremental Setup
At last, we present another realistic setup of continual learn-
ing for autonomous driving systems. We consider the sce-
nario where different systems exist at different locations and
collect data simultaneously. This results in a data incremen-
tal setup where the learner observes at each time step t a set
of images belonging to different domains. However, differ-
ent domains could reveal different amounts of data. Figure 5
summarizes this setup with the inclusion of SimCS.

We conduct preliminary experiments with Naive Train-
ing (NT) and report the results in Table 8 for NT, and
NT+SimCS. We follow similar experimental setup to the one

Table 8: Performance Comparison Under Data Incre-
mental Learning. We report the mIOU of a model trained
on a stream and evaluated on each of dataset in the stream.

Method
Dataset CS IDD BDD ACDC mIOU

NT 42.3 47.7 38.9 39.7 42.1
+ CARLA 43.4 49.8 39.2 41.4 43.4
+ VIPER 43.5 49.8 39.5 40.8 43.4

in the main paper. We observe that SimCS provides perfor-
mance improvements under this setup, similar to ODICS.
We measure a performance improvement of 1.3% when in-
cluding simulated data into the training process. We leave a
further detailed analysis to this setup along with more exper-
imental results to a future work.


