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PHASE TRANSITION IN A PERIODIC TUBULAR STRUCTURE

ALEXANDER V. KISELEV AND KIRILL RYADOVKIN

Abstract. We consider an ε-periodic (ε → 0) tubular structure, modelled as a magnetic
Laplacian on a metric graph, which is periodic along a single axis. We show that the
corresponding Hamiltonian admits norm-resolvent convergence to an ODE on R which is
fourth order at a discrete set of values of the magnetic potential (critical points) and second-
order generically. In a vicinity of critical points we establish a mixed-order asymptotics. The
rate of convergence is also estimated. This represents a physically viable model of a phase
transition as the strength of the (constant) magnetic field increases.

1. Introduction

The research aimed at modelling and engineering metamaterials has been recently brought
to the forefront of materials science (see, e.g., [8] and references therein). It is widely ac-
knowledged that these novel materials acquire non-classical properties as a result of a careful
design of the microstructure, which can be assumed periodic with a small enough period cell.
The mathematical machinery involved in their modelling must therefore include as its back-
bone the theory of homogenisation (see e.g. [9, 10, 11]), which aims at characterising limiting,
or “effective”, properties of small-period composites. A typical problem here is to study the
asymptotic behaviour of solutions to equations of the type

− div
(
Aε(·/ε)∇uε

)
− ω2uε = f, f ∈ L2(Rd), d ≥ 1, ω2 /∈ R+, (1)

where for all ε > 0 the matrix Aε is Q-periodic, Q := [0, 1)d, non-negative symmetric, and
may additionally be required to satisfy the condition of uniform ellipticity.

The results of e.g., [20, 22, 21, 23] relate this area of research to the analysis of the so-called
time-dispersive media; this relationship was recently quantified in [12, 13, 14, 15].

A prominent example of a problem of the type (1) is provided by the homogenisation theory
in the uniformly strongly elliptic setting (i.e., both Aε and (Aε)−1 are bounded uniformly in
ε). Here one proves (see [24, 1] and references therein) the existence of a constant matrix
Ahom such that solutions uε to (1) converge to uhom satisfying

− div
(
Ahom∇uhom

)
− ω2uhom = f, (2)

with the result also carrying over to vector models, including the Maxwell system.
It has been well understood that under some non-restrictive additional conditions the

effective parameters Ahom in (2) are given by the leading-order term at the zero energy λ = 0
of the energy-quasimomentum dispersion relation λ1 = λε1(κ) = Ahomκ · κ +O(κ3), κ → 0,
for the first eigenvalue in the problem

−
(
∇+ iκ

)
· Aε

(
∇+ iκ

)
u = λu, u ∈ L2(Q), κ ∈

[
0, 2π

)d
, (3)

with respect to the scaled variable y = x/ε ∈ Q, so that Aε = Aε(y), and the gradient ∇
in (3) is taken with respect to y. The direct fibre decomposition into problems (3), followed
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by a perturbation analysis of its eigenvalue λε1(κ) in each fibre, allows one to obtain sharp
operator-norm resolvent convergence estimates for the problem (1), see [24], [1].

It is notable however that the fact that λε1(κ) is quadratic in κ at the lower edge of the
spectrum does not necessarily hold in the problems associated with the magnetic Schrodinger
operator. As observed in [25], for a specially constructed magnetic potential and in the setting
of R2 one can, for a strong enough magnetic field, face a situation where the asymptotic
expansion of λε1(κ) for small κ starts with a fourth-order term. The general argument
explained above then seems to suggest that the effective operator of (2) must therefore be
replaced by a fourth-order differential operator.

The model of [25] can thus be viewed as that exhibiting a phase transition from a differ-
ential operator of the second order to the one of the fourth order as the magnetic potential
reaches a certain threshold. We mention that the example considered in [25] can hardly be
seen as physical as the assumption that the magnetic potential has a jump over a curve in
the plane seems to equate to the consent for magnetic monopoles or equally extravagant
objects.

In the present paper we therefore construct an explicitly solvable model exhibiting precisely
the same type of a phase transition. The model is in fact a tubular ε-periodic structure akin
to a carbon nanotube, periodic along a single axis. We are then able to not only study the
phase transition phenomenon itself, but also to ascertain that under some non-restrictive
geometric assumptions the magnetic potential required can be obtained by switching on a
constant magnetic field.

Thin networks are customarily modelled by quantum graphs, which is based on the norm-
resolvent convergence results pertaining to Laplacians on thin manifolds, as studied in full
details in [18], see also references therein; cf. [30, 31] where a related problem formulated in
terms of scattering theory is considered and [16] where an alternative approach to the problem
is pursued. In the present paper, we duly rely on this research in selecting a quantum graph
equipped with magnetic Laplacian operators on its edges as a realistic mathematical model
of a thin network. The matching conditions at the graph vertices are chosen to be Kirchhoff,
or standard ones (see [26]). This means that the thin manifold modelled has non-resonant
vertex volumes, i.e., the ratio of the volume of vertex parts of the manifold to that of its edge
parts is assumed to vanish as the manifold “converges” to the metric graph. The resonant
case, where the mentioned ratio is bounded below, will be treated elsewhere.

We further clarify that as the period ε of the periodic tubular structure tends to zero,
in order to attain the desired effect (perfectly in line with [25]) one has to allow the mag-
netic potential to scale accordingly, i.e., it has to grow as ε−1. Under this assumption, the
lower edge of the spectrum of the operator family considered grows to +∞ as ε−2, which
is the so-called high-frequency homogenisation regime in terms of [27], see also pioneering
works [28, 29]. Moreover, the techniques developed in this paper are applicable with no
significant modifications in the treatment of the homogenisation problem in a vicinity of
an internal edge of the spectrum (using the terminology of [28, 29]), which is exactly the
high-frequency homogenisation regime of [27]. Therefore the present paper introduces an
alternative approach in the mentioned area, permitting to prove norm-resolvent convergence
with an explicitly controlled rate as opposed to the approach of [27] on the one hand, and
suitable for non-factorizable operator families as opposed to that of [28, 29] on the other.
The argument we develop here can also be extended by constructing an explicit functional
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model of the operators of the class considered, paving the way to the study of the phase tran-
sition in terms of the spectral function. This will be done in a separate publication; here we
will be concerned exclusively with norm-resolvent convergence to the model (homogenised)
operator.

The paper is organised as follows. In Section 2 we introduce the notation pertaining
to metric graphs and define the operator family under consideration. In Section 3 the
fibre representation of the operator is constructed based on a convenient form of Gelfand
transform. In Section 4 the apparatus of the boundary triples theory is recalled and applied
to the operators on graphs. Section 5 introduces the model graph we analyse in the sequel.
The intended simplicity of this model allows for a complete spectral analysis of the associated
operator, which we have elected to include as well. Further, Section 6 rescales the model
graph, yielding the ε-periodic structure to be homogenised next. Section 7 then treats the
problem of degenerate band edges, culminating in the complete description of all magnetic
potentials leading to degeneracy. Section 8 provides asymptotics of the M -matrix, which is
then used in Section 9 to prove the main result of the paper.

2. Preliminaries

2.1. Periodic graphs. Let G = (V , E) be a oriented connected graph (the cases of loops
and multiple edges are not excluded). Here V is the set of its vertices, whereas E denotes
the set of its oriented edges, i.e., the set of ordered pair of vertices belonging to V ,

E = {(v, u) | v, u ∈ V}.

We will further assume that the graph G is embedded into Rd0 for some d0 > 1, i.e., V ⊂ Rd0 .
Each of the edges e ∈ E is represented as an interval [0, le] of a given length le ∈ (0,+∞).
One might consider such graph as a collection V of points in Rd0 , which correspond to the
vertices, some of which are connected by smooth curves, which correspond to its edges. Since
any graph embedded into Rd0 is also naturally embedded into Rd1 for all d1 > d0, we will
assume without loss of generality that the smooth curves corresponding to the graph edges
have no other common points than the graph vertices.

In the present paper we will only consider locally finite and periodic for some 1 ≤ d ≤ d0

graphs in Rd. Namely, a graph G = (V , E) is called locally finite, if any bounded set
K ⊂ Rd0 contains at most a finite number of vertices from V and the multiplicity (i.e., the
total number of incoming and outgoing edges) of all vertices is finite. Let g1, . . . , gd be a
basis in Rd. We will refer to the set

Γ = {g ∈ Rd | g =
d∑
j=1

njgj, nj ∈ Z ∀j = 1, . . . , d}

as the lattice Γ, generated by the basis g1, . . . , gd. A graph G = (V , E) is called periodic in
Rd with periods g1, . . . , gd, if for any g ∈ Γ the graphs G and G + g coincide. Here G + g is
understood as the graph G, shifted by the vector g

G + g = {V + g, E + g},
V + g = {v | v − g ∈ V},
E + g = {(v, u) | (v − g, u− g) ∈ E}.

3



Denote by C the parallelepiped, defined by the vectors g1, . . . , gd

C = {x ∈ Rd |x =
d∑
j=1

xjgj, 0 6 xj < 1 ∀j = 1, . . . , d}.

Let Ṽ be the set of vertices of the graph G which belong to this parallelepiped,

Ṽ = {ṽ ∈ V : ṽ ∈ C}.
Then any vertex v ∈ V admits a unique representation

v = ṽ + gv, ṽ ∈ Ṽ , gv ∈ Γ.

The sets C, Ṽ are commonly referred to as the elementary cell and fundamental vertex set,
respectively. We denote by G̃ the graph G factored over the translation group by vectors
from Γ. We will henceforth identify the vertices of the graph G̃, being equivalence classes of
vertices of V , with the set Ṽ containing precisely one member of each such class.

We further denote by Ẽ the set of edges of the graph G̃. The edge ẽ = (ṽ, ũ) belongs to the
set Ẽ if and only if there exists gu ∈ Γ such that the graph G contains the edge (ṽ, ũ + gu).
The multiplicity of the edge ẽ = (ṽ, ũ) is the sum of multiplicities of the edges e = (ṽ, ũ+gu)
over all gu ∈ Γ. We remark that even when the graph G contains no multiple edges, such
edges might appear in its fundamental graph G̃.

In what follows, ẽ will denote the edge of the graph G̃ such that the edge e of the graph
G belongs to its equivalence class. As in the case of the set of vertices of the fundamental
graph, it would be convenient to us to identify its edges with some subset of mutually non-
equivalent edges of the original graph. We resort to this abuse of notation in one case only,
namely, if the edge ẽ = (ṽ, ũ) of the graph G̃ corresponds to the edge e = (ṽ, ũ + gu) of the
graph G, then the notation ẽ+g will be understood as representing the edge (ṽ+g, ũ+gu+g)

of the graph G. This corresponds to the identification of the edge ẽ of the graph G̃ with the
edge e of G belonging to its equivalence class and originating in the fundamental vertex set.

We will assume that the length of ẽ on the graph G̃ is equal to le, the length of the edge
e on the graph G. Let e = (v, u). We will denote by ge the following vector of the lattice Γ:

ge = gu − gv.
We remark that the vector ge is invariant for all edges in the equivalence class ẽ.

2.2. The operator ∆(A). For a sufficiently smooth function f defined on the graph G we
denote its restriction to the edge e by fe. LetW p

2 (G) be the Sobolev space associated with the
graph G, i.e., the space of functions which on each edge have square summable distributional
derivatives up to the order p. The (standard) norm in this space is

‖f‖2
W p

2 (G) =
∑
e∈E

‖fe‖2
W p

2 (0,le) =
∑
e∈E

p∑
k=0

le∫
0

|f (k)(x)|2 dx.

We will say that a function f is continuous on the graph G if it is continuous on each of
its edges and at each vertex v ∈ V there exists a number f(v) such that for all u and w
satisfying (u, v), (v, w) ∈ E the following equality holds:

f(v) = f(u,v)(le) = f(v,w)(0),
4



i.e., the value of the function at v coincides with the values of it at the origins of outgoing
and at the ends of incoming edges.

Let now b, A be two bounded functions on G, periodic with respect to the lattice Γ, i.e.,
be+g = be, Ae+g = Ae for all g ∈ Γ. Assuming f ∈ W 2

2 (G), each of the functions fe has an
absolutely continuous derivative. Denote by ∂An fe(v) the co-normal derivative of the function
f at the vertex v ∈ V along the edge e ∈ G,

∂An fe(v) =


b2
e(0)

(
f ′(0) + iAe(0)f(0)

)
, e = (v, u);

−b2
e(le)

(
f ′(le) + iAe(le)f(le)

)
, e = (u, v);

0, otherwise.

By ∆(A) we denote the operator corresponding to the differential expression

(∆(A)f)e(x) = −
( d
dx

+ iAe(x)
)
b2
e(x)

( d
dx

+ iAe(x)
)
fe(x), (4)

acting on the domain

dom ∆(A) = {f ∈ W 2
2 (G) | f is continuous on the graph G and

∑
e∈E

∂An fe(v) = 0}.

It is easily checked that this operator is self-adjoint in L2(G) := W 0
2 (G); this is also an

immediate corollary of the general theory, see Section 4 below.

3. Fibre representation

Let the basis {g̃j}dj=1 be dual to {gj}dj=1, i.e.,

〈g̃i, gj〉 = 2πδij.

This basis gives rise to the lattice Γ̃, dual to Γ:

Γ̃ = {g ∈ Rd | g =
d∑
j=1

nj g̃j, nj ∈ Z ∀j = 1, . . . , d}.

We pick the first Brillouin zone (see, e.g., [1]) as an elementary cell of the dual lattice:

C̃ = {t ∈ Rd : |t| ≤ |t− g|, 0 6= g ∈ Γ̃}.

We remark that as an elementary cell of the dual lattice one could pick any set which is
fundamental for the latter (see [1]). In particular, the simplest, albeit not the most natural,
choice is

{t ∈ Rd : t =
d∑
j=1

tj g̃j, 0 6 tj < 1, j = 1, . . . , d}.

Denote by L the direct integral of Hilbert spaces L2(G̃) over the dual cell C̃,

L =

∫
C̃

⊕L2(G̃) dt.
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This is a space of functions of two variables, x ∈ G̃ and t ∈ C̃, such that for a.a. t they
belong to L2(G̃) as functions of x. The norm in this space is defined by

‖f‖2
L =

∫
C̃

‖f‖2
L2(G̃)

dt.

Let L0
2(G) be the set of compactly supported functions from L2(G). We define the operator

U : L0
2(G)→ L as follows:

(Uf)ẽ(x, t) =
1√
|C̃|

∑
g∈Γ

fẽ+g(x)e−i〈g,t〉e−
ix
le
〈ge,t〉. (5)

We recall that this definition does not depend on which particular edge e of the equivalence
class ẽ is picked. Operators of this type are commonly referred to as Gelfand transforms.

Lemma 3.1. The operator U can be extended by continuity to a unitary operator acting
from L2(G) to L.

Proof. Pick a function f ∈ L0
2(G), i.e., a square summable on G function with compact

support in Rd0 . The norm of Uf admits the representation

‖Uf‖2
L =

1

|C̃|

∑
ẽ∈Ẽ

∫
C̃

le∫
0

∑
g1∈Γ

∑
g2∈Γ

fẽ+g1(x)fẽ+g2(x)e−i〈g1−g2,t〉 dx dt

=
∑
ẽ∈Ẽ

le∫
0

∑
g∈Γ

fe+g(x)fe+g(x) dx =
∑
e∈E

‖fe‖2
L2(0,le) = ‖f‖2

L2(G).

Hence, U is extended by continuity to an isometry from L2(G) to L.
The operator adjoint to U can be defined by the equality

(U∗h)ẽ+g(x) =
1√
|C̃|

∫
C̃

hẽ(x, t)e
i〈g,t〉e

ix
le
〈ge,t〉 dt

for any h ∈ L. Note that for a fixed x the integral in the latter expression is precisely a
coefficient of the Fourier series for hẽ(x, t)e

ix
le
〈ge,t〉. The Parceval identity then yields, for a.a.

x ∈ (0, le), ∑
g∈Γ

∣∣∣ ∫
C̃

hẽ(x, t)e
i〈g,t〉e

ix
le
〈ge,t〉 dt

∣∣∣2 = |C̃|
∫
C̃

|hẽ(x, t)|2 dt.

We therefore obtain for the norm of the function U∗h:

‖U∗h‖2
L2(G) =

∑
e∈E

le∫
0

|(U∗h)e(x)|2 dx =
1

|C̃|

∑
ẽ∈Ẽ

∑
g∈Γ

le∫
0

∣∣∣ ∫
C̃

hẽ(x, t)e
i〈g,t〉e

ix
le
〈ge,t〉 dt

∣∣∣2 dx
=
∑
ẽ∈Ẽ

le∫
0

∫
C̃

|hẽ(x, t)|2 dtdx =

∫
C̃

‖h(·, t)‖2
L2(G̃)

dt = ‖h‖2
L.
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Thus, the operator adjoint to U is an isometry and hence the operator U , extended to the
space L2(G) by continuity, is unitary. �

Denote by bẽ, Aẽ functions on the edge ẽ of the graph G̃ such that for any graph edge e ∈ E
corresponding to ẽ one has

bẽ(x) = be(x), Aẽ(x) = Ae(x).

Then
(Ubf)ẽ(x, t) = bẽ(x)(Uf)ẽ(x, t). (6)

Further, let f ∈ W 2
2 (G̃). Define ∂̃An fẽ(ṽ, t) by the following equality:

∂̃An fẽ(ṽ, t) =


b2
ẽ(0)

(
f ′ẽ(0) + i

( 〈ge,t〉
le

+ Aẽ(0)
)
fẽ(0)

)
, ẽ = (ṽ, ũ);

−b2
ẽ(le)

(
f ′ẽ(le) + i

( 〈ge,t〉
le

+ Aẽ(le)
)
fẽ(le)

)
, ẽ = (ũ, ṽ);

0, otherwise.

Let ∆̃(A, t) be defined as the operator in L acting as

(∆̃(A, t)f)ẽ(x, t) = −
( d
dx

+
i

le
〈ge, t〉+ iAẽ(x)

)
b2
ẽ(x)

( d
dx

+
i

le
〈ge, t〉+ iAẽ(x)

)
fẽ(x, t). (7)

on the domain

dom ∆̃(A, t) = {f ∈ W 2
2 (G̃) | the function f is continuous

on the graph G̃, and
∑
ẽ∈Ẽ

∂̃An fẽ(ṽ, t) = 0}. (8)

We have the following

Theorem 3.2. The operator ∆(A) defined by (4) is unitary equivalent to the direct integral
of the operators ∆̃(A, t) defined by (7) on the domain (8),

U∆(A)U−1 =

∫
C̃

⊕∆̃(A, t) dt. (9)

Proof. Let f(·) ∈ dom ∆(A). We will demonstrate that (Uf)(·, t) ∈ dom ∆̃(A, t). The
continuity condition for Uf(·, t) at the vertices of the graph G̃ follows from the continuity of
f at the vertices of the graph G together with the definition (5) of the operator U . For the
Gelfand transform (5) of f ′ we have

(Uf ′)ẽ(x, t) =
1√
|C̃|

∑
g∈Γ

f ′ẽ+g(x)e−i〈g,t〉e−
ix
le
〈ge,t〉

=
1√
|C̃|

∑
g∈Γ

( d
dx

+
i

le
〈ge, t〉

)
fẽ+g(x)e−i〈g,t〉e−

ix
le
〈ge,t〉

=
( d
dx

+
i

le
〈ge, t〉

)
(Uf)ẽ(x, t)

Therefore, if f satisfies the second condition on the domain of ∆(A), Uf satisfies the second
condition on the domain of the operator ∆̃(A, t).
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A similar calculation for the second derivative together with (6) yields

(U∆(A)f)(x, t) = ∆̃(A, t)(Uf)(x, t).

�

4. The boundary triple

We first recall the setup of the boundary triples theory, which we will use next. The
fundamentals of the boundary triples theory are covered in [2, 3], see also references therein.

Denote by A a closed and densely defined symmetric operator on the separable Hilbert
space H with the domain domA, having equal deficiency indices 0 < n+(A) = n−(A) ≤ ∞.

Definition 1 ([4]). A triple {K,Γ0,Γ1} consisting of an auxiliary Hilbert space K and linear
mappings Γ0,Γ1 defined everywhere on domA∗ is called a boundary triple for A∗ if the
following conditions are satisfied:

(1) The abstract Green’s formula is valid

(A∗f, g)H − (f,A∗g)H = (Γ1f,Γ0g)K − (Γ0f,Γ1g)K, f, g ∈ domA∗

(2) For any Y0, Y1 ∈ K there exist f ∈ domA∗, such that Γ0f = Y0, Γ1f = Y1. In other
words, the mapping f 7→ Γ0f ⊕ Γ1f , f ∈ domA∗ to K ⊕K is surjective.

It can be shown (see [4]) that a boundary triple for A∗ exists assuming only n+(A) =
n−(A). Note also that a boundary triple is not unique. Given any bounded self-adjoint
operator Λ = Λ∗ on K, the collection {K,Γ0,Γ1 + ΛΓ0} is a boundary triple for A∗ as well,
provided that Γ1 + ΛΓ0 is surjective.

Definition 2. Let T = {K,Γ0,Γ1} be a boundary triple of A∗. The Weyl function of A∗
corresponding to T and denoted M(z), z ∈ C \ R, is an analytic operator-function with a
positive imaginary part for z ∈ C+ (i.e., an operator R-function) with values in the algebra
of bounded operators on K such that

M(z)Γ0fz = Γ1fz, fz ∈ ker(A∗ − zI), z /∈ R

For z ∈ C \ R we have (M(z))∗ = (M(z̄)) and Im(z) · Im(M(z)) > 0.

Definition 3. An extension A of a closed densely defined symmetric operator A is called
almost solvable (a.s.) and denoted A = AB if there exist a boundary triple {K,Γ0,Γ1} for A∗
and a bounded operator B : K → K defined everywhere in K such that

f ∈ domAB ⇐⇒ Γ1f = BΓ0f

This definition implies the inclusion domAB ⊂ domA∗ and that AB is a restriction of A∗ to
the linear set domAB := {f ∈ domA∗ : Γ1f = BΓ0f}. In this context, the operator B plays
the rôle of a parameter for the family of extensions {AB | B : K → K}. It can be shown
(see [5] for references) that if the deficiency indices n±(A) are equal and AB is an almost
solvable extension of A, then the resolvent set of AB is not empty (i.e. AB is maximal), both
AB and (AB)∗ = AB∗ are restrictions of A∗ to their domains, and AB and B are selfadjont
(dissipative) simultaneously. The spectrum of AB coincides with the set of points z0 ∈ C
such that (M(z0)−B)−1 does not admit analytic continuation into it.

8



One of the cornerstones of our analysis is the celebrated Krĕın formula, which allows
to relate the resolvent of AB to the resolvent of a self-adjoint operator A∞ defined as the
restriction of the maximal operator A∗ to the set

dom(A∞) =
{
u ∈ dom A∗|Γ0u = 0

}
. (10)

(We follow [6] in using the notation A∞, justified by the fact that in the language of triples
this extension formally corresponds to AB with B =∞.)

Proposition 4.1 (Version of the Krĕın formula of [7]). Assume that {K,Γ0,Γ1} is a boundary
triple for the operator A∗. Then for the resolvent (AB− z)−1, where B is a bounded operator
in K, one has, for all z ∈ ρ(AB) ∩ ρ(A∞):

(AB − z)−1 = (A∞ − z)−1 + γ(z)
(
B −M(z)

)−1
γ∗(z̄)

= (A∞ − z)−1 + γ(z)
(
B −M(z)

)−1
Γ1(A∞ − z)−1, (11)

where M(z) is the M-function of A∗ with respect to the boundary triple {K,Γ0,Γ1} and γ(z)
is the solution operator

γ(z) =
(
Γ0|ker (A∗−z)

)−1
.

Returning to the setup of Theorem 3.2, we let p denote the number of vertices of the
fundamental graph G̃. Labelling these vertices by ṽj, j = 1, . . . , p, we introduce Γ̃0 and Γ̃1(t)
to be linear operators from

dom ∆̃max(A, t) = {f ∈ W 2
2 (G̃) | f is continuous on the graph G̃ } (12)

to Cp defined as follows:

Γ̃0f =

f(ṽ1)
. . .
f(ṽp)

 ; Γ̃1(t)f =


∑̃
e∈Ẽ

∂̃An fẽ(ṽ1, t)

. . .∑̃
e∈Ẽ

∂̃An fẽ(ṽp, t)

 (13)

Then, performing integration by parts, we have for the maximal operator ∆̃max(A, t),
taking the role of A∗ above and defined by the expression (7) on the domain (12),

〈∆̃max(A, t)f, g〉L2(G̃) − 〈f, ∆̃max(A, t)g〉L2(G̃) = 〈Γ̃1(t)f, Γ̃0g〉Cp − 〈Γ̃0f, Γ̃1(t)g〉Cp ,

which implies

Lemma 4.2. The triple {Cp, Γ̃0, Γ̃1(t)} is a boundary triple in the sense of Definition 1
for the operator ∆̃max(A, t), defined by (7) on the domain (12). The (minimal) symmetric
operator A = ∆̃min(A, t) is defined by the same differential expression on the domain

dom ∆̃max(A, t) ∩ ker Γ̃0 ∩ ker Γ̃1(t). (14)
9



5. The graph G1

In the present section we introduce our model operator and carry out its spectral analysis,
aided by the general approach outlined above. Consider the graph G1 represented in Fig. 1,
left. We will henceforth assume that all its edges are of unit length and that all the functions
be are equal to identity, i.e.,

le = 1, be(x) ≡ 1, e ∈ E .

The corresponding fundamental graph G̃ is represented in Fig. 1, right. We will assume that
the magnetic potential on the horizontal edges of G1 has opposite signs with its absolute
value equal to a constant A, and that it is equal to zero identically on the rest of the edges.

Remark. Assuming that the graph G1 is embedded into R3, the magnetic potential introduced
above can be attained by a constant magnetic field. Indeed, if one has the horizontal edges
of the graph of Fig. 1 positioned along the lines y = ±1/2, z = 0, the rest of the edges lying in
the planes parallel to the plane y = 0, then the 3D magnetic potential A = (−2Ay, 0, 0) gen-
erates the prescribed magnetic potentials on the graph edges. The corresponding magnetic
field is therefore

B = curl A = (0, 0, 2A).

It needs to be stressed that here we rely upon the general convergence results for Laplacians
on thin structures converging to metric graphs, see [18] for details; cf. an alternative approach
to the same problem developed in [16]. Indeed, the mentioned results are necessary in order
to attribute precise meaning to the model of a Laplacian on a metric graph embedded into
Rd, both with and without a magnetic field.

r r r r

r r r r

r

r

���

���

-

�

A

A

G1 G̃1

Figure 1. The graph G1 (left) and its fundamental graph G̃1 (right).

Denote by M(z, t, A) the M -matrix of the operator ∆̃(A, t) on the fundamental graph G̃1

for the magnetic potential A introduced above and the quasimomentum t, relative to the
triple constructed in Lemma 4.2. An explicit calculation in line with Definition 2, (13) (see
details in, e.g., [17], cf. [15]) yields:

M(z, t, A) =
2
√
z

sin
√
z

(
−2 cos

√
z + cos(t+ A) 1

1 −2 cos
√
z + cos(t− A)

)
. (15)

Lemma 5.1. The non-residual spectrum of the minimal operator ∆̃min(A, t) on the graph
G̃1, defined by (7) on the domain (14), consists of an infinite sequence of eigenvalues of
multiplicity two,

σ(∆̃min(A, t)) = σd(∆̃min(A, t)) = {(πk)2}∞k=1,

for all magnetic potentials A of the form considered and all values of quasimomentum t ∈
[−π, π).

10



Proof. An eigenfunction u of the operator ∆̃min(A, t), restricted to the edge e, solves the
following spectral problem on e:−

(
d
dx

+ iBe

)2

ue = λue,

u(0) = u(1) = 0,

where the quantity Be is determined by the magnetic potential and quasimomentum. The
eigenfunctions and eigenvalues of this problem are fk = ake

−iBex sin kx and λk = (πk)2, k ∈
N, respectively, where ak is an arbitrary constant. For the value λk = (πk)2 to be an
eigenvalue of the operator ∆̃min(A, t) it suffices to pick constants ak on different edges such
that the Kirchhoff matching conditions at the graph vertices are satisfied, i.e., such that the
eigenfunction corresponding to the value λk = (πk)2 belongs to the kernel of the operator
Γ̃1. In the case of the graph G̃1 these conditions are represented as two linear equations to
determine four independent variables. The linear independence of the named linear equations
implies that the system is guaranteed to admit a solution; the dimension of the space of
solutions is equal to two. Thus, λk = (πk)2 is an eigenvalue of the operator ∆̃min(A, t) of
multiplicity two, as claimed. �

Remark. Since the above Lemma holds for all values of quasimomentum, it follows that the
spectrum of the operator ∆min(A) on the graph G1, which is related to ∆̃min(A, t) via (9),
for any constant A contains a discrete set of eigenvalues of infinite multiplicity λk = (πk)2,
k ∈ N.

Theorem 5.2. The discrete spectrum of the operator ∆(A) on the graph G1 coincides with
the spectrum of the minimal operator ∆min(A),

σd(∆(A)) = {(πk)2}∞k=1.

The (absolutely) continuous spectrum of the operator ∆(A) on the graph G1 consists of an
infinite set of spectral bands,

σac(∆(A)) =
∞⋃
k=0

([
l2k+, r

2
k+

]
∪
[
l2k−, r

2
k−
]
∪
[
(2π−rk−)2, (2π−lk−)2

]
∪
[
(2π−rk+)2, (2π−lk+)2

])
,

where the quantities lk±, rk± are determined as functions of the magnetic potential A as
follows:

lk+ =

{
arccos

√
1+sin−2 A

2
+ 2πk, sin2A ≥ | cosA|,

arccos 1+| cosA|
2

+ 2πk, otherwise,

rk+ = arccos 1−| cosA|
2

+ 2πk,

lk− = arccos −1+| cosA|
2

+ 2πk,

rk− =

arccos

(
−
√

1+sin−2 A

2

)
+ 2πk, sin2A ≥ | cosA|,

arccos
(
−1+| cosA|

2

)
+ 2πk, otherwise.

11



The following subset of the spectrum of the operator ∆(A) is of multiplicity four:
∞⋃
k=0

([
l2k+, l

′2
k+

]
∪
[
r′2k−, r

2
k−
]
∪
[
(2π − rk−)2, (2π − r′k−)2

]
∪
[
(2π − l′k+)2, (2π − lk+)2

])
. (16)

Here

l′k+ = arccos

(
1 + | cosA|

2

)
+ 2πk,

r′k− = arccos

(
−1 + | cosA|

2

)
+ 2πk.

The remaining part of the continuous spectrum has multiplicity equal to two.

Remark. Under the condition | cosA| > sin2A the set (16) is shown to be empty and therefore
all the continuous spectrum of the operator is of multiplicity two. If on the other hand
cosA = 0, then the set (16) coincides with the continuous spectrum and the multiplicity of
the continuous spectrum is equal to four everywhere.

Proof. By [19, Th. XIII.85], instead of the spectrum of the operator ∆(A) one considers the
spectra of the operator family ∆̃(A, t) for all t ∈ [−π, π). Namely, z ∈ σ(∆(A)) iff one has

µ{t ∈ [−π, π) : (z − δ, z + δ) ∩ σ(∆(A, t))} 6= 0,

where µ is the Lebesgue measure. For the spectral analysis of the operator ∆̃(A, t) we
consider its M -matrix (15). Clearly, by [2, 3] the spectrum of ∆̃(A, t) for a.a. t can be
obtained as the set

σ(∆̃min(A, t)) ∪ {z ∈ R : detM(z, t, A) = 0},
where the minimal operator is defined by (7), (14), and its discrete spectrum is described in
Lemma 5.1. The eigenvalues of the matrix M(z, t, A) are equal to

λ±(z, t, A) =
2
√
z

sin
√
z

(
− 2 cos

√
z + cosA cos t±

√
1 + sin2A sin2 t

)
Consider the points z such that λ±(z, t, A) vanishes at some value of t ∈ [−π, π). We have

2 cos
√
z = cosA cos t±

√
1 + sin2A sin2 t. (17)

We remark that z is a continuous function of t and each value of z can only be attained a
finite number of times.

In order to complete the proof, we therefore only need to find out the ranges of the right
hand sides in (17) considered as functions of t for both signs in ± and all magnetic potentials
A. Henceforth we abbreviate the mentioned right hand sides of (17) as f±(t, A).

Consider f+(t, A) first.
1) The case of sin2A > cosA ≥ 0.
In this case, f+(t, A) has 4 extrema on the set [−π, π), attained at

sin t = 0, or

{
sin2 t = sin4 A−cos2 A

sin2 A
,

cos t ≥ 0.

Two of these are global maxima with the function at them being equal to
√

1 + sin−2A.
The value of the function at the global minimum is equal to 1− cosA, whereas at the local

12



minimum it admits the value 1+cosA. Fig. 2 (a) represents the graph of f+ for the magnetic
potential A = 4π

9
.

2) The case of sin2A ≤ cosA.
In this case, f+(t) has only two special points, namely t = 0 and t = −π. The minimum and
maximum are 1 − cosA and 1 + cosA, respectively. Fig. 2 (b) is the graph of the function
f+ for the magnetic potential A = π

9
.

(a) (b)

Figure 2. The graph of the function f+(t) for (a) A = 4π
9
; (b) A = π

9

3) Other values of A.
We have considered all A ∈ [−π/2, π/2); moreover, one has

M(z, t, A) = M(z, t± π,A− π).

Hence for an arbitrary A ∈ [π/2, 3π/2) the set of “zeros” of the M -matrix coincides with the
same for A+π, with the only difference that they are attained at the values of quasimomen-
tum, differing by π.

In order to consider the function f−(t) is suffices to observe that

f−(t) = −f+(t± π),

from where the information on the range of f− is derived. �

6. Rescaling

Denote by Gε = (Vε, Eε) the graph constructed based on G = (V , E) so that

Vε = {εv | v ∈ V},
Eε = {(εv, εu) | (v, u) ∈ E},

and the length of the segment corresponding to the edge (εv, εu) is equal to

l(εv,εu) = εl(v,u).

Note that if one treats the graph as a collection of points in Rd0 , connected by smooth curves,
the operation introduced above is nothing but rescaling of the graph by a factor of ε.

Let ∆ε(A) be the magnetic graph Laplacian (4), defined on the graph Gε. The operator
obtained by passing to its fiber decomposition will be denoted by ∆̃ε(A, t). Henceforth, it
will be convenient to us to further unitary rescale this latter operator to the cell G̃. To this

13



end, for e being an edge of the graph G̃ and εe being the corresponding edge of the graph
G̃ε, let f ∈ L2(G̃). Denote by fε the following function on the graph G̃ε:

(fε)εe(x) = fe

(x
ε

)
.

Introduce the operator Tε : L2(G̃) 7→ L2(G̃ε) by

Tεf =
1√
ε
fε.

Since
‖fε‖L2(G̃ε) =

√
ε‖f‖L2(G̃),

the operator Tε is an isometry. Since it is also clearly surjective, Tε is unitary.
Slightly abusing the notation, in what follows we will keep using the same symbol ∆̃ε(A, t)

for the operator T ∗ε ∆̃ε(A, t)Tε.
Finally, the M−matrix of the latter operator at the value of the spectral parameter z is

Mε(z, A, t). The following lemma allows one to perform the spectral analysis of the rescaled
operators based on the results of Section 5.

Lemma 6.1. The following relations hold.

σ(∆ε(A/ε)) =
1

ε2
σ(∆(A)), (18)

σ(∆̃ε(A/ε, t/ε)) =
1

ε2
σ
(
∆̃(A, t)

)
(19)

Mε(z/ε
2, A/ε, t/ε) =

1

ε2
M(z, A, t) (20)

Proof. The first two relations are trivial. As for the equality (20), it can be obtained along
similar lines to the corresponding calculation in [15], see also [13] for a general PDE case. �

The result just proved now allows us to consider ε-periodic tubular structures as required,
and in particular, their limiting behaviour as ε → 0. In so doing, by a slight abuse of
notation we shall keep referring to A as the value of the magnetic potential, although in
reality the magnetic potential is henceforth being scaled by ε−1 in line with the statement
of Lemma 6.1.

7. Degeneracy of band edges

In this section, we will show that under a specific choice of the magnetic potential the
band function of the operator ∆ε(A) (and in particular, in the limit of ε→ 0, which will be
used in Section 9 below) admits an asymptotic behaviour as (t − t0)4 in the vicinity of the
(lower) edge of its spectrum or indeed in a vicinity of an edge of any of its spectral bands.
Here t0 denotes the value of the quasimomentum corresponding to the spectral parameter
at the edge of a spectral band. We will henceforth refer to this behaviour as the degeneracy
of an edge of a spectral band. Generically of course for second-order ordinary differential
operators the asymptotics of the form (t− t0)2 takes place, hence the choice of terminology.

Denote by A± magnetic potentials such that the following equalities hold:

cosA± = ± sin2A±. (21)
14



We will henceforth refer to values of the magnetic potential A satisfying this equation as
critical in view of the following

Theorem 7.1. The lower edge of the spectrum of the operator ∆ε(A) is degenerate iff A =
A±. Under this condition, the left edges of all odd and the right edges of all even bands are
degenerate as well.

Proof. Introduce the notation τ = εt. Clearly, the rescaled quasimomentum τ takes values
in the interval [−π, π). Consider the M -matrix of the operator ∆̃ε(A/ε, τ/ε) on the graph
G̃ε, which by Lemma 6.1 admits the form

Mε(z, A/ε, τ/ε) =
2
√
z

ε sin ε
√
z

(
−2 cos ε

√
z + cos(τ + A) 1

1 −2 cos ε
√
z + cos(τ − A)

)
.

The eigenvalues of the matrix M(z, τ) are computed as

λ±(z, A/ε, τ/ε) =
2
√
z

ε sin ε
√
z

(
− 2 cos ε

√
z + cosA cos τ ±

√
1 + sin2A sin2 τ

)
. (22)

The dispersion relation therefore admits the form

2 cos ε
√
z = cosA cos τ ±

√
1 + sin2A sin2 τ (23)

for τ ∈ [−π, π). Then an edge of a spectral band corresponds to z such that the expression
on the right hand side admits an extremum for one of the signs ±. It follows that there
could exist four groups of band edges. As in the proof of Theorem 5.2 we introduce the
abbreviation

f±(t) = cosA cos τ ±
√

1 + sin2A sin2 τ .

Consider the function λ+. The global extremum of the function f+ can be attained at the
following values of τ only:

a maximum at

{
sin τ = 0,

cosA cos τ ≥ 0;
or

{
sin2 τ = sin4 A−cos2 A

sin2 A
,

cosA cos s ≥ 0;

a minimum at

{
sin τ = 0,

cosA cos τ ≤ 0.

We next check whether any of these points yields degeneracy. Degeneracy of a band
edge, denoted as zε, at τ = s is equivalent to the fact that the expansion of the func-
tion λ±(zε, A/ε, τ/ε) in powers of τ − s has no terms of the first, second and third orders.
We remark that the first order term is absent due to the dispersion relation. Abbreviate
k0 := ε

√
zε and denote the coefficients of the expansion of λ+(zε, A/ε, τ/ε) in powers of τ −s

15



in a vicinity of an arbitrary s by µj(s, A). We have

µ0(s, A) = 0

µ1(s, A) =
2k0 sin s

sin k0

( sin2A cos s√
1 + sin2A sin2 s

− cosA
)

µ2(s, A) =
k0

sin k0

(sin2A cos2 s− sin2A sin2 s− sin4A sin4 s

(1 + sin2A sin2 s)3/2
− cosA cos s

)
µ3(s, A) =

k0

3 sin k0

(
− sin2A cos s sin s(4 + 3 sin2A cos2 s+ 5 sin2A sin2 s+ sin4A sin4 s)

(1 + sin2A sin2 s)5/2

+ cosA sin s
)

In the case of sin s = 0 we obtain

µ1(s, A) = 0,

µ2(s, A) =
k0

sin k0

(sin2A− cosA sgn cos t),

µ3(s, A) = 0,

where sgnx is the standard notation for the sign of x. Hence, for s = 0 the band edges
corresponding to λ+ degenerate when A = A±, moreover, this takes place at the value of τ
corresponding to a maximum of f+(t).

In the case of sin2 s = sin4 A−cos2 A
sin2 A

we have

µ1(s, A) = 0,

µ2(s, A) =
k0

sin k0

1− 2 sin4A− sin6A

| sin3A|(1 + sin2A)3/2
.

In this case, the magnetic potentials at which the equality µ2(s, A) = 0 holds are A± only.
But then sin4A − cos2A = 0 and sin s = 0, whence µ3(s, A) = 0 at the same time. The
degeneracy occurs at the values of τ , corresponding to a maximum of f+(t), as above.

Ultimately, at the points A = A± left edges of 1+4kth and right edges of 4+4kth spectral
bands, k = 0, 1, . . . , turn out to be degenerate; these edges correspond to maxima of (23)
under the sign choice +. Right edges of 1 + 4kth and left edges of 4 + 4kth spectral bands,
corresponding to minima of the mentioned expression, are not degenerate for all values of
the magnetic potential.

The result pertaining to f−(t) immediately follows from the relation

f−(t) = −f+(t± π).

Namely, one faces degeneracy only if A = A±, but here the edges pertaining to minima of
f−(t) degenerate, that is, right edges of 2 + 4kth and left edges of 3 + 4kth, k = 0, 1, . . . ,
spectral bands. �

Remark. The fourth order term of the asymptotic expansion λ±(zε, A±/ε, τ/ε) in the vicinity
of band edges is non-zero. Hence the band function there admits either the form (t− t0)2 or
the form (t− t0)4 for all values of the magnetic potential A. Degeneracy of higher orders is
therefore impossible.
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The results of this section can be further compared to those of Section 6. In particular,
in relation to the lower edge of the spectrum one has the following picture. As the magnetic
potential A is increasing from zero, the lower edge of the spectrum is moving to the right;
the spectrum, which is band-gap, is of local multiplicity two everywhere. This is the regime
where, as ε → 0, the Birman-Suslina homogenisation technique [1] is applicable. At the
first critical value of A, see (21) (see also (24) below), the spectrum is still of multiplicity
two, but the lower edge of it becomes degenerate in the sense introduced above. As A
increases further, a segment of the first band in the vicinity of the lower edge changes local
multiplicity from 2 to 4, the mechanism for that is the change of the shape of the function
f+ from Fig. 2 (b) to Fig. 2 (a). The point τ/ε of quasimomentum, τ ∈ [−π, π), where
the corresponding value of the spectral parameter meets the lower edge of the spectrum, is
τ = 0 at the values of A below the first critical one, splitting into two, τ = τ±, τ+ = −τ−,
for higher values of A. As A increases further, all of the absolutely continuous spectrum
eventually assumes multiplicity 4, which corresponds to a situation where the global minima
of Fig. 2 (a) become equal to the local minimum at zero. Increasing A further still, the
sub-bands of multiplicity 4 start shrinking, so that τ+ = τ− = 0 at precisely the second
critical value of A. For higher values of A, one faces the classical regime yet again, and
the situation starts repeating itself periodically thereafter. It turns out therefore that the
critical values of the magnetic potential are exactly those at which the sub-bands of higher
local multiplicity either appear or disappear.

The above description clearly carries over virtually unchanged to the behaviour of all left
edges of odd-numbered spectral bands and all right edges of even-numbered ones.

As the above argument now clearly requires a detailed analysis of the model near the
critical values of the magnetic potential to be carried out, we proceed with it in the following
sections.

8. Analysis in vicinity of a critical value of magnetic potential

In the present section we will set the value of the magnetic potential to be equal to A′
with A′ = A+ δ, where A is a magnetic potential such that the equality (24) holds and δ is
an arbitrarily small number.

From now on we will also assume that ε is arbitrarily small. Our immediate goal will be to
derive asymptotics of the inverse to theM -matrix, which will then be utilized in constructing
the norm-resolvent asymptotics of the operator family ∆ε(A

′/ε, τ/ε) uniform with respect
to the quasimomentum.

For simplicity, w.l.o.g. we consider the lower edge of the spectrum only, in the case where
as δ increases, the local multiplicity of the named edge goes from 2 to 4. In particular, one
can pick the following value of A:

A = arccos

√√
5− 1√
5 + 1

. (24)

Since for such A one clearly has
cosA = sin2A, (25)

the left edge zε of the first spectral band of the operator ∆ε(A/ε) is attained at the quasimo-
mentum τ = 0 and is degenerate. Different critical values of A and internal edges of spectral
bands can be considered likewise.
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Let z′ε be the left edge of the spectrum of the operator ∆ε(A
′/ε, τ/ε) on the graph G̃ε1 with

magnetic potential A′. Let as above k′0 = ε
√
z′ε. Let further

z ∈ Kσ := {λ ∈ K ⊂ C : dist(λ,R) ≥ σ > 0},
where K is some compact in the complex plane C. Consider the M -matrix Mε(z

′
ε +

z, A′/ε, τ/ε) (see (15)) pertaining to the graph G̃ε1.
Assume for now that δ ≤ 0. As the magnetic potential decreases from its critical value,

the lower edge of the spectrum is attained at the same value of quasimomentum τ = 0 (see
the proof of Theorem 5.2). For k′0 we have

2 cos k′0 = cosA+ 1− δ sinA+O(δ2),

which implies, in line with Lemma 6.1, that z′ε = O(ε−2) as ε→ 0.
Expanding the eigenvalues λ±(z′ε + z, A′/ε, τ/ε) of the M -matrix, see (22), into the power

series in a vicinity of the point z = 0, τ = 0 (i.e., in a vicinity of the lower edge of the
spectrum of the operator ∆ε(A

′)) and taking into account the identity (25) we obtain

λ+(z′ε + z, A′/ε, τ/ε) =
1

ε2

2k′0
sin k′0

(sin 2A+ sinA

2
δτ 2 − τ 4

8
+O(τ 6) +O(δ2τ 2)

)
+ 2z +O(τ 4) +O(δτ 2) +O(ε2);

λ−(z′ε + z, A′/ε, τ/ε) = λ+(z′ε + z, A′/ε, τ/ε)− 4k′0
ε2 sin k′0

+O(1).

It is easily seen that the eigenvectors of the matrix Mε(z
′
ε + z, A′/ε, τ/ε) are orthogonal

and after normalization admit the form which handily implies independence on z, z′ε, namely,

ν± =
1√
2


√

1± sinA sin τ√
1 + sin2A sin2 τ

∓
√

1∓ sinA sin τ√
1 + sin2A sin2 τ

 . (26)

The asymptotic expansion ofM−1(z′ε+z, A
′/ε, τ/ε) in powers of ε as ε→ 0 is then computed

in the basis of ν± as

M−1
ε (z′ε + z, A′/ε, τ/ε) =

 1

2z +
k′0(sin 2A+sinA)

sin k′0

δτ2

ε2
− k′0

4 sin k′0

τ4

ε2

0

0 0

 (27)

+O(min{ε, ε2/|δ|}) +O(|δ|).
In proving the above asymptotic expansion we consider the difference

λ+(z′ε + z, A′/ε, τ/ε)−1 − 1

2z +
k′0(sin 2A+sinA)

sin k′0

δτ2

ε2
− k′0

4 sin k′0

τ4

ε2

and split the domain of τ into segments |τ | ≤ εγ, εγ ≤ |τ | ≤ |δ|1/2, |δ|1/2 ≤ |τ | ≤ c0 for some
fixed small enough c0 and the parameter γ > 0 to be picked later, and the remaining part of
the dual cell. In each of the named regions the estimate sought is obtained by the standard
asymptotic analysis, see e.g. [15] for details of a similar computation. In particular, for
|τ | ≤ εγ one uses the assumption that z ∈ Kσ. The parameter γ is then chosen to optimise
the estimates thus obtained.
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Note that at the critical value of magnetic potential, i.e., at the point δ = 0, the leading
order term of the above asymptotics becomes purely fourth order in τ .

It is not unexpected given that the spectral structure of the operator considered (and in
particular, the local multiplicity of the bands’ edges) is different at values of A′ to the left
and to the right of the critical one that the derivation of the asymptotics at δ > 0 diverges
from the one given above. We now pass over to the consideration of this case.

As the magnetic potential A′ increases from its critical value A, the lower edge of the
spectrum is attained at two values of quasimomentum τ = τ± such that

sin2 τ± =
sin4A′ − cos2A′

sin2A′
and cos τ± ≥ 0,

whence
τ± = ±

√
2δ
√

sin 2A+ sinA+O(δ3/2). (28)
Proceeding as in the case of δ < 0, one then obtains two estimates of the type (27)

independently for τ < 0 and τ > 0, where in the former τ 2 in (27) gets replaced by (τ −τ−)2,
whereas in the latter it is substituted by (τ − τ+)2. This is clearly due to the fact that Fig.
2, (a) implies that no single simple rational function can fully account for the asymptotic
behaviour of λ−1

+ in the case considered.
We remark that, as it will transpire in Section 9 below, this implies that the operator

family ∆ε(A
′/ε) can generically converge to no scalar differential operator in the norm-

resolvent topology when A′ > A.
Nevertheless, for small enough δ the situation can be rectified. Indeed, let δ = O(ε2).

Then from (28) we infer that τ+− τ− = O(ε) which can be seen as the two maxima of Fig. 2
blending together. This allows the asymptotics for τ > 0 to be matched with that for τ < 0
to yield

M−1
ε (z′ε + z, A′/ε, τ/ε) =

 1

2z − k′0
4 sin k′0

τ4

ε2

0

0 0

+O(ε1/2) (29)

for δ > 0 such that δ = O(ε2).
The seeming discrepancy between (27) and (29) in that the latter does not contain the

term of the order δτ 2 is due to the fact that as it is easily seen the latter contributes an
O(ε1/2) error provided that δ = O(ε2).

The estimate (27) is therefore extended in a continuous way from δ < 0 into an ε2-sized
region of positive δ, albeit at a cost of a significantly worse error bound.

9. Homogenisation of the ε-periodic tubular structure

In this section we apply the asymptotic expansion of the M -matrix obtained in Section 8
to obtain norm-resolvent convergence, as ε → 0, of our model operators to their effective,
or homogenised, counterparts. The mentioned convergence holds up to a unitary transform,
providing us with a certain freedom of choosing the effective model in a physically motivated
way. When the period of the medium becomes negligible, the model of Sections 5 and 6,
although still possessing its microstructure, looks as an infinite wire to a far-away macroscopic
observer. It is for this reason that we will be picking an ODE on the real line to serve as a
realisation of the effective operator. Since in dimension one the magnetic field is eliminated
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by a unitary gauge transform, it comes as no surprise that our homogenised model operator
is non-magnetic.

The argument goes as follows. We first apply the Krein formula (11) of Proposition 4.1
to the operator family ∆̃(A′/ε, τ/ε), where as in Section 8 we assume that A′ = A+ δ, and
A is a magnetic potential such that the equality (24) holds, δ serving as an arbitrarily small
offset, δ ≤ 0 or 0 < δ = O(ε2). Further, the spectral parameter z′ε + z, z ∈ Kσ is fixed in the
vicinity of the lower edge of the spectrum z′ε.

We express the solution operator γ(z) in terms of γ(0) and the resolvent of the Dirichlet
decoupling via γ(z) = (1− z(∆̃ε,∞(A′/ε, τ/ε))−1)−1γ(0). Here the operator ∆̃ε,∞(A′/ε, τ/ε)

is the rescaling (see Section 6) of the self-adjoint extension ∆̃∞(A′, τ) defined in (10) of the
minimal operator described by Lemma 4.2. The estimates∥∥∥∥(∆̃ε,∞(A′/ε, τ/ε)− (z′ε + z)

)−1
∥∥∥∥ = O(ε2), ‖γ(z′ε + z)− γ(z′ε)‖ = O(ε2)

then hold uniformly in τ and z ∈ Kσ, where we have used the fact that by (17) the spectra
of ∆̃(A′, τ) and ∆̃∞(A′, τ) are separated uniformly in τ for sufficiently small values of δ, say,
|δ| < δ0, and Lemma 6.1.

The Krein formula (11) then yields the estimate(
∆̃ε(A

′/ε, τ/ε)− (z′ε + z)
)−1

= −γ(z′ε)M
−1
ε (z′ε + z, A′/ε, τ/ε)γ(z′ε)

∗ +O(ε2),

which is uniform in the operator-norm topology for all τ ∈ [−π, π) and z ∈ Kσ.
Let P(τ) be the orthogonal projection in the boundary space C2 onto the subspace spanned

by the vector ν+, see (26). Define a rank one operator Π̆(z′ε, τ) from C2 to L2(G̃1) as follows:

Π̆(z′ε, τ) := γ(z′ε)P(τ).

By an explicit computation, one has

‖Π̆(z′ε, τ)‖2 =: κ2
τ,k′0,A

′ = κ2
0,k′0,A

′ +O(τ), (30)

where k′0 = ε
√
z′ε, as usual. The quantity κ0,k′0,A

′ only depends on the value of the magnetic
potential A′, since the lower edge of the spectrum z′ε is uniquely determined by the latter.
Its explicitly computed value is omitted here due to the bulkiness of the expression. Note
that unlike [15] the error in the above formula is estimated as O(τ) rather than O(τ 2), which
is attributed to the presence of the magnetic potential.

Further, one has by yet another explicit calculation taking into account (24) and the fact
that for the chosen value of A one clearly has k0 = π/5:

κ2
0,k′0,A

′ = κ2
0 +O(δ) (31)

with a rather extravagantly looking yet explicit value

κ2
0 :=

2
(√

5 + 7
)
π − 20

√
10− 2

√
5(

5−
√

5
)
π

≈ 1.26787. (32)

Using the asymptotics obtained in Section 8 we now have(
∆̃ε(A

′/ε, τ/ε)− (z′ε + z)
)−1

= −Π̆(z′ε, τ)
1

2z + σ(A, τ, δ, ε)
Π̆(z′ε, τ)∗ + r(ε, δ),
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where

r(ε, δ) =

{
O(min{ε, ε2/|δ|}) +O(|δ|), δ ≤ 0,

O(ε1/2), δ = O(ε2) > 0

and

σ(A, τ, δ, ε) =

{
k′0(sin 2A+sinA)

sin k′0

δτ2

ε2
− k′0

4 sin k′0

τ4

ε2
, δ ≤ 0,

− k′0
4 sin k′0

τ4

ε2
, δ = O(ε2) > 0.

The operator on the right hand side is by construction rank one, which we make explicit
by introducing the vector ψ(τ) ∈ ran Π̆(z′ε, τ) such that ‖ψ(τ)‖ = 1 for all τ . Therefore,(

∆̃ε(A
′/ε, τ/ε)− (z′ε + z)

)−1

= −‖Π̆(z′ε, τ)‖2 1

2z + σ(A, τ, δ, ε)
〈·, ψ(τ)〉ψ(τ) + r(ε, δ).

We now use (30), (31) to obtain by a straightforward estimate(
∆̃ε(A

′/ε, τ/ε)− (z′ε + z)
)−1

= −κ2
0

1

2z + σ(A, τ, δ, ε)
〈·, ψ(τ)〉ψ(τ) + r0(ε, δ)

with

r0(ε, δ) =

{
O(min{ε1/2, ε/|δ|}) +O(|δ|), δ ≤ 0,

O(ε1/2), δ = O(ε2) > 0.

Following [15], for each τ we pick a unitary operator Uτ mapping the function ψ(τ) on the
graph G̃1 to the normalised unity function ε−1/2111 on the interval [0, ε]. This yields the direct
integral over quasimomentum of the fiber operators

1

−2κ−2
0 z − κ−2

0 σ(A, τ, δ, ε)
〈·, ε−1/2111〉ε−1/2111 + r̃0(ε, δ),

where the error terms r̃0(ε, δ) admit the same uniform in τ estimate as r0(ε, δ). Transforming
it further by the (inverse) Gelfand transform associated with the infinite chain graph with
links of length ε (it is convenient here to think that the mentioned chain graph is naturally
embedded into R), by repeating the argument of [15, Section 10] we obtain the following

Theorem 9.1. Let A be the critical value of the magnetic potential defined by (24). Let
A′ − A = δ and z′ε be the lower edge of the spectrum of the operator ∆ε(A

′/ε); k′0 = ε
√
z′ε.

Let A− and A+ be self-adjoint operators in L2(R) defined by the differential expressions

κ−2
0

(
k′0(sin 2A+ sinA)

sin k′0

δd2

dx2
+

k′0
4 sin k′0

d4

dx4

)
and

κ−2
0

(
k′0

4 sin k′0

d4

dx4

)
,

respectively.
Then the following estimates hold uniformly in z ∈ Kσ with a unitary operator Φ :

L2(Gε1) 7→ L2(R):

‖(∆ε(A
′/ε)− (z′ε + z))−1 − Φ∗(A− − 2κ−2

0 z)−1Φ‖ = O((min{ε1/2, ε/|δ|}) +O(|δ|), δ 6 0,

and

‖(∆ε(A
′/ε)− (z′ε + z))−1 − Φ∗(A+ − 2κ−2

0 z)−1Φ‖ = O(ε1/2), δ = O(ε2) > 0.
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Here κ0 is defined by (32) and we also have k′0 = k0 +O(δ) with k0 = π/5.

We reiterate that this result continues to hold for all critical values of the magnetic poten-
tial A, see (21) and in vicinity of the left edges of all odd and of the right edges of all even
bands of the spectrum of ∆ε(A

′/ε). The numerical value of κ0 as well as the rôle of the sign
of δ are of course subject to the required adaptation.
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