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A B S T R A C T

Implicit block methods for solving initial value problems in ordinary differential equations are well-known
among the contemporary scientific community, since they are cost-effective, self-starting, consistent, stable,
and usually converge fast when applied to solve particularly stiff models. These characteristics of block
methods are the primary reasons for the one-step optimized block method devised in the present research
study with three off-grid points. Theoretical analysis, including the order of convergence, consistency, zero-
stability, -stability, order stars, and the local truncation error, are considered. The obtained method may be
categorized as the well-known Lobatto IIIA Runge–Kutta method. The superiority of the devised method over
various existing approaches having similar features is proved via numerical simulations of stiff and nonlinear
differential systems. Furthermore, a suitable reformulation of the devised method results in considerable
savings in computation time, as revealed through the efficiency plots. This turns out in a strategy to reformulate
Runge–Kutta type methods in order to get a better performance.
1. Introduction

Initial value problems of the form

𝑦′(𝑥) = 𝑓 (𝑥, 𝑦(𝑥)), 𝑦(𝑥0) = 𝑦0, 𝑥 ∈ [𝑥0, 𝑋], 𝑦(𝑥) ∈ R𝑛, 𝑓 ∶ R × R𝑛 → R𝑛

(1)

frequently appear in almost every field of science. This is evident from
various models, based on ordinary differential equations, being pro-
posed to comprehend transmission dynamics of the corona-virus pan-
demic [1], reaction-rate equations [2], exponential growth/decay [3],
van der Pol oscillator [4], nonlinear corneal shape model [5], me-
chanical system with variable mass [6], double pendulum [7], and
many more. The non-linearity and stiff nature of some models pose
challenges for applied mathematicians to come up with effective strate-
gies to obtain approximate solutions with acceptable accuracy within
reasonable computational time. In the pursuit of such strategies, var-
ious numerical methods have been devised in the literature, includ-
ing explicit/implicit Runge–Kutta methods, Adams–Bashforth/Moulton
methods, multi-derivative methods, rational/nonlinear methods, and
block methods. Due to its self-starting nature and overcoming the
overlapping of piecewise solutions, block methods have been quite
popular among the scientific community of numerical analysts. These
methods, which contain main and additional formulas, are useful to
obtain the approximate solution at more than one point at a time as
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observed in [8–12]. Several block methods have recently been devised
in the literature, including one-, two-, and three-step block methods
for solving first-order ordinary differential equations. Nonetheless, very
few of these methods consider an adequate strategy for choosing the
off-grid points used.

Keeping in view the frequent use and high demand for computa-
tionally efficient block methods, we attempt to devise a one-step block
method using three off-grid points with interpolation and collocation
techniques, while the resulting method is optimized under the first
three terms of the local truncation error of the main formula. Although
some of these optimized block methods have been proposed recently by
some researchers [13,14], they are either computationally expensive,
or have lower order of convergence, or they are good enough only for
particular types of initial value problems.

The present research design is set as follows: the derivation of the
new optimized one-step block method with three off-grid points is
carried out in Section 2 wherein the optimization strategy is discussed
in detail, and the reformulation of the proposed method including
its implicit Runge–Kutta structure has been shown. The theoretical
investigation of the method, including accuracy, consistency, zero-
stability, convergence, linear stability, and order stars, is performed in
Section 3 and its subsequent subsections. We have considered some
challenging differential models taken from several areas of applied
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sciences, where the numerical results have been obtained under the
proposed method and other methods with similar characteristics in
Section 4. Final remarks with some future directions are stated in
Section 5.

2. Derivation of the optimized block method

The one-step optimized block method with three off-grid points is
derived in this section where the off-grid points are optimized through
the local truncation error of the main formula. Let us consider the
partition 𝑥0 < 𝑥1 < ⋯ < 𝑥𝑀 = 𝑋 on the integration interval [𝑥0, 𝑋],

ith constant step-length 𝛥𝑥 = 𝑥𝑘+1−𝑥𝑘, 𝑘 = 0, 1,… ,𝑀−1, and assume
hat on a generic subinterval [𝑥𝑛, 𝑥𝑛+1] the true solution 𝑦(𝑥) of (1) can

be approximated by a polynomial 𝐿(𝑥) in the following form

𝑦(𝑥) ≈ 𝐿(𝑥) =
5
∑

𝑗=0
𝛾𝑗𝑥

𝑗 , (2)

where 𝛾𝑗 ∈ R stand for real undetermined parameters.
Differentiation of Eq. (2) produces the following

𝑦′(𝑥) ≈ 𝐿′(𝑥) =
5
∑

𝑗=1
𝑗𝛾𝑗𝑥

𝑗−1. (3)

Consider three off-grid points, 𝑥𝑛+𝑟 = 𝑥𝑛 + 𝑟𝛥𝑥, 𝑥𝑛+𝑠 = 𝑥𝑛 + 𝑠𝛥𝑥, 𝑥𝑛+𝑢 =
𝑛 + 𝑢𝛥𝑥 with 0 < 𝑟 < 𝑠 < 𝑢 < 1, to compute the approximate solution
f the IVP (1) at the point 𝑥𝑛+1, assuming that 𝑦𝑛 = 𝑦(𝑥𝑛). It is worth

noting at this stage that the optimal values of these three off-grid points
will be determined with the help of the local truncation error of the
main formula. To start the procedure, consider the approximation in
(2) determined at 𝑥𝑛, and its first-order derivative determined at the
points 𝑥𝑛, 𝑥𝑛+𝑟, 𝑥𝑛+𝑠, 𝑥𝑛+𝑢, 𝑥𝑛+1. By so doing, we obtain the following
linear system of six equations in six real unknown parameters 𝛾𝑗 , 𝑗 =
0, 1,… , 5:

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 𝑥𝑛 𝑥2𝑛 𝑥3𝑛 𝑥4𝑛 𝑥5𝑛
0 1 2𝑥𝑛 3𝑥2𝑛 4𝑥3𝑛 5𝑥4𝑛
0 1 2𝑥𝑛+𝑟 3𝑥2𝑛+𝑟 4𝑥3𝑛+𝑟 5𝑥4𝑛+𝑟
0 1 2𝑥𝑛+𝑠 3𝑥2𝑛+𝑠 4𝑥3𝑛+𝑠 5𝑥4𝑛+𝑠
0 1 2𝑥𝑛+𝑢 3𝑥2𝑛+𝑢 4𝑥3𝑛+𝑢 5𝑥4𝑛+𝑢
0 1 2𝑥𝑛+1 3𝑥2𝑛+1 4𝑥3𝑛+1 5𝑥4𝑛+1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

𝛾0
𝛾1
𝛾2
𝛾3
𝛾4
𝛾5

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

𝑦𝑛
𝑓𝑛
𝑓𝑛+𝑟
𝑓𝑛+𝑠
𝑓𝑛+𝑢
𝑓𝑛+1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(4)

Solving the above linear system gives values of the six unknown
coefficients 𝛾𝑗 , 𝑗 = 0, 1,… , 5, which are not shown here for brevity.
Putting these values in (2) while using the change of variable 𝑥 =
𝑥𝑛 + 𝑡𝛥𝑥, we reach the following:

𝐿(𝑥𝑛 + 𝑡𝛥𝑥) = 𝛾0𝑦𝑛 + 𝛥𝑥
(

𝜁0𝑓𝑛 + 𝜁𝑟𝑓𝑛+𝑟 + 𝜁𝑠𝑓𝑛+𝑠 + 𝜁𝑢𝑓𝑛+𝑢 + 𝜁1𝑓𝑛+1
)

, (5)

here

0 = 1,

0 =

𝑡

(

20𝑟𝑠𝑡2 − 30𝑟𝑠𝑡𝑢 − 15𝑟𝑡3 + 20𝑟𝑡2𝑢 − 15𝑠𝑡3 + 20𝑠𝑡2𝑢 + 12𝑡4 − 15𝑡3𝑢
−30𝑟𝑠𝑡 + 60𝑟𝑠𝑢 + 20𝑟𝑡2 − 30𝑟𝑡𝑢 + 20𝑠𝑡2 − 30𝑠𝑡𝑢 − 15𝑡3 + 20𝑡2𝑢

)

60𝑟𝑠𝑢
,

𝜁𝑟 = −
𝑡2(15𝑠𝑡2 − 20𝑠𝑡𝑢 − 12𝑡3 + 15𝑡2𝑢 − 20𝑠𝑡 + 30𝑠𝑢 + 15𝑡2 − 20𝑡𝑢)

60(𝑟 − 1)(𝑟 − 𝑢)(𝑟 − 𝑠)𝑟
,

𝜁𝑠 =
𝑡2(20𝑟𝑠𝑡 − 15𝑟𝑡2 − 15𝑠𝑡2 + 12𝑡3 − 30𝑟𝑠 + 20𝑟𝑡 + 20𝑠𝑡 − 15𝑡2)

60(𝑠 − 1)(𝑠 − 𝑢)(𝑟 − 𝑠)𝑠
,

𝑢 =
𝑡2(20𝑢𝑣𝑡 − 15𝑢𝑡2 − 15𝑣𝑡2 + 12𝑡3 − 30𝑢𝑣 + 20𝑢𝑡 + 20𝑣𝑡 − 15𝑡2)

60(𝑢 − 1)(𝑠 − 𝑢)(𝑟 − 𝑢)𝑢
,

𝜁1 = −
𝑡2(20𝑟𝑠𝑡 − 30𝑟𝑠𝑢 − 15𝑟𝑡2 + 20𝑟𝑡𝑢 − 15𝑠𝑡2 + 20𝑠𝑡𝑢 + 12𝑡3 − 15𝑡2𝑢)

60(𝑢 − 1)(𝑠 − 1)(𝑟 − 1)
.

(6)

o get the one-step block method we evaluate 𝐿(𝑥𝑛 + 𝑡𝛥𝑥) at the
ollocation points 𝑥𝑛+𝑟, 𝑥𝑛+𝑠, 𝑥𝑛+𝑢, and 𝑥𝑛+1, that is, we take 𝑡 = 𝑟, 𝑠, 𝑢, 1
n (5). This results in the following four formulas:

= 𝑦 + 𝛥𝑥
2

𝑛+𝑟 𝑛 60
×

(

−3𝑟4 + 5𝑟3𝑠 + 5𝑟3𝑢 − 10𝑟2𝑠𝑢 + 5𝑟3 − 10𝑟2𝑠 − 10𝑟2𝑢 + 30𝑟𝑠𝑢
𝑠𝑢

𝑓𝑛

−
𝑟(−12𝑟3 + 15𝑟2𝑠 + 15𝑟2𝑢 − 20𝑟𝑠𝑢 + 15𝑟2 − 20𝑟𝑠 − 20𝑟𝑢 + 30𝑠𝑢)

(𝑟 − 1)(𝑟 − 𝑢)(𝑟 − 𝑠)
𝑓𝑛+𝑟

+
𝑟2(−3𝑟3 − 5𝑟2𝑢 − 5𝑟2 + 10𝑟𝑢)

(𝑠 − 1)(𝑠 − 𝑢)(𝑟 − 𝑠)𝑠
𝑓𝑛+𝑠

+
𝑟2(−3𝑟3 + 5𝑟2𝑠 + 5𝑟2 − 10𝑟𝑠)

(𝑢 − 1)(𝑠 − 𝑢)(𝑟 − 𝑢)𝑢
𝑓𝑛+𝑢

−
𝑟2(−3𝑟3 + 5𝑟2𝑠 + 5𝑟2𝑢 − 10𝑟𝑠𝑢)

(𝑢 − 1)(𝑠 − 1)(𝑟 − 1)
𝑓𝑛+1

)

, (7)

𝑦𝑛+𝑠 = 𝑦𝑛 +
𝛥𝑥
60

(

5𝑟𝑠3 − 10𝑟𝑠2𝑢 − 3𝑠4 + 5𝑠3𝑢 − 10𝑟𝑠2 + 30𝑟𝑠𝑢 + 5𝑠3 − 10𝑠2𝑢
𝑟𝑢

𝑓𝑛

−
𝑠2(3𝑠3 − 5𝑠2𝑢 − 5𝑠2 + 10𝑠𝑢)

(𝑟 − 1)(𝑟 − 𝑢)(𝑟 − 𝑠)𝑟
𝑓𝑛+𝑟

+
𝑠(15𝑟𝑠2 − 20𝑟𝑠𝑢 − 12𝑠3 + 15𝑠2𝑢 − 20𝑟𝑠 + 30𝑟𝑢 + 15𝑠2 − 20𝑠𝑢)

(𝑠 − 1)(𝑠 − 𝑢)(𝑟 − 𝑠)
𝑓𝑛+𝑠

+
𝑠2(5𝑟𝑠2 − 3𝑠3 − 10𝑟𝑠 + 5𝑠2)

(𝑢 − 1)(𝑠 − 𝑢)(𝑟 − 𝑢)𝑢
𝑓𝑛+𝑢 −

𝑠2(5𝑟𝑠2 − 10𝑟𝑠𝑢 − 3𝑠3 + 5𝑠2𝑢)
(𝑢 − 1)(𝑠 − 1)(𝑟 − 1)

𝑓𝑛+1

)

,

(8)

𝑦𝑛+𝑢 = 𝑦𝑛 +
𝛥𝑥
60

(

−10𝑟𝑠𝑢2 + 5𝑟𝑢3 + 5𝑠𝑢3 − 3𝑢4 + 30𝑟𝑠𝑢 − 10𝑟𝑢2 − 10𝑠𝑢2 + 5𝑢3
𝑟𝑠

𝑓𝑛

−
𝑢2(−5𝑠𝑢2 + 3𝑢3 + 10𝑠𝑢 − 5𝑢2)

(𝑟 − 1)(𝑟 − 𝑢)(𝑟 − 𝑠)𝑟
𝑓𝑛+𝑟 +

𝑢2(−5𝑟𝑢2 + 3𝑢3 + 10𝑟𝑢 − 5𝑢2)
(𝑠 − 1)(𝑠 − 𝑢)(𝑟 − 𝑠)

𝑓𝑛+𝑠

+
𝑢(20𝑟𝑠𝑢 − 15𝑟𝑢2 − 15𝑠𝑢2 + 12𝑢3 − 30𝑟𝑠 + 20𝑟𝑢 + 20𝑠𝑢 − 15𝑢2)

(𝑢 − 1)(𝑠 − 𝑢)(𝑟 − 𝑢)
𝑓𝑛+𝑢

−
𝑢2(−10𝑟𝑠𝑢 + 5𝑟𝑢2 + 5𝑠𝑢2 − 3𝑢3)

(𝑢 − 1)(𝑠 − 1)(𝑟 − 1)
𝑓𝑛+1

)

,

(9)

𝑦𝑛+1 = 𝑦𝑛 +
𝛥𝑥
60

(

30𝑟𝑠𝑢 − 10𝑟𝑠 − 10𝑟𝑢 − 10𝑠𝑢 + 5𝑟 + 5𝑠 + 5𝑢 − 3
𝑟𝑠𝑢

𝑓𝑛

−
(10𝑠𝑢 − 5𝑠 − 5𝑢 + 3)
(𝑟 − 1)(𝑟 − 𝑢)(𝑟 − 𝑠)𝑟

𝑓𝑛+𝑟 +
(10𝑟𝑢 − 5𝑟 − 5𝑢 + 3)
(𝑠 − 1)(𝑠 − 𝑢)(𝑟 − 𝑠)𝑠

𝑓𝑛+𝑠 +
(−10𝑟𝑠 + 5𝑟 + 5𝑠 − 3)
(𝑢 − 1)(𝑠 − 𝑢)(𝑟 − 𝑢)𝑢

𝑓𝑛+𝑢

−
(−30𝑟𝑠𝑢 + 20𝑟𝑠 + 20𝑟𝑢 + 20𝑠𝑢 − 15𝑟 − 15𝑠 − 15𝑢 + 12)

(𝑢 − 1)(𝑠 − 1)(𝑟 − 1)
𝑓𝑛+1

)

,

(10)

where the 𝑦𝑛+𝑖 are approximations of the true solution 𝑦(𝑥𝑛 + 𝑖𝛥𝑥), and
𝑓𝑛+𝑖 = 𝑓 (𝑥𝑛+𝑖, 𝑦𝑛+𝑖), for 𝑖 = 𝑟, 𝑠, 𝑢, 1. In the above-obtained approxima-
tions, three unknown parameters 𝑟, 𝑠, 𝑢, are concerned with the three
off-grid points 𝑥𝑟, 𝑥𝑠, 𝑥𝑢. To get suitable values of these parameters,
we will set the first three terms of the local truncation error (LTE) of
the formula in (10) equal to zero. By so doing, optimal values of the
parameters will be obtained, and at the end of the subinterval [𝑥𝑛, 𝑥𝑛+1],
the value 𝑦𝑛+1 is the only value required for advancing the integration
on the next subinterval. Hence, via Taylor expansions, we consider the
local truncation error of the formula given in (10), which is given by:

(𝑦(𝑥𝑛+1);𝛥𝑥) =

(

1
7200

((10𝑢 − 5)𝑠 − 5𝑢 + 3)𝑟 + 1
7200

(−5𝑢 + 3)𝑠 + 1
2400

𝑢 − 1
3600

)

× 𝛥𝑥6𝑦(6)(𝑥𝑛)

+

⎛

⎜

⎜

⎜

⎝

1
302400

((70𝑢 − 35)𝑠 − 35𝑢 + 21)𝑟2 + 1
4320

((𝑢 − 1
2
)𝑠 − 𝑢

2
+ 3

10
)(𝑠 + 𝑢 + 1)𝑟

+ 1
30240

(−35𝑢 + 21)𝑠2 + 1
302400

(−35𝑢2 − 14𝑢 + 21)𝑠 + 𝑢2

14400
+ 𝑢

14400
− 1

12600

⎞

⎟

⎟

⎟

⎠

× 𝛥𝑥7𝑦(7)(𝑥𝑛)

+

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

1
604800

((20𝑢 − 10)𝑠 − 10𝑢 + 6)𝑟3 + 1
30240

((𝑢 − 1
2
)𝑠 − 𝑢

2
+ 3

10
)(𝑠 + 𝑢 + 1)𝑟2

+ 1
30240

((𝑢 − 1
2
)𝑠 − 𝑢

2
+ 3

10
)(𝑠2 + (𝑢 + 1)𝑠 + 𝑢2 + 𝑢 + 1)𝑟 − 1

604800
(−10𝑢 + 6)𝑠3

+ 1
604800

(−10𝑢2 − 4𝑢 + 6)𝑠2 + 1
604800

(−10𝑢3 − 4𝑢2 − 4𝑢 + 6)𝑠

𝑢3 𝑢2 𝑢 1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎝
+
100800

+
100800

+
100800

−
67200 ⎠
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× 𝛥𝑥8𝑦(8)(𝑥𝑛)

+ (𝛥𝑥9).
(11)

Using a standard strategy used in several other methods dealing with
umerical solutions of partial differential equations [15–17], we set
he coefficients of 𝛥𝑥6, 𝛥𝑥7, and 𝛥𝑥8 equal to zero and obtain, after
olving the resulting algebraic system, the following optimal values of
he parameters:

= 1
2
−

√

21
14

, 𝑠 = 1
2
, 𝑢 = 1

2
+

√

21
14

. (12)

Substituting these values in the LTE, we obtain

(𝑦(𝑥𝑛+1);𝛥𝑥) = −

(

𝛥𝑥
)9

𝑦(9)(𝑥𝑛)

1422489600
+ (𝛥𝑥10). (13)

Thus, the obtained parameters yielded the following one-step opti-
mized block method with three off-grid points (the pseudo-code for the
method is provided in Appendix):

𝑦𝑛+𝑟 = 𝑦𝑛 +
𝛥𝑥

4410 + 630
√

21

⎡

⎢

⎢

⎢

⎣

(45
√

21 + 288)𝑓𝑛 + (70
√

21 + 553)𝑓𝑛+𝑟
+(−80

√

21 + 208)𝑓𝑛+𝑠
+(−35

√

21 + 238)𝑓𝑛+𝑢 − 27𝑓𝑛+1

⎤

⎥

⎥

⎥

⎦

,

𝑦𝑛+𝑠 = 𝑦𝑛 + 𝛥𝑥

⎡

⎢

⎢

⎢

⎢

⎢

⎣
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7
√

21
192
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360
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45
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√
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360
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𝑓𝑛+𝑢 +
3
320

𝑓𝑛+1

⎤

⎥

⎥
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⎥

⎥

⎦

,

𝑛+𝑢 = 𝑦𝑛 +
𝛥𝑥

−4410 + 630
√
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⎡

⎢
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⎢

⎣
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√
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√
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⎥

⎥

⎥

⎦

,

𝑛+1 = 𝑦𝑛 + 𝛥𝑥
[ 1
20

𝑓𝑛 +
49
180

𝑓𝑛+𝑟 +
16
45

𝑓𝑛+𝑠 +
49
180

𝑓𝑛+𝑢 +
1
20

𝑓𝑛+1
]

.

(14)

t is worth noting that the reformulation of the above proposed opti-
ized block method produces substantial savings in the computational

ost. The idea of reformulation is based on the strategy proposed by
amos in [18]. The saving in the computational time comes from the

act that the number of occurrences of the values 𝑓𝑛+𝑖 is reduced, as
hown below:

𝑥𝑓𝑛+𝑟 =
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⎢
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⎢

⎢

⎣

(

− 3
14

√

21 − 81
14

)

𝑦𝑛 +

(

1
2

√

21 + 7
2

)

𝑦𝑛+𝑟

+

(

16
21

√

21 − 16
7

)

𝑦𝑛+𝑠 +

(

−5
6

√

21 + 7
2

)

𝑦𝑛+𝑢

+

(

− 3
14

√

21 + 15
14

)

𝑦𝑛+1 −
3𝛥𝑥
7

𝑓𝑛

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

𝑥𝑓𝑛+𝑠 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

9
2
𝑦𝑛 +

(

−49
48

√

21 − 49
16

)

𝑦𝑛+𝑟 + 2𝑦𝑛+𝑠

+

(

49
48

√

21 − 49
16

)

𝑦𝑛+𝑢 −
3
8
𝑦𝑛+1 +

3𝛥𝑥
8

𝑓𝑛

⎤

⎥

⎥

⎥

⎥

⎥

⎦

,

𝑥𝑓𝑛+𝑢 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

(

−81
14

+ 3
14

√

21

)

𝑦𝑛 +

(

7
2
+ 5

6

√

21

)

𝑦𝑛+𝑟

+

(

−16
7

− 16
21

√

21

)

𝑦𝑛+𝑠 +

(

7
2
− 1

2

√

21

)

𝑦𝑛+𝑢

+

(

15
14

+ 3
14

√

21

)

𝑦𝑛+1 −
3𝛥𝑥
7

𝑓𝑛

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

𝑥𝑓 =
[

11𝑦 − 49 𝑦 + 32 𝑦 − 49 𝑦 + 11𝑦 + 𝛥𝑥𝑓
]

.

(15)
3

𝑛+1 𝑛 3 𝑛+𝑟 3 𝑛+𝑠 3 𝑛+𝑢 𝑛+1 𝑛
The above reformulation is later abbreviated as ROBM in the forth-
coming sections. Moreover, the implicit Runge–Kutta structure of the
optimized block method (14) is also presented by means of the usual
Butcher tableau as follows (see Table 1):

It is worth mentioning, at this point, that the generalization of
the devised approach to higher-order methods is possible with the
choice of more than three off-grid points, however, the computational
complexity may increase with an increase of the convergence order.
Other possibilities for the improvement include two- and three-step
block methods with increasing number of off-grid points.

3. Theoretical analysis

The theoretical characteristics for the one-step optimized block
method with three off-grid points given in (14) or equivalently (15) are
addressed in this section that contains order of accuracy, consistency,
zero-stability, convergence, linear stability, and the theory of order
stars.

3.1. Order of accuracy and consistency

The one-step optimized block method with three off-grid points
given in (14) can be rewritten using the matrix notation as follows:

𝐴1𝑌𝑛+1 = 𝐴0𝑌𝑛 + ℎ(𝐵0𝐹𝑛 + 𝐵1𝐹𝑛+1), (16)

here 𝐴0, 𝐴1, 𝐵0 and 𝐵1 are 4 × 4 matrices given by
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⎢
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(18)

and
𝑌𝑛 = (𝑦𝑛−1+𝑟, 𝑦𝑛−1+𝑠, 𝑦𝑛−1+𝑢, 𝑦𝑛)𝑇 ,

𝑌𝑛+1 = (𝑦𝑛+𝑟, 𝑦𝑛+𝑠, 𝑦𝑛+𝑢, 𝑦𝑛+1)𝑇 ,

𝐹𝑛 = (𝑓𝑛−1+𝑟, 𝑓𝑛−1+𝑠, 𝑓𝑛−1+𝑢, 𝑓𝑛 )
𝑇 ,

𝐹𝑛+1 = (𝑓𝑛+𝑟, 𝑓𝑛+𝑠, 𝑓𝑛+𝑢, 𝑓𝑛+1)𝑇 .

(19)

The linear functional operator associated with the proposed block
method (14) can be defined as:

̄[𝐽 (𝑥𝑛);𝛥𝑥] =
∑

𝑘=0,𝑟,𝑠,𝑢,1

[

�̄�𝑘𝐽 (𝑥𝑛 + 𝑘𝛥𝑥) − 𝛥𝑥�̄�𝑘𝐽
′(𝑥𝑛 + 𝑘𝛥𝑥)

]

, (20)

where �̄�𝑘, and �̄�𝑘 are respectively the vector columns of the matrices

𝐴1 and 𝐴0. The expression 𝐽 (𝑥) stands for an arbitrary test function
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Table 1
The Butcher tableau for the implicit Runge-Kutta structure of the optimized block method given in Eq. (14).
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taken to be sufficiently differentiable on the integration interval. The
proposed optimized block method (14) and the corresponding linear
difference operator are said to have at least order 𝑝 if after expanding
the terms 𝐽 (𝑥𝑛 + 𝑘𝛥𝑥), and 𝐽 ′(𝑥𝑛 + 𝑘𝛥𝑥) in the Taylor’s series about 𝑥𝑛,
and collecting the coefficients of 𝛥𝑥, we get the following:

̄[𝐽 (𝑥𝑛);𝛥𝑥] = 𝑃0𝐽 (𝑥𝑛)+𝑃1𝛥𝑥𝐽
′(𝑥𝑛)+𝑃2𝛥𝑥

2𝐽 ′′(𝑥𝑛)+⋯+𝑃𝑖𝛥𝑥
𝑖𝐽 (𝑖)(𝑥𝑛)+⋯

(21)

with 𝑃0 = 𝑃1 = ⋯ = 𝑃𝑝 = 0 and 𝑃𝑝+1 ≠ 0. The coefficients 𝑃𝑖 are vectors
and 𝑃𝑟+1 is said to be the vector of error constants. For the proposed
optimized block method (14), we achieve 𝑃0 = 𝑃1 = ⋯ = 𝑃5 = 0
whereas the vector of error constants is

𝑃6 =

(

− 1
987840

(
√

21 + 5)(
√

21 − 7)
√

21 + 7
,

− 1
322560

,
(
√

21 − 5)(
√

21 + 7)

987840
√

21 − 6914880
, 0

)𝑇

. (22)

Hence, it has been proved from the above discussion that each of the
formulas of the proposed optimized block method with three off-grid
points given in (14) does possess at least a fifth order of accuracy. Using
the equivalent formulation as Runge–Kutta method, we identify this
method as the Lobatto IIIA method with 5 stages, which is known to
have eight order. On this basis, the method (14) is considered to be
consistent with the IVP (1).

3.2. Zero-stability and convergence

A significant requirement for a numerical method to be reliable is
the requirement of zero-stability. Let the IVP in (1) be asymptotically
stable, while the requirement is to show the stability of the proposed
one-step optimized block method with three off-grid points given in
(14). The concept of zero-stability relates to considering a homoge-
neous equation 𝑦′ = 0 and its discretized version, as written below:

𝐴0𝑌𝜆+1 − 𝐴1𝑌𝜆 = 0, (23)

where 𝐴0 and 𝐴1 are the matrices shown earlier. Now, if the discrete al-
gebraic Eq. (23) admits solutions which grow in time then the proposed
block method will not be zero-stable and cannot be used in practice. On
the other hand, the proposed block method is said to be zero-stable if
the zeros 𝑅𝑖 of the first characteristic polynomial 𝜅(𝑅) = |𝑧𝐴1 − 𝐴0|

ulfill |𝑅𝑖| ≤ 1 and for those zeros with |𝑅𝑖| = 1 the multiplicity should
ot exceed 1 [19]. The first characteristic polynomial of the proposed
lock method (14) is given by

(𝑅) = 𝑅3(𝑅 − 1). (24)

ence, the proposed method with three off-grid points given in (14) is
zero-stable method. Being both zero-stable and consistent (as claimed
y Jator in [20]), it results to be a convergent numerical method.
4

.3. Linear stability analysis and order stars

heorem 1. The proposed one-step optimized block method with three
ff-grid points given in (14) is  − 𝑠𝑡𝑎𝑏𝑙𝑒.

roof. As far as the concept of zero stability is concerned, it is related
o the behavior of the underlying numerical method as the step-length
𝑥 → 0. In other cases, nonetheless, a different concept of stability
s needed from a practical point of view, and that is related with a
umerical method when it produces acceptable results for a particular
alue for the step-length 𝛥𝑥 > 0. Such behavior is called the linear
tability behavior for the numerical method under consideration, and
t requires to apply the method on a linear test problem, as the one
ntroduced by Dahlquist [21] given by:
′(𝑥) = 𝜇𝑦(𝑥), with 𝑅𝑒(𝜇) < 0. (25)

t is required to determine the region within which the approximations
btained under the numerical method reproduce the behavior of the
xact solution of the linear test problem given in (25). Having applied
he proposed optimized block method in (14) to the linear test problem
n (25), it turns out to get the recurrence equation:

𝑛 = 𝑀(𝑧)𝑌𝑛−1, (26)

here 𝑀(𝑧) stands for the so-called stability matrix defined by

(𝑧) = (𝐴1 − 𝑧𝐵1)−1(𝐴0 + 𝑧𝐵0), 𝑧 = 𝜇𝛥𝑥. (27)

he eigenvalues of the stability matrix (27) determine the behavior
f the approximate numerical solution. This is a commonly known
tability property of a numerical method that uses the spectral radius
lso known as the maximum of the absolute values of the eigenvalues
f 𝑀(𝑧). The region of absolute linear stability A is described by the
ollowing set as suggested in [22]:

= {𝑧 ∈ C ∶ 𝜌[𝑀(𝑧)] < 1}, (28)

nd if C− ⊆ A, the numerical method under consideration is said to be
-stable. The spectral radius is now computed as the following rational

unction:

[𝑀(𝑧)] = 𝑧4 + 20𝑧3 + 180𝑧2 + 840𝑧 + 1680
𝑧4 − 20𝑧3 + 180𝑧2 − 840𝑧 + 1680

. □ (29)

The above stability function 𝜌[𝑀(𝑧)] can be obtained if the proposed
optimized block method (14) is applied to the linear test problem
given in (25) while the same approach is used in several recent re-
search works including [9–11] for the determination of such stability
functions.

Remark 1. The graphical explanations given by Fig. 1 reveal that
the whole left-half complex plane as denoted by C− is included in the
stability region of the optimized block method in (14). Such sort of −
stability is further confirmed with the plot of order stars wherein it can
be observed that the rational stability function given in (29) does not
have any kind of pole in the region containing C− as can be visualized
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Fig. 1. Region of absolute stability of the proposed one-step optimized block method with three off-grid points given in (14).
Fig. 2. The plot of order stars for the proposed one-step optimized block method with three off-grid points given in (14).
in Fig. 2 for the un-shaded region that appears on the left-half complex
plane C−.

4. Numerical dynamics with results and discussion

This section shows the performance of the proposed one-step op-
timized block method given in (14) for solving different kinds of stiff
problems. The method neither requires multiple initial conditions to
start nor needs any predictor. While taking 𝑛 = 0, the method (14)
5

taken as a system is simultaneously solved with 𝑦(𝑥0) = 𝑦0 known. We
have employed the frequently used second-order convergent Newton–
Raphson technique to obtain 𝑦1 having solved the system. Next, the
value 𝑦2 is determined by considering 𝑦1 from the previous block as
the initial value, and the process continues until the end point 𝑥𝑀
is reached. Since the proposed method is one-step and some of the
methods used for comparisons are two-step methods, we have chosen
the length of integration interval as a multiple of 2𝛥𝑥 (that is, 𝑥𝑀 −
𝑥0 = 𝑘(2𝛥𝑥), 𝑘 ∈ N). The FindRoot command from Mathematica 12.1
has been used to implement the Newton–Raphson method. It may be
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Fig. 3. Efficiency curves for the IVP in Problem 1 to observe the behavior of (a) absolute maximum global errors versus the CPU time (sec), and (b) absolute maximum global

errors versus number of steps 𝑛 ∈ {23 , 24 , 25}.
Fig. 4. Efficiency curves for the IVP in Problem 2 to observe the behavior of (a) absolute maximum global errors versus the CPU time (sec), and (b) absolute maximum global
errors versus number of steps 𝑛 ∈ {24 , 25 , 26}.
Fig. 5. Efficiency curves for the IVP in Problem 3 to observe the behavior of (a) absolute maximum global errors versus the CPU time (sec), and (b) absolute maximum global
errors versus number of steps 𝑛 ∈ {25, 50, 100}.
noted that all numerical computations are performed in Mathematica
12.1 on a personal computer running on Windows OS with Intel(R)
Core(TM) i7-1065G7 CPU @ 1.30 GHz 1.50 GHz processor having
24.0 GB installed RAM. It may be noted that for comparison we have
taken two methods of eighth-order with five stages from the Lobatto
family of Runge–Kutta methods (Lobatto III & Lobatto IIIA) as given
in [23, p 228].

Some numerical experiments are presented, being one scalar and
the other higher dimensional systems. The tables collect the maximum
absolute errors, ME; the error at the end point of the integration
interval, LE; the average of absolute errors, AE; and the error with the
𝐿2-norm, Norm, with the proposed ROBM and the Lob IIIA methods.

From the data given in Tables 2–6 one can see that the smaller
values for the errors are obtained with the proposed ROBM and the Lob
IIIA methods. The behavior shows that these methods are more robust
from an accuracy viewpoint when compared with the Lob III method.

Furthermore, to better appreciate the performance of the methods,
we have included two types of efficiency curves, the maximum absolute
errors versus the computation time, and the maximum absolute errors
versus the number of steps needed to solve the IVPs.
6

Since most of the errors in the reformulated method ROBM are very
similar or coincide with the errors obtained with the Lob-IIIA, the cor-
responding curves in the right sides of Figs. 3–7 overlap. Nevertheless,
the ROBM is found to be superior based on the computation time, as
can be seen on the left sides of Figs. 3–7, where the ROBM method
shows the best performance.

Problem 1. Consider the following nonlinear scalar IVP:

𝑢′(𝑥) = −10(𝑢(𝑥) − 1)2, 𝑥 ∈ [0, 1], (30)

with the exact solution: 𝑢(𝑥) = 1 + 1
1 + 10𝑥

.

Problem 2. Consider the following two-dimensional stiff system [24]:

𝑢′(𝑥) = 9𝑢(𝑥) + 24𝑣(𝑥) + 5 cos(𝑥) − 1
3
sin(𝑥),

𝑣′(𝑥) = −24𝑢(𝑥) − 51𝑣(𝑥) − 9 cos(𝑥) + 1
3
sin(𝑥),

𝑢(0) = 4 , 𝑣(0) = 2 , 𝑥 ∈ [0, 5],

(31)
3 3



Journal of Computational Science 63 (2022) 101792S. Qureshi et al.

𝑢

𝑢

𝑢

0

P
f

𝑢

5

t
o
c
l
t
a
m
v
n
p
t
o
p
m
i
a

Table 2
Comparison of different methods based upon maximum error, last error, absolute error,
Norm, number of function evaluations and CPU time (in seconds) of the IVP given in
Problem 1, with increasing number of steps (𝑛).
𝑛 Methods ME LE AE Norm CPU

8 ROBM 6.5886e−08 2.7583e−09 1.4937e−08 7.3957e−08 7.6444e−03
Lob III 2.9253e−06 1.2256e−07 6.6346e−07 3.2842e−06 8.3177e−03
Lob IIIA 6.5886e−08 2.7583e−09 1.4937e−08 7.3957e−08 2.7247e−02

16 ROBM 1.2411e−10 2.7300e−12 2.0468e−11 1.5161e−10 1.7860e−02
Lob III 1.0611e−08 2.3517e−10 1.7579e−09 1.2992e−08 1.8445e−02
Lob IIIA 1.2411e−10 2.7311e−12 2.0469e−11 1.5161e−10 4.8389e−02

32 ROBM 8.8152e−14 1.5543e−15 1.0598e−14 1.2509e−13 3.6056e−02
Lob III 1.8383e−11 2.8733e−13 2.5333e−12 2.7002e−11 3.2293e−02
Lob IIIA 8.8045e−14 1.3300e−15 1.1843e−14 1.2733e−13 8.8703e−02

Table 3
Comparison of different methods based upon maximum error, last error, absolute error,
Norm, number of function evaluations and CPU time (in seconds) for the IVP given in
Problem 2 with increasing number of steps (𝑛).
𝑛 Methods ME LE AE Norm CPU

16 ROBM 4.1637e−02 2.6285e−11 2.5557e−03 4.1674e−02 2.9801e−02
Lob III 4.3990e−01 1.9423e−06 4.6198e−02 4.8983e−01 3.0013e−02
Lob IIIA 4.1637e−02 2.6285e−11 2.5557e−03 4.1674e−02 3.6468e−02

32 ROBM 2.8273e−03 4.1316e−13 8.6308e−05 2.8274e−03 5.9713e−02
Lob III 1.2125e−02 2.0570e−10 3.7025e−04 1.2125e−02 5.3348e−02
Lob IIIA 2.8273e−03 4.1314e−13 8.6308e−05 2.8274e−03 8.3677e−02

64 ROBM 5.5197e−05 2.7894e−15 9.3606e−07 5.5447e−05 1.2130e−01
Lob III 1.3319e−04 9.2081e−13 2.2582e−06 1.3379e−04 1.5222e−01
Lob IIIA 5.5197e−05 2.9005e−15 9.3606e−07 5.5447e−05 1.6969e−01

Table 4
Comparison of different methods based upon maximum error, last error, absolute error,
norm, number of function evaluations and the CPU time (in seconds) for the IVP given
in Problem 3 with increasing number of steps (𝑛).
𝑛 Methods ME LE AE Norm CPU

25 ROBM 9.8311e−11 9.8311e−11 4.5166e−11 2.7629e−10 3.0632e−02
Lob III 1.2242e−10 1.2242e−10 5.6544e−11 3.4602e−10 3.4620e−02
Lob IIIA 9.8312e−11 9.8312e−11 4.5166e−11 2.7630e−10 4.8615e−02

50 ROBM 3.8558e−13 3.8558e−13 1.7603e−13 1.5086e−12 7.0071e−02
Lob III 4.8139e−13 4.8139e−13 2.2011e−13 1.8853e−12 7.4709e−02
Lob IIIA 3.8514e−13 3.8514e−13 1.7566e−13 1.5055e−12 1.0892e−01

100 ROBM 1.1657e−15 6.1062e−16 4.5961e−16 5.4273e−15 1.1275e−01
Lob III 1.6098e−15 1.5543e−15 7.4747e−16 8.9700e−15 1.4253e−01
Lob IIIA 1.8319e−15 1.8319e−15 8.0966e−16 9.6976e−15 1.9073e−01

Table 5
Comparison of different methods based upon maximum error, last error, absolute error,
Norm, number of function evaluations and CPU time (in seconds) for the IVP given in
Problem 4 with increasing number of steps (𝑛).
𝑛 Methods ME LE AE Norm CPU

50 ROBM 9.9179e−17 5.4955e−17 2.9076e−17 3.2902e−16 3.9276e−01
Lob III 4.4100e−13 4.4100e−13 7.4949e−14 1.0661e−12 4.6170e−01
Lob IIIA 9.9179e−17 5.4955e−17 2.9076e−17 3.2902e−16 5.8544e−01

100 ROBM 6.9918e−19 2.1373e−19 1.8237e−19 3.0559e−18 7.4178e−01
Lob III 3.4257e−15 3.3759e−15 5.8328e−16 1.2138e−14 9.4713e−01
Lob IIIA 6.9918e−19 2.1373e−19 1.8237e−19 3.0559e−18 1.1981

200 ROBM 6.9905e−21 6.4473e−21 1.6457e−21 4.1973e−20 1.5106
Lob III 2.3849e−17 2.3849e−17 3.0526e−18 9.4927e−17 1.8780
Lob IIIA 6.9905e−21 6.4473e−21 1.6457e−21 4.1973e−20 2.3662

with the exact solution:

𝑢(𝑥) = 2 exp(−3𝑥) − exp(−39𝑥) + 1
3
cos(𝑥),

𝑣(𝑥) = − exp(−3𝑥) + 2 exp(−39𝑥) − 1
3
cos(𝑥).

(32)
7

b

Table 6
Comparison of different methods based upon maximum error, last error, absolute error,
Norm, number of function evaluations and the CPU time (in seconds) for the IVP given
in Problem 5 with increasing number of steps (𝑛).
𝑛 Methods ME LE AE Norm CPU

250 ROBM 2.6723e−16 1.4470e−16 8.8132e−17 1.8686e−15 1.8558
Lob-III 4.8774e−16 2.5393e−16 1.6318e−16 3.3741e−15 2.2759
Lob-IIIA 2.6723e−16 1.4470e−16 8.8132e−17 1.8686e−15 3.407

500 ROBM 1.0442e−18 5.6526e−19 3.4443e−19 1.0315e−17 3.6604
Lob-III 1.8976e−18 9.8728e−19 6.3584e−19 1.8573e−17 4.685
Lob-IIIA 1.0442e−18 5.6526e−19 3.4443e−19 1.0315e−17 6.0419

1000 ROBM 4.0788e−21 2.2080e−21 1.3457e−21 5.6964e−20 8.0593
Lob-III 7.3981e−21 3.8474e−21 2.4806e−21 1.0241e−19 8.2694
Lob-IIIA 4.0788e−21 2.2080e−21 1.3457e−21 5.6964e−20 1.1508e+01

Problem 3. Consider another two-dimensional stiff system [25]:

𝑢′(𝑥) = −𝑢(𝑥) − 10𝑣(𝑥),

𝑣′(𝑥) = 10𝑢(𝑥) − 𝑣(𝑥),

(0) = 1, 𝑣(0) = 0, 𝑥 ∈ [0, 1],

(33)

with the exact solution:

𝑢(𝑥) = exp(−𝑥) cos(10𝑥), 𝑣(𝑥) = exp(−𝑥) sin(10𝑥).

Problem 4. Consider the following three-dimensional system, which
present a strong nonlinearity, taken from [26]:

𝑢1(𝑥) = −103(𝑢1(𝑥)3𝑢2(𝑥)6 − cos(𝑥)3 sin(𝑥)6) − sin(𝑥), 𝑢1(0) = 1,

2(𝑥) = −103(𝑢2(𝑥)5𝑢3(𝑥)4 − sin(𝑥)9) + cos(𝑥), 𝑢2(0) = 0,

3(𝑥) = −103(𝑢1(𝑥)2𝑢3(𝑥)3 − cos(𝑥)2 sin(𝑥)3) + cos(𝑥), 𝑢3(0) = 0,

≤ 𝑥 ≤ 1,

(34)

The exact solution is 𝑢1(𝑥) = cos(𝑥), 𝑢2(𝑥) = sin(𝑥) = 𝑢3(𝑥).

roblem 5. Consider the following nonlinear two-body system taken
rom [27]:

′′
1 (𝑥) =

−𝑢1(𝑥)
𝑟3

, 𝑢1(0) = 1, 𝑢′1(0) = 0,

𝑢′′2 (𝑥) =
−𝑢2(𝑥)
𝑟3

, 𝑢2(0) = 0, 𝑢′2(0) = 1,

𝑟 =
√

𝑢1(𝑥)2 + 𝑢2(𝑥)2 , 0 ≤ 𝑥 ≤ 1,

(35)

The exact solution is 𝑢1(𝑥) = cos(𝑥), 𝑢2(𝑥) = sin(𝑥).

. Concluding remarks

A new one-step optimized block method has been developed with
he help of interpolation and collocation techniques, and the resulting
rder of convergence is computed to be eight. Its theoretical analysis,
arried out in the present study, proves the consistency, zero-stability,
inear stability, theory of order stars, and convergence, which makes
he method competent enough to numerically solve various nonlinear
nd stiff models that arise from the fields of applied sciences. Further-
ore, its optimization is based on the local truncation errors obtained

ia the Taylor series for the three off-grid points of the method. The
umerical experiments chosen from several fields have shown that the
roposed block method performs better than other similar methods
aken from literature. Not only this, but the reformulation of the
btained block method results in a substantial reduction in the com-
utation time while solving the stiff models. Thus, the optimized block
ethod proposed in the present study can be recommended for solving

nitial value problems in ordinary differential equations. In the future,
n improvement in the order of convergence in the existing optimized
lock method will be attempted based on the quadrature approaches
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Fig. 6. Efficiency curves for the IVP in Problem 4 to observe the behavior of (a) absolute maximum global errors versus the CPU time (sec), and (b) absolute maximum global
errors versus number of steps 𝑛 ∈ {50, 100, 200}.
Fig. 7. Efficiency curves for the IVP in Problem 5 to observe the behavior of (a) absolute maximum global errors versus the CPU time (sec), and (b) absolute maximum global
errors versus number of steps 𝑛 ∈ {250, 500, 1000}.
discussed in [28–31], possibly including second-order derivatives for
obtaining better numerical results with -stability features.
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Appendix

Algorithm 1: Pseudo-code for the proposed one-step optimized
block method with three off-grid points.

Data: 𝑥0, 𝑋 (integration interval), 𝑁 (number of steps), 𝑦00, 𝑦10,
(initial values), 𝑓
Result: sol (discrete approximate solution of the IVP (1))

1 Let 𝑛 = 0, 𝛥𝑥 =
𝑋 − 𝑥0

𝑁
2 Let 𝑥𝑛 = 𝑥0, 𝑦𝑛 = 𝑦00, 𝑦′𝑛 = 𝑦′10
3 Let sol = {(𝑥𝑛, 𝑦𝑛)}
4 Solve (14) to get 𝑦𝑛+𝑘, 𝑦′𝑛+𝑘, where 𝑘 = 0, 𝑟, 𝑠, 𝑢, 1
5 Let sol = sol ∪{(𝑥𝑛+𝑘, 𝑦𝑛+𝑘)}𝑘=0,𝑟,𝑠,𝑢,1
6 Let 𝑥𝑛 = 𝑥𝑛 + ℎ, 𝑦𝑛 = 𝑦𝑛+1, 𝑦′𝑛 = 𝑦′𝑛+1
7 Let 𝑛 = 𝑛 + 1
8 if 𝑛 = 𝑁 then
9 go to 13
10 else
11 go to 4;
12 end
13 End

References

[1] Z. Memon, S. Qureshi, B.R. Memon, Assessing the role of quarantine and isolation
as control strategies for COVID-19 outbreak: a case study, Chaos Solitons Fractals
144 (2021) 110655.

[2] R.S. Wang, Ordinary differential equation (ODE), model, in: W. Dubitzky, O.
Wolkenhauer, K.H. Cho, H. Yokota (Eds.), Encyclopedia of Systems Biology,
Springer, New York, NY, 2013, http://dx.doi.org/10.1007/978-1-4419-9863-
7_381.

[3] D.G. Zill, Differential Equations with Boundary-Value Problems, Cengage
Learning, 2016.

http://refhub.elsevier.com/S1877-7503(22)00163-6/sb1
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb1
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb1
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb1
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb1
http://dx.doi.org/10.1007/978-1-4419-9863-7_381
http://dx.doi.org/10.1007/978-1-4419-9863-7_381
http://dx.doi.org/10.1007/978-1-4419-9863-7_381
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb3
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb3
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb3


Journal of Computational Science 63 (2022) 101792S. Qureshi et al.
[4] S. Urasaki, H. Yabuno, Identification method for backbone curve of cantilever
beam using van der pol-type self-excited oscillation, Nonlinear Dynam. 103 (4)
(2021) 3429–3442.

[5] I. Ahmad, M.A.Z. Raja, H. Ramos, M. Bilal, M. Shoaib, Integrated neuro-
evolution-based computing solver for dynamics of nonlinear corneal shape model
numerically, Neural Comput. Appl. 33 (11) (2021) 5753–5769.

[6] D.G. Zill, A First Course in Differential Equations with Modeling Applications,
Cengage Learning, 2012.

[7] D.G. Zill, Advanced Engineering Mathematics, Jones & Bartlett Publishers, 2020.
[8] M.A. Rufai, H. Ramos, One-step hybrid block method containing third derivatives

and improving strategies for solving Bratu’s and Troesch’s problems, Numerical
Mathematics: Theory, Methods & Applications 13 (4) (2020).

[9] G. Singh, A. Garg, V. Kanwar, H. Ramos, An efficient optimized adaptive step-size
hybrid block method for integrating differential systems, Appl. Math. Comput.
362 (2019) 124567.

[10] H. Ramos, S.N. Jator, M.I. Modebei, Efficient k-step linear block methods to solve
second order initial value problems directly, Mathematics 8 (10) (2020) 1752.

[11] H. Ramos, R. Abdulganiy, R. Olowe, S. Jator, A family of functionally-fitted third
derivative block falkner methods for solving second-order initial-value problems
with oscillating solutions, Mathematics 9 (7) (2021) 713.

[12] M.A. Rufai, H. Ramos, A variable step-size fourth-derivative hybrid block strategy
for integrating third-order IVPs, with applications, Int. J. Comput. Math. (2021)
1–17.

[13] B.S. Kashkari, S. Alqarni, Optimization of two-step block method with three
hybrid points for solving third order initial value problems, J. Nonlinear Sci.
Appl. 12 (7) (2019) 450–469.

[14] E. Adeyefa, A.S. Olagunju, Hybrid block method for direct integration of first,
second and third order IVPs, Cankaya Univ. J. Sci. Eng. 18 (1) 1–8.

[15] M. Ainsworth, H.A. Wajid, Dispersive and dissipative behavior of the spectral
element method, SIAM J. Numer. Anal. 47 (5) (2009) 3910–3937.

[16] M. Ainsworth, H.A. Wajid, Optimally blended spectral-finite element scheme for
wave propagation and nonstandard reduced integration, SIAM J. Numer. Anal.
48 (1) (2010) 346–371.

[17] M. Bartoň, V. Calo, Q. Deng, V. Puzyrev, Generalization of the pythagorean
eigenvalue error theorem and its application to isogeometric analysis, Numerical
Methods for PDEs, Springer, Cham, 2018, pp. 147–170.

[18] H. Ramos, Development of a new Runge–Kutta method and its economical
implementation, Comput. Math. Methods 1 (2) (2019) e1016.

[19] J.D. Lambert, Computational Methods in Ordinary Differential Equations, Vol. 5,
John Wiley & Sons, 1973, Incorporated.

[20] P. Henrici, Discrete Variable Methods in Ordinary Differential Equations, Wiley,
New York, 1962.

[21] G.G. Dahlquist, A special stability problem for linear multistep methods, BIT
Numer. Math. 3 (1) (1963) 27–43.

[22] G. Wanner, E. Hairer, Solving Ordinary Differential Equations II, Vol. 375,
Springer, Berlin Heidelberg, 1996.

[23] J.C. Butcher, Numerical Methods for Ordinary Differential Equations, John Wiley
& Sons, 2016.

[24] A.A. Nasarudin, Z.B. Ibrahim, H. Rosali, On the integration of stiff ODEs using
block backward differentiation formulas of order six, Symmetry 12 (6) (2020)
952.

[25] X. Jia-xiang, K. Jiao-xun, A class of DBDF methods with the derivative modifying
term, J. Comput. Math. (1988) 7–13.

[26] J. Vigo-Aguiar, J. Martín-Vaquero, H. Ramos, Exponential fitting BDF–Runge–
Kutta algorithms, Comput. Phys. Comm. 178 (1) (2008) 15–34.

[27] F.A. Fawzi, N. Senu, F. Ismail, Z.A. Majid, New phase-fitted and amplification-
fitted modified Runge–Kutta method for solving oscillatory problems, Glob. J.
Pure Appl. Math. (GJPAM) 12 (2) (2016) 1229–1242.

[28] J.P. Yan, B.Y. Guo, A collocation method for initial value problems of second-
order ODEs by using laguerre functions, Numer. Math.: Theory Methods Appl. 4
(2) (2011) 283–295.

[29] T. Fung, Solving initial value problems by differential quadrature method—part
2: second-and higher-order equations, Internat. J. Numer. Methods Engrg. 50 (6)
(2001) 1429–1454.

[30] B.Y. Guo, J.P. Yan, Legendre–Gauss collocation method for initial value problems
of second order ordinary differential equations, Appl. Numer. Math. 59 (6)
(2009) 1386–1408.
9

[31] J.P. Yan, B.Y. Guo, Laguerre-Gauss collocation method for initial value problems
of second order ODEs, Appl. Math. Mech. 32 (12) (2011) 1541–1564.

Dr. Sania Qureshi was born in Hyderabad in 1982. S.
Qureshi completed her Ph.D. in 2019 from University of
Sindh. During Ph.D., she was awarded two scholarships
under which she visited Division of Mathematics, Univer-
sity of Dundee, Scotland, UK in 2016 and Institute of
Computational Mathematics, Technische Universitaet Braun-
schweig, Germany in 2018. She has several publications on
mathematical epidemiology, fractional calculus, and numer-
ical techniques for ODEs. Since 2008, she is the full-time
faculty member at Mehran University of Engineering and
Technology, Pakistan.

Prof. Higinio Ramos Higinio Ramos obtained his degree
in Mathematics at the University of Salamanca in 1985.
Later, he received the Extraordinary Award from the Faculty
of Sciences for his Master’s Thesis in Chebyshev’s Spectral
Methods for solving second-order initial value problems.
Currently, he is a professor of Mathematics at the University
of Salamanca and a member of the Scientific Computing
Group at this university. He has attended numerous in-
ternational conferences and published numerous scientific
articles related to numerical analysis and the approximate
solution of differential equations. He has been invited as
a guest speaker at international conferences around the
world. He has been invited as Guest Editors of various
special issues, and is a member of the Editorial Board of
different reputed journals. His scientific interests include the
numerical solution of initial value problems, procedures for
numerical quadrature, root-finding solvers, approximation
techniques and, in general, techniques of applied numerical
analysis.

Mr. Amanullah Soomro was born in Umerkot in 1995. In
2019, A. Soomro graduated from Institute of Mathematics
and Computer Sciences, University of Sindh, Jamshoro with
BS degree. Recently, he has completed his Master’s research
studies from the department of Basic Sciences and Related
Studies (BSRS) at Mehran University of Engineering and
Technology, Jamshoro, Sindh, Pakistan and looking for
opportunities to pursue Ph.D. studies in abroad. He is the co-
author of five research papers recently published in Scopus
and WoS international journals. Presently, A. Soomro is
serving as a Teaching Assistant of Mathematics in the BSRS
department.

Dr. Evren Hinçal was born in Lefkoşa in 1973. In 1991, E.
Hinçal completed his Ph.D. at the Eastern Mediterranean
University with the cooperation of Imperial College. Be-
tween the years 20002001 E. Hinçal visited Imperial College
and he worked with Neurobiology Group on the cancer epi-
demiology. E. Hinçal has several publications about cancer
statistics, cancer epidemiology and mathematical modeling
about cancer in refereed international journals. Presently, he
is serving as a Vice Dean, Faculty of Arts and Sciences, and
Chair, Department of Mathematics in Near East University
TRNC, Mersin 10, Turkey.

http://refhub.elsevier.com/S1877-7503(22)00163-6/sb4
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb4
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb4
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb4
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb4
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb5
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb5
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb5
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb5
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb5
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb6
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb6
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb6
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb7
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb8
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb8
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb8
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb8
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb8
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb9
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb9
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb9
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb9
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb9
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb10
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb10
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb10
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb11
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb11
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb11
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb11
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb11
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb12
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb12
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb12
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb12
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb12
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb13
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb13
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb13
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb13
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb13
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb14
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb14
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb14
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb15
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb15
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb15
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb16
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb16
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb16
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb16
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb16
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb17
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb17
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb17
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb17
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb17
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb18
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb18
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb18
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb19
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb19
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb19
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb20
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb20
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb20
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb21
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb21
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb21
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb22
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb22
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb22
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb23
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb23
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb23
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb24
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb24
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb24
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb24
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb24
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb25
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb25
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb25
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb26
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb26
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb26
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb27
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb27
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb27
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb27
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb27
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb28
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb28
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb28
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb28
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb28
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb29
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb29
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb29
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb29
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb29
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb30
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb30
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb30
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb30
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb30
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb31
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb31
http://refhub.elsevier.com/S1877-7503(22)00163-6/sb31

	Time-efficient reformulation of the Lobatto III family of order eight
	Introduction
	Derivation of the optimized block method
	Theoretical analysis
	Order of accuracy and consistency
	Zero-stability and convergence
	Linear stability analysis and order stars

	Numerical dynamics with results and discussion
	Concluding remarks
	CRediT authorship contribution statement
	Declaration of competing interest
	Acknowledgments
	Ethics approval
	Consent to participate
	Consent for publication

	Appendix
	References


